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Chapter 3, section 3.1. Computation of variances and covariances 4
 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 3.1. COMPUTATION OF VARIANCES ANDCOVARIANCES
 MOTIVATIONIn chapter 1 : we have seen that calculation of a variance can raise problems (evenwith 3 observations equal to 1000001, 1000002, 1000003)Single precision is not sufficient and a more refined algorithm proves to be necessary
 ALGORITHM I (definition)ALGORITHM II (calculator)ALGORITHM III (definition with correction)ALGORITHM IV (recurrence)CumulantsUse of MATLAB
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Chapter 3, section 3.1. Computation of variances and covariances 5
 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 ALGORITHM I (definition)based on the definition : given a series of n observations, xi, i = 1, ..., n, with mean x :
 sn
 x xi2 21= −∑ ( ) .
 Advantage : simplicity and accuracyInconvenience : requires two passes over the data
 which implieseither data storage in memoryor second reading of the data
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Chapter 3, section 3.1. Computation of variances and covariances 6
 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 ALGORITHM II (calculator)This is the algorithm used in pocket calculators and paper and pencilIt is based on the alternative formula for the variance:
 sn
 x xi2 2 21= −∑

Page 4
                        

Chapter 3, section 3.1. Computation of variances and covariances 7
 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 Advantage : fast and requires only one pass (a requirement for calculators with a smallmemory space)Inconvenience : often bad results even with double precision numbersExample : 1000001, 1000002, 1000003:
 x = 1000002
 sn
 x xi2 2
 2 2 21 1 0 13
 23
 = − = − + + =∑ ( ) ( ) ( ) ( )
 whereas
 s 22 2 2
 21000001 1000002 10000033
 1000002= + + −( ) ( ) ( ) ( )
 Accuracy depends on the variation coefficient of the data set : CV = s x/ .Indeed S2 = ns2 + nx 2 so dividing both sides by ns2 gives 1 + (CV)-2.
 If calculations are done with 7 digits and CV 2 < 10-7, all the significant digits are lostThe smallest CV, the worstAccuracy of Algorithm I doesn’t depend on CV.It is said that Algorithm I is numerically stable.Another stable algorithm is as follows.
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Chapter 3, section 3.1. Computation of variances and covariances 8
 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 ALGORITHM III (definition with correction)Like Algorithm I : requires 2 passesLike Algorithm II : correction for the meanBut the mean is that of devations from the mean, equal to zero in principleConsequence : better numerical stability
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Chapter 3, section 3.1. Computation of variances and covariances 9
 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 ALGORITHM IV (recurrence)Also a compromise between algorithms I and IIAll the avantages but no inconveniences.
 Proof : by induction.Correct for n = 1.Suppose it is correct for n = N, and show that it is still correct for n = N + 1
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 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 Advantages :Only one passNo storage neededSame accuracy as Algorithm ICan even be used with simple precision (provided that the data have no moresignificant digits than simple precision)Can be used with on line dataCan be generalised for weighted momentsCan be generalised to the covariance : using two accumulators S1x and S1y,say, and by replacing updating S2 par:
 S2 ← S2 + ((i*xi - S1x)*(i*yi - S1y))/(i*(i - 1)).
 Remark. Still another method : provisional mean µ0 hence updating formulae
 S1 ← S1 + xi - µ0
 S2 ← S2 + (xi - µ0)^2
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 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 Cumulants
 Remark. Questions of precision aside, let us mention the transition from moments withrespect to the origin ′ =m S nj j / and cumulants Kj
 K mji
 m Kj j j i ii
 j
 = ′ −−−
 ′ −
 =
 −
 ∑111
 1
 .
 In particularK m x1 1= ′ =K m m K s2 2 1 1
 2= ′ − ′ =The Fisher asymmetry coefficient = K3/s3 and the Fisher kurtosis coefficient = K4/s4.Computation by recurrence available (Spicer [1972])
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 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 Use of MATLAB
 Let x a matrix whose rows correspond to observations and columns to variablescov(x) covariance matrixcorrcoef(x) correlation matrixstd(x) vector of standard deviations (corrected for the number of degrees of
 freedom)
 References
 T. F. CHAN, G. H. GOLUB, and R. J. LEVEQUE, "Algorithms for computing thesample variance: analysis and recommendations", American Statistician 37, 242-247,1983.P. GRIFFITHS and I. D. HILL (editors), «Applied Statistics Algorithms», EllisHorwood, Chichester, 1985.HERRAMAN, Algorithm AS12, J. Roy. Statist. Soc. Ser. C Applied Statistics, 17,1968, 289-292.W. J. KENNEDY, Jr. and J. E. GENTLE, «Statistical Computing», Marcel Dekker,New York, 1980.W. H. PRESS, B. P. FLANNERY, S. A. TEUKOLSKY, and W. T. VETTERLING,«Numerical Recipes in FORTRAN 77: The Art of Scientific Computing», 2nd edition,Cambridge University Press, Cambridge, 1993.C. C. SPICER, Algorithm AS52, J. Roy. Statist. Soc. Ser. C Applied Statistics,Reprinted in GRIFFITH and HILL, pp. 98-100.R. A. THISTED, «Elements of Statistical Computing: Numerical Computation»,Chapman and Hall, New York, 1988.
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 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 3.2. PROBABILITIES AND QUANTILES
 We consider a univariate distribution (probability or density distribution function,empirical distribution)
 REMINDERSEVALUATION OF PROBABILITESRational approximationsApproximation by continued fractionsNumerical integrationTaylor series expansionAd hoc methodsAPPROXIMATED COMPUTATION OF QUANTILESIteratives methodsAd hoc methodsSummary of the practical methodsFREQUENCIES OF AN EMPIRICAL DISTRIBUTIONQUANTILES OF AN EMPIRICAL DISTRIBUTIONUse of MATLAB
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Chapter 3, section 3.2. Probabilities and quantiles 14
 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 REMINDERSSome definitions (Patel et al. [1976])
 (standard) normal distribution
 or N(0,1)
 .21)()( 2/2
 )1,0( ∫=Φ=∞−
 −x
 yN dyexxF
 π
 bêta distribution
 over [0;1], with parameters (a, b)
 F x I a bB a b
 y y dya b xa b
 x
 β ( , ) ( ) ( , )( , )
 ( )= = −− −∫1 11 1
 0
 with B a b y y dya b( , ) ( )= −− −∫ 1 1
 0
 1
 1
 and a, b > 0 and 0<x<1.
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Chapter 3, section 3.2. Probabilities and quantiles 15
 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 Fisher-Snedecor F distribution
 With (n1, n2) degrees of freedom
 F x In n
 F nn n x
 n n1 2 2
 2 1
 12 22 1
 ,( ) ( , )= −
 +
 Remark. Student t distribution is definied by t Fn n2
 1,= .
 Gamma distribution
 Density :
 f x e xm
 x m m
 gamma ( )( )
 =− −θ θ1
 Γwith Γ ( ) .m e y dyy m= − −∞
 ∫ 1
 0
 where x > 0, θ > 0, m > 0.The chi squared distribution with n degrees of freedom is a special case of the gammalaw, with parameters θ = 1/2 and m = 2n.

Page 13
                        

Chapter 3, section 3.2. Probabilities and quantiles 16
 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 binomial distribution
 with exponent n and parameter p
 p P X xnx
 p p x nxx n x= = =
 − =−( ) ( ) , , , ,1 0 1… .
 In the binomial coefficient nx
 nx n x
 =
 −!
 !( )! and factorials 1.2)...1.()1(! −=+Γ= xxxx
 very large numbers are generally involved.

Page 14
                        

Chapter 3, section 3.2. Probabilities and quantiles 17
 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 EVALUATION OF PROBABILITESThe worst way to do the computations is to use the direct way (like nearly always). Forexample, for n = 13, n! = 6227020800, exceeding simple precisionRecommended procedures.1. Compute by taking logarithms.2. Computation by recurrence :
 pnx
 p pn
 xp p n x
 xp
 pp n x
 xp
 pxx n x x n x
 x= − =
 −
 − − +
 −= − +
 −− − − +
 −( ) ( ) . .11
 1 11
 11
 1 11
 (also the fastest but can loose accuracy by propagation of rounding errors)3. Use Pascal triangle
 −+
 −−
 =
 x
 nxn
 xn 1
 11
 with 10
 =
 =
 nnn
 keeping the coefficients on one line from right to left, while erasing (less appropriatethan 2. for fixed n).
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Chapter 3, section 3.2. Probabilities and quantiles 18
 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 Rational approximations
 Of a distribution function F :
 F xa x
 b xe x
 jj
 j
 k
 ll
 l
 m( ) ( )= +=
 =
 ∑
 ∑0
 0
 with an error bounded by: e x p( ) ≤ −10
 Remark. Recall Horner rule for evaluating a polynomial of degree n
 { {{ } }{∑=
 − ++++=n
 jnn
 jj xccxcxcxcxc
 01210 ...
 Only n multiplications, whereas the direct method requires 2n - 1 multiplications, ifcare is taken that xj = x.xj - 1,and even 1 + 2 + ... + n = (n + 1)n/2 multiplications, otherwise.There exists a Horner method for derivatives of polynomials.
 Example. For evaluation of Φ( )x , with e x( ) , .≤ −2 510 4
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 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 Example. Algorithm AS66, Hill (1985), pour l’évaluation de Φ( )x , with e x( ) .≤ −10 9
 There exist methods for which e x( ) ≤ −10 20 . Note that Φ(x) = (1+erf(x/21/2))/2 if x ≥ 0,where erf is called the error function.
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Chapter 3, section 3.2. Probabilities and quantiles 20
 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 Approximation by continued fractions
 ...4
 43
 32
 21
 1
 ++
 ++
 ba
 b
 ab
 ab
 a
 Convergence criteria do exist. If convergence is valid, an approximant can be used.For example, the order 3 approximant is
 va
 ba
 bab
 a
 ba b
 b b a
 a b b ab b b a a b
 ABdef3
 1
 12
 23
 3
 1
 12 3
 2 3 3
 1 2 3 3
 1 2 3 3 2 3
 3
 3
 =+
 +
 =+
 +
 =+
 + +=
 ( )( )
 The numerator and denominator of the order k approximant, respectively Ak et Bk canbe obtained by the recurrence relations (due to Wallis in 1655):
 A b A a AB b B a B
 k k k k k
 k k k k k
 = += +
 − −
 − −
 1 2
 1 2
 with A-1 = B0 = 1, A0 = B-1 = 0.
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Chapter 3, section 3.2. Probabilities and quantiles 21
 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 For example:A1 = b1 A0 + a1 A-1 = a1A2 = b2 A1 + a2 A0 = a1 b2A3 = b3 A2 + a3 A1 = a1 b2 b3 + a1 a3 (see above).
 Normal law : if x > 0
 ...3
 21
 1)(1)(
 ++
 ++
 −=Φ
 xx
 xx
 xfx
 The continued fraction is written
 ...3211++++ xxxx
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Chapter 3, section 3.2. Probabilities and quantiles 22
 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 Fraction continuée et fonction de distribution normalex: 1,96f(x): 0,058440944Phi(x): 0,97500210"VRAI" (Excel) 0,97500217 A-1 = B0 = 1, A0 = B-1 = 0
 ak bk Ak Bk Ak/Bk Phi(x) Erreur1 00 1
 1 1,96 1 1,96 0,510204082 0,97018319 -0,004818981 1,96 1,96 4,8416 0,404824851 0,97634165 0,001339482 1,96 5,8416 13,409536 0,435630286 0,97454135 -0,000460823 1,96 17,329536 40,80749056 0,424665564 0,97518214 0,000179974 1,96 57,33229056 133,6208255 0,429067029 0,97492492 -0,000077265 1,96 199,0189695 465,9342708 0,427139582 0,97503756 0,00003538
 ...3211++++ xxxx
 A b A a AB b B a B
 k k k k k
 k k k k k
 = += +
 − −
 − −
 1 2
 1 2
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Chapter 3, section 3.2. Probabilities and quantiles 23
 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 But the approximation is bad when x is close to 0 (due to slow convergence)x F(x) fract cont. F(x) Excel Erreur
 0,97500210 0,97500217 -7,00E-08-4,0 -0,00003167 0,00003169 -6,34E-05-3,5 -0,00023263 0,00023267 -4,65E-04-3,0 -0,00134990 0,00134997 -2,70E-03-2,5 -0,00620967 0,00620968 -1,24E-02-2,0 -0,02275013 0,02275006 -4,55E-02-1,5 -0,06680720 0,06680723 -1,34E-01-1,0 -0,15865525 0,15865526 -3,17E-01-0,5 -0,30845553 0,30853753 -6,17E-01-0,4 -0,34403997 0,34457830 -6,89E-01-0,3 -0,37856501 0,38208864 -7,61E-01-0,2 -0,39805470 0,42074031 -8,19E-01-0,1 -0,32795694 0,46017210 -7,88E-010,0 0,50000000 0,50000000 2,18E-100,1 0,67204306 0,53982790 1,32E-010,2 0,60194530 0,57925969 2,27E-020,3 0,62143499 0,61791136 3,52E-030,4 0,65596003 0,65542170 5,38E-040,5 0,691544468 0,691462467 8,20007E-051,0 0,841344753 0,84134474 1,25092E-081,5 0,933192799 0,933192771 2,75251E-082,0 0,977249868 0,977249938 -6,9912E-082,5 0,993790335 0,99379032 1,4533E-083,0 0,998650102 0,998650033 6,91916E-083,5 0,999767371 0,999767327 4,42946E-084,0 0,999968329 0,999968314 1,47928E-08
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 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 Numerical integration
 Notably the Newton-Cotes methods (including Simpson and Romberg).Difficulty: when the variable is not boundedAlso Gauss quadrature related to families of orthogonal polynomials (Legendre,Laguerre, Hermite, etc.).
 Taylor series expansion
 And term by term integrationExample:
 ∫ −+=Φx
 y dyex0
 2/2
 21
 21)(
 π and ∑
 ∞
 =
 − −=0
 22/
 !2)1(2
 nn
 nny
 nye
 hence
 ∑∞
 =
 +
 +−+=Φ
 0
 12
 !)12(2)1(
 21
 21)(
 nn
 nn
 nnxx
 πhas terms alternating in sign, producing roundoff errors. On the contrary the followingseries expansion has positive coefficients
 )(21
 21)( 2/2
 xgex x−+=Φπ
 where ∑∞
 =
 +=0
 12)(n
 nn xcxg and 112
 1,1 −+== nnn c
 ncc
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 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 Ad hoc methods
 Example. Simple algorithm for evaluating the probabilities of a chi squareddistribution (Hill and Pike [1967], Abramowitz and Stegun [1964])
 Based on the recurrence relation:
 1 1 2 222
 2 2
 − = − + −−
 −
 F x F x x xnn n
 n
 χ χ( ) ( ) ( / ) exp( / )( / )
 ( )/
 Γwith initial conditions
 1 22
 − = −F x xχ ( ) exp( / ) 1 2 2 21
 2− = −∞
 ∫F x y dyxχ π( ) ( / ) exp( / )
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 Program :
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 APPROXIMATED COMPUTATION OF QUANTILESLet xp be the order p quantile of the distribution function F(x) : the (or one ) solutionof equation F(x) = p, or f(x) =def F(x) - p = 0.
 Iteratives methods
 Classical methods for solving an algebraic equation:! methods which make use of derivatives! methods which don’t use them (but well the fact that the distribution function is
 monotone non decreasing).The iterative methods require an initial value and a convergence criterion.We consider iteration (i + 1).
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 Method using a derivativeBased on a Taylor series expansion of f(x),
 remaining)()()()( +′−+= iii xfxxxfxfNewton-Raphson algorithmPoint at iteration (i + 1): intersection of the tangent of f(x) at point xi with the x axis:
 x x f x f xi i i i+ = − ′1 ( ) / ( )
 Excerpt from Thisted [1988], p. 165.
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Chapter 3, section 3.2. Probabilities and quantiles 29
 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 Secant algorithmPoint at iteration (i + 1): intersection with the x axis of the secant of f(x) between thepoints with abscissea xi and xi - 1:
 x x x xf x f x
 f xi ii i
 i ii+
 −
 −
 = −−−1
 1
 1( ) ( )( )
 where the fraction is an approximation of 1 / ( )′f xi .Note. The method requires two initial values.
 Excerpt from Thisted [1988], p. 168.
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Chapter 3, section 3.2. Probabilities and quantiles 30
 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 Bisection methodSuppose the points xi and xi - 1 are such that f(xi) f(xi - 1) < 0 i. e.
 x x xi
 i i+
 −=+
 11
 2.
 The method works provided a bracket has been found.Advantage: certain convergence by a factor of 2 at each iteration.
 Ad hoc methods
 Like for probabilities, there exist particular methods for some classical laws.Let us consider the normal law.
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 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 Example. Algorithm of approximation by a rational fraction for quantiles of a normallaw (Beasley and Springer [1985]). Precision: 7 digits if z < 3,5, 6 if z = 4, 5 if z = 5,5, and 4 si z = 9,5.
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 Example. Simple algorithme for quantiles of a normal law (Wichura [1987], seeThisted [1988, p. 332])
 with only a 2-digit precision for p < 0,1 and 4 digits for p < 0,025.
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 Summary of the practical methods
 Distribution Probabilities Quantilesnormale many (Taylor, continued fractions) Rational approximationsStudent t several approaches Several approximationsbêta series, continued fractions Numerical solvingFisher F series, rational functions Numerical solvingchi carré récurrence, fraction continuée série de Taylor
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 FREQUENCIES OF AN EMPIRICAL DISTRIBUTIONA priori, no problem since this is a simple counting procedure.But what for very large number of observations? For example: plot of distributionfunction, quantiles.Not feasible to evaluate for each real number but at all point x = i 10-d where d > 0.If finite support, then finite number of points. Otherwise, truncate the support.
 Example. Correlation coefficient r known to be between -1 and 1.Suppose an accuracy of 3 digits => d = 3.We consider i 10-3, i = -999, ..., 999corresponding to an interval [(i - 0,5) 10-3 ; (i + 0,5) 10-3[ ,except for i = -1000 and i = 1000 (with intervals of width 0,5 10-3).The following algorithm performs counting using 2001 counters (the sign(r) functiongives +1 or -1, according to r > 0 or r < 0):
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 QUANTILES OF AN EMPIRICAL DISTRIBUTIONLet the data xi, i = 1, ..., n,and p, 0 < p < 1, the order of the requested quantile.Denote x(i) the ith observation ranked in increasing order.We want to determine the order p quantile, x(p).
 The distribution function is a step function. Let integer k = np .Let us distinguish two cases:
 k/n < p < (k + 1)/n : xp = x(k + 1).p = k/n. Several conventions (see procedure SAS Univariate),. e.g. the middleof the interval between x(k)
 and x(k + 1).Algorithm:
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 Sorting
 Highest cost : sorting.Simplest sorting algorithms require a number of operations of order k.n2, where k is aconstant.Operations: comparisons (a =? b) and exchanges (a ↔ b, i. e. the three assignments,strictly in that order c ← a, a ← b, b ← c, where c is a temporary variable)More complex algorithms (Heapsort, Quicksort) require a number of operationsk.nlog(n) (Knuth [1973]).
 When any quantile can be requested, a sorting algorithm is faster
 But when only a few quantiles are requested: better not to sort the whole data set butto carry out what is called a partition.
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 Partitioning
 A partition compared to a pivot X consists in subdividing, by permutation, theobservations in two subsets! on the left, those which are smaller than X, and,
 ! on the right, those which are greater than X.
 To determine the requested quantile: carry out a partition with respect to the orderedobservation x(k) which is confused with that quantile.
 One starts from an initial pivot (e.g. the k-st observation).
 Then reiterate the partition on the left X if the position of X is greater than k and on theright of X if the position of X is smaller than k
 When pivot X arrives in position k, the quantile has been found.
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 The algorithm is as follows:
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 Remark. The sorting algorithm called Quicksort is based on a recursive use ofpartitioning in each subsets of a partition at each stage.
 Remark. The procedure given above is not practical when n is extremely large.
 Start then from the empirical distribution of cumulated frequencies.
 Let us continue the example related to the correlation coefficient r rounded up to 3decimal digits, r = i 10-3.
 Example. Suppose the counts C(i), i = -1000, ..., 1000. The algorithm is as follows.
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 Use of MATLAB
 Law Probabilities/Density function
 Cumulatedprobabilities/
 Distribution functionquantiles
 MATLABB
 GKSLIB MATLABB
 GKSLIB MATLABB
 GKSLIB
 Bêta betapdf betacdf betainvBinomial binopdf binocdf binp binoinvchi square chi2pdf chi2cdf chisqp chi2inv chisqqExponential exppdf expcdf expinvFisher F fpdf fcdf fdistp finv fdistqGamma gampdf gammad gamcdf gaminvGéometric geopdf geocdf geoinvHypergeometric hygepdf hygecdf hygeinvNormal normpdf normcdf normp norminv normqPoisson poisspdf poisscdf poissp poissinv poisqStudent t tpdf tcdf tinvDiscrete uniform unidpdf unidcdf unidinvContinuousuniform
 unifpdf unifcdf unifinv
 Weibull weibpdf weibcdf weibinv
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 Let x a matrix whre rows correspond to observations and columns, to variables :iqr(x) interquartile intervalprctile(x,p) order p/100 quantileAlso:fzero('function',val)
 root of function(x) close to val
 median(x) row vector with medians of the columnssort(x) sort in increasing order of each column
 f.ex. [y,i] = sort(x) sends in i the permutation such that y = x(i)
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 3.3. GENERATION DE PSEUDO-RANDOMNUMBERS AND VARIABLES
 GENERATORS OF PSEUDO-RANDOM NUMBERSChoice of a generatorPortable generatorsBad generatorsTests of random number generatorsGENERATORS OF PSEUDO-RANDOM VARIABLESInverse distribution functionAd-hoc methodsGENERALISATIONSMultivariate lawsRandom processesSamplingPermutationsUse of MATLAB
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 GENERATORS OF PSEUDO-RANDOM NUMBERSPseudo-random numbers are used in various methods of simulation, for the study ofcomplex stochastic models,• in industry (management of a production chain),• in the building industry (fitting of a car park)• in telecommunications (developement of protocols of transmission or network
 architecture).In statistics• to compose a random sample in surveys• for the randomization of an experimental designs• for the study of methods of estimation and tests
 distribution of a complex statistic in the case of a finite sampleprecision of an estimator or the power of a test when the assumptions are not filled
 • jacknife and bootstrap methods

Page 43
                        

Chapter 3, section 3.3. Generation of pseudo-random numbers and variables 46
 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 A long time ago, random numbers come from lotteries or other games of chanceThey were made available in tables (those of Rand Corporation are most famous)Nowadays the needs are such as one must resort to a deterministic process to producethem : using algorithms.Therefore the quality of the pseudo-random numbers which are produced must beinvestigated
 One of the first methods: taking a number of 2 (originally 4) decimal digits, square itand take the 2 (4) central figures. The left-hand column of the following table showshow this process can be bad (accumulation in 0).
 Génération de valeurs nulles Périodicité très courte
 0 44X =
 ( )244 1936 1 93= → =X
 ( )293 8649 2 64= → =X
 ( )264 4096 3 09= → =X
 ( )209 0081 4 08= → =X
 ( )208 0064 5 06= → =X
 ( )206 0036 6 03= → =X
 ( )203 0009 7 00= → =X
 ( )200 0000 8 00= → =X
 0 0X =
 ( )1 2 0 3 10 3X = × + =mod
 ( )2 2 3 3 10 9X = × + =mod
 ( )3 2 9 3 10 1X = × + =mod
 ( )4 2 1 3 10 5X = × + =mod
 ( )5 2 5 3 10 3X = × + =mod
 ( )6 2 3 3 10 9X = × + =mod
 ( )7 2 9 3 10 1X = × + =mod
 ( )8 2 1 3 10 5X = × + =mod
 a = 2, b = 3, m = 10,
 (example is drawn from U. W. POOCH and J. A. WALL, «Discrete Event Simulation:A Practical Approach», CRC Press, Boca Raton, p. 149 et p. 150.)
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 The most successful methods rest on an algorithm of linear congruence.The algorithm depends on three parameters a, b et m.One starts from a seed X0 = v(0).At stage (n + 1),
 v(n + 1) ← (a v(n) + b) mod mu(n + 1) ← v(n + 1)/m
 The numbers Xn = v(n) obtained are located between 0 and m - 1.Consequently, the numbers u(n) obtained are located between 0 and (m - 1)/m.To exploit the binary character of the computer, m = 2k
 is taken.We need to study the properties of the sequence of numbers {u(n)}.The column on the right of the above table shows a bad choice of the parameters a, band m (periodicity of period 4).
 Génération de valeurs nulles Périodicité très courte
 0 44X =
 ( )244 1936 1 93= → =X
 ( )293 8649 2 64= → =X
 ( )264 4096 3 09= → =X
 ( )209 0081 4 08= → =X
 ( )208 0064 5 06= → =X
 ( )206 0036 6 03= → =X
 ( )203 0009 7 00= → =X
 ( )200 0000 8 00= → =X
 0 0X =
 ( )1 2 0 3 10 3X = × + =mod
 ( )2 2 3 3 10 9X = × + =mod
 ( )3 2 9 3 10 1X = × + =mod
 ( )4 2 1 3 10 5X = × + =mod
 ( )5 2 5 3 10 3X = × + =mod
 ( )6 2 3 3 10 9X = × + =mod
 ( )7 2 9 3 10 1X = × + =mod
 ( )8 2 1 3 10 5X = × + =mod
 a = 2, b = 3, m = 10,
 (example is drawn from U. W. POOCH and J. A. WALL, «Discrete Event Simulation:A Practical Approach», CRC Press, Boca Raton, p. 149 et p. 150.)
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 Choice of a generator
 The choice of the parameters a, b and m is limited by theorems such as the following:TheoremIf m = 2k, b is odd and if (a - 1) is a multiple of 4, then the period of thesequence {u(n)}, that is to say the smallest integer number k such that u(n + k) =u(n) for all n, is m.
 When results of simulation are reported, it is essential to describe the generator usedcompletely, including the seed, so as to guarantee the reproductiveness of the results.Indeed, when one generates several sequences starting from the same seed, one findsthe same sequence.Conversely, to have a different sequence, another seed should be taken.
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 Portable generators
 For reasons of effectiveness, the parameters of the generators are often selectedaccording to the processor of the computer.There are also portable generators, like that of Wichmann and Hill [ 1982 ] whichemploys a combination of three generators.
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 Bad generators
 Generators can be very bad.We should never select a generator at random.For example, here is the diagram {u(n), u(n + 1)} that can be obtained for a badgenerator (a = 3, b = 0, m = 64, v(0) = 25):
 Tests of random number generators
 One can distinguish• theoretical tests which use the procedure of congruence itself (in particular by
 deriving the autocorrelation function)• empirical tests which consist in passing from long realisations of pseudo-random
 numbers in a statistical series of tests the purpose of which is to detect a structureor a nonuniform distribution.
 Excerpt from Kennedy and Gentle [1980], p. 148.
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 GENERATORS OF PSEUDO-RANDOM VARIABLESUp to now we considered only pseudo-random numbers distributed uniformly between0 and 1.In practice, one must frequently generate random samples according to laws ofprobability given or even realisations of a random process.We consider here how to produce a realisation of a random variable whose distributionfunction is F(x).Several approaches are available but we will stress the first, conceptually simplest andoften the fastest.
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 Inverse distribution function
 Let us determine the quantile of order u where u is a realisation of a generator U ofrandom numbers between 0 and 1.This is based on the following theorem:
 TheoremIf U is a random variable with a uniform distribution over [0; 1[, and if F(x) is acontinuous and increasing distribution function, then X = F-1(U) has a law withdistribution function F(x).
 Consequently, if u is a pseudo-random number between 0 and 1, we take x = F-1(u).The advantage of that method is that it provides correlated realisations when the samesequence of pseudo-random numbers are used for several laws.
 Examples. For the normal law, we can use function PPND given above (Beasley etSpinger [1985]).Two other symmetric law frequenly used in non-parametric statistics are the logisticlaw and the double exponential law (or Laplace law) with respective densities (Patel etal. [1976]):
 f x ee
 x
 x( )( )
 /
 /=+
 −
 −
 σ
 σσ 1 2 f x e x( ) ./= −12σ
 σ
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 Examples. Exponential law.
 Exponential law with mean 1
 Temp
 0
 0.2
 0.4
 0.6
 0.8
 1
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 Ad-hoc methods
 We first consider two methods for the standard normal law.2.1 based on a version of the central limit theorem.
 If the Ui are independent random variables with a uniform distribution over [0; 1]
 XU n
 n n Nn
 ii
 n
 L
 ( ) /( ; )=
 −→→∞
 =∑
 1 212
 0 1 .
 Note that the mean of the sum of the Ui is n/2 and its variance is n/12.In particular, the choice of n = 12 is practical, because it suffices to subtract 6 fromthe sum of 12 pseudo-random numbers and the approximation of the normal law soobtained is not bad.
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 2.2 Box-Muller transformation based on the following theorem: Theorem If U1 and U2 are two independent variables with a uniform distribution over [0; 1], then )2cos(log2 211 UUX π−= and )2sin(log2 212 UUX π−= are two independent variables with a normal N(0, 1) distribution.
 Other ad-hoc procedures are deduced for distributions based on the normal distribution. For example, a chi square law with 4 degrees of freedom can be obtained from four values generated from a N(0; 1) using the formula χ 4
 212
 22
 32
 42= + + +X X X X .
 Remark. There exist other methods with a less general appeal : acceptance-reject methods and sampling methods in arrays (for discrete laws).
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 GENERALISATIONS
 Multivariate laws
 A multivariate normal variable X with k dimensions, and covariance matrix Σ = LLT,can be generated by starting with a vector Y of k independent normal variables withvariance 1, and using the following theorem.
 TheoremIf Σ = LLT, then the covariance matrix of X = LY is Σ.
 Random processes
 A time series y1, y2, ..., can be generated according to an autoregressive process oforder 1, with equation Yt = φ Yt-1 + Xt, where the Xt are independent random variableswith mean 0 and variance σ2.Note that var(Yt) = σ2/(1 - φ2).The realisations of Xt are obtained as above.To start the recurrences, one could have supposed that Y0 = 0, so that var(Y1) = σ2. Butthen, a part of the series should be abandoned at the beginning in order to reduce theeffect of that initial condition.Instead of that, it can be prefered to generate y1 from a law of variance σ2/(1 - φ2) anduse the recurrence for y2, ...
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 Sampling
 Let us extract a random sample of size n in a finite population, where the individualsare indexed by i, i = 1, ..., N.For a sample with replacement, one can consider n realisations uk of a generator U ofpseudo-random numbers between 0 and 1, and take individual ik = Nuk + 1.For a sample without replacement, we should examine if the individual has not yetbeen selected. In the affirmative, that pseudo-random number should be rejected.A faster procedure but which doesn’t give exactly the requested size, consists ingenerating N realisations ui of a generator U of pseudo-random de numbers between 0and 1, and select individual i if ui < n/N.A more accurate procedure consists in (1) generate N realisations ui of the samegenerator U, (2) sort them while keeping the indices i, (3) select the first n indices i.The algorithm of McLeod and Bellhouse (1983) consists in taking the first n elementsof the population, then, for i = n + 1, …, N, we generate a realisation ui of the samegenerator U and we compute k ← 1 + iui and, if k ≤ n, we replace the element k ofthe sample by the element i of the population.
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 Permutations
 The following algorithm, due to Page (1967, with a correction) allows to generate arandom permutation of the integer numbers 1 to n, ranged in a vector RANK.Note: the version given by Kennedy and Gentle (1980) contains an error.
 (the 4th line from the end is missing in Page (1967))Generating all the permutations of a nuple of numbers, xi, i = 1, ..., n can be doneusing the following Fortran program (Langdon [1967]) run n! times.
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 Use of MATLAB
 Pseudo random numbers over (0,1) can be obtained by means of function rand. Twovariants can be usedrand(n) for a matrix of size (n, n)rand(m,n) for a matrix of size (m,n).rand('seed') in order to get the current value of the seed of the generatorrand('seed', n) in order to set the seed to value n.Remark. The algorithm makes use of the linear congruence withseed seed= −( * )mod( ).7 2 17 31
 It is also possible to generate realisations of a normal law with mean 0 and variance 1,using randn with the same use as rand.
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 The following functions of the statistical toolbox of MATLAB and the librairyGKSLIB (Gordon K. Smith, available on server StatLib; it is required to use rand inorder to generate the arguments of the functions) are also related to this section
 Lawquantiles
 MATLAB
 GKS
 Bêta betarndBinomial binorndchi square chi2rnd chisqqExponential exprndFisher F frnd fdistqGamma gamrndGéométric georndHypergeometric hygerndNormal normrnd normqPoisson poissrnd poisqStudent t trndDiscrete uniform unidrndContinuousuniform
 unifrnd
 Weibull weibrnd
 A random permutation of intergers 1 to n can be produced by:randperm(n)
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 3.4. MONTE CARLO METHOD
 Example of the Lilliefors testOther applications of the Monte Carlo methodStatistical analysis of the resultsPlanning sampling plansVariance reduction proceduresUse of MATLAB
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 Example of the Lilliefors test
 The Lilliefors test consists in the application of the Kolmogorov-Smirnov test fortesting normality in the case of a normal law which is not specified (which means thatthe parameters of the normal law are estimated using the sample sample as the oneused in the test).Lilliefors [1967] has presented one of the first tables of critical values obtained usingthe Monte Carlo method.The Kolmogorov-Smirnov test is a test of a null hypothesis related to the distributionfunction F(x).The null hypotheis which is tested is that F(x) = F0 (x) where F0 (x) is the distributionfunction of a fully specified law.The statistic used in the test is the supremum of the difference in absolute valuebetween the empirical distribution function " ( )F xn and F0 (x):
 Dx
 F x F xn n= −sup " ( ) ( )0
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 Excerpt from Law and Kelton [1991], p. 389.
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 This expression is not equivalent to (Law et Kelton [1991])max
 ,...," ( ) ( )( ) ( )i n
 F x F xn i i=−
 1 0
 but, taking care of continuity to the right of " ( )F xn , to
 max max,...," ( ) ( ); max
 ,...,( ) " ( ) ,( ) ( ) ( ) ( )i n
 F x F xi n
 F x F xn i i i n i=−
 =−
 −1 10 0 1
 with x(0) = −∞ .
 Excerpt from Law and Kelton [1991], p. 389.
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 The distribution of the statistic under the null hypothesis is known (although of arather complicated form).The Lilliefors test differs from the Kolmogorov-Smirnov test by the fact that thedistribution function of F0 (x) is that of a N(m; σ) law where m and σ are estimatedfrom the same sample of size n used for computing the test statistic.
 It is therefore not entirely a priori specified. F0(x) = Φ("" )x m−σ
 is taken where "m is the
 mean of the sample and "σ 2 is the unbiased estimator of the population variance.The distribution under the null hypothesis is not the same and, as a matter of fact,differs even strongly asymptotically.For example, the quantile of order 0,95 for large n is obtained by the formula0,886/ n instead of by the formula 1,36/ n .
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 It is possible (as Lilliefors did) to investigate the distribution under the null hypothesisby proceeding as follows.Let us first remark that the test is invariant with respect to m and σ and that the resultdoesn’t therefore depend on m and σ.Hence, we can take simply m = 0 and σ = 1.Denote by N the number of realisations of the sample of size n.(We explain later how to choose N, although this is a similar problem to determiningthe size of a sample in statistics).The algorithm is as follows:
 That algorithm makes use of the algorithms for computing the variance (see chapter 1)and for determining a quantile (see chapter 2, section 2).
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 Let us mention an increasingly useful presentation of critical values of tests infunction, for example, of the sample size, in the form of modified statistics, obtainedby a nonlinear regression.So the critical values obtained by Lilliefors [ 1967 ] were supplemented by Stephens [1974 ] who provides the following table.
 1 - αCase Modified statistic 0,85
 00,900
 0,950
 0,975
 0,990
 Kolm.-Smirn. ( , , / )n n Dn+ +0 12 0 11 1,138 1,224 1,358 1,480 1,628
 Normal ( , , / )n n Dn− +0 01 0 85 0,775 0,819 0,895 0,955 1,035
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 Other applications of the Monte Carlo method
 We have seen the application of the Monte Carlo method to study the distribution oftest statistics under the null hypothesis. Also :• compare several tests under the null assumption (in particular when the quality of
 the approximation, for n large, by a classical law (normal, chi square) is to beevaluated
 • when the distribution under the null assumption is unknown• when one is interested in the exact distribution for small samples• analyzing the level of the test when the underlying assumptions are not valid
 (normality, symmetry, independence of the observations).
 However, it is mainly for the analysis of power of tests that the Monte Carlo methodcan prove to be most necessary.Indeed, except for some very particular cases, the distribution of test statistics underthe alternative assumption is never known.One can simulate artificial observations in many situations of the alternativeassumption, when the conditions for application are valid or even when they are not.
 In all the cases which precede, the conclusions are valid only if a sufficient number ofrealisations are produced, this number being dependent on the desired precision.
 Finally, artificial samples can be used to illustrate a procedure : an example. One canthen limit oneself to only one realization or a very small number. The range of theconclusions obviously is very limited.
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 Statistical analysis of the results
 The most interesting results are primarily as follows:• empirical frequency of rejections of the hypothesis when the level of probability of
 the test is fixed and we• either want to analyze the quality of the theoretical distribution• or want to study the power of the test;
 • critical values of the statistics when the level of probability of the test is fixed andwe• either are interested in a table of the critical values• or want to deduce an approximate formula making it possible to find them (for
 use inside a program);• obtaining an approximation of the whole empirical distribution making it possible
 to evaluate• the probability of significance• a confidence interval
 • obtaining the parameters of the distribution of an estimator :• average, median• standard deviation (to be compared with the estimate possibly obtained by the
 theorem of Cramér- Rao)• coefficients of asymmetry and flatness
 • goodness of fit test of the distribution of the test statistic or the estimator(normality, ...
 • goodness of fit test compared to a uniform distribution on [ 0; 1 ] of the distributionof the probabilities of significance produced by the test.
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 Statistical methods can be used on the results of Monte-Carlo analysis like as with anyexperimental design.It is thus desirable that the results of the study are in a form which lends itself tofurther analyses, in particular with an aim to investigate new properties not suspectedat the beginning.It is thus recommended to produce the results in the form of a data file which can beused in a statistical software package, rather than to calculate the synthetis resultsinside the simulation program.

Page 69
                        

Chapter 3, section 3.4. Monte Carlo Method
 Guy Mélard, 1997, 1999 ISRO, U.L.B.
 72
 Let us consider the choice of number N of realisations of the simulations. It must bebased on the desired precision.Example. Let us consider the case of the estimator of a parameter. The true value ofthe parameter is m. The simulations based on N realisations provide an average "m witha standard deviation "σ . Provided that N is not too small, one can obviously determinea confidence interval with coverage probability of 95% for m in the form" , " /m N±1 96σ .
 If we know an a priori approximation of "σ and we set the desired precision, forexample 0,5 10-3, one can determine N by equating 1 96 0 510 3, " / , . .σ N = −
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 Example. Let us consider the case of the quantile of order p, xp, of a population ofdensity function f(x). For example, if one can call upon a normal asymptoticdistribution as a first approximation, one can consider that f(x) is a normal density. Itis known (Cramér [1946 ]) that the error-type of the asymptotic distribution of thisquantile of order p is
 1 1f x
 p pNp( )
 ( )−
 providing a possibility for determining N. Suppose that the statistic wre normalised sothat it has mean 0 and standard deviation 1, that p = 0,975 and that the requestedprecision be δ = 0,005. We obtain then xp close to 2 and thusf x ep( ) ( ) ,/≈ ≈− −2 0 0541 2 2π implying that
 N p pf xp
 = − ≈ =− −
 ( )( )
 ,, . . , .
 , .1 0 0240 2510 2 9 10
 3 3102 2 4 36
 δ.
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 Planning sampling plans
 Not only the methods of statistical analysis apply to the results of Monte Carlosimulations but experimental design can and even should be used to improve theprecision of the results and to reduce the number of realisations.When a Monte Carlo analysis is prepared, it is necessary to describe with precision theexperimental design which will be followed and to adopt the same procedures(identification of the factors, randomization, etc.) that those adopted for traditionalexperiments (see Hoaglin and Andrews [ 1975]).
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 Variance reduction procedures
 Several variance reduction procedures are suggested in order to reduce the size of thestudy with a constant precision for the results. The simplest of these procedures consistin using the same sequence of pseudo-random numbers in appropriate circomstances,as as follows.
 Example. Two estimators of the same parameter β are proposed.The question bears on a difference of bias.Consider a first experiment where N1 réalisations of the first estimation method give amean equal to β (1) and a standard deviation " ( )(σ β 1) , and a second experiment whereN2 realisations of the second estimation method have mean β ( )2 and standarddeviation " ( )( )σ β 2 .Consequently, provided that N1 and N2 are large enough, we have
 β βσ β σ β
 ( ( )
 ( ( )" ( ) " ( )( ; )
 1) 2
 2 1)
 1
 2 2
 2
 0 1−
 +
 ≈
 N N
 N .
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 With the same sequence of realisations of size N = N1 = N2 , we compute thedifference between the estimations of mean ∆β β β= −( ( )1) 2 and standard deviation" ( )( ( )σ β β1) 2− .
 Consequentlyβ β
 σ β β
 ( ( )
 ( ( )" ( ) /( ; )
 1) 2
 1) 20 1
 −−
 ≈N
 N .
 But " ( ) " ( ) " ( ) c"ov( , )( ( ) ( ( ) ( ( )σ β β σ β σ β β β2 1) 2 2 1) 2 2 1) 22− = + − and often c"ov( , )( ( )β β1) 2 0>so that it may be prefered to use the same sequence of pseudo-random numbers.For example, if the correlation between two estimators is 0,75, the covariance equals0,75 times the product of the standard deviations and, supposing those being equal," ( )( ) ( )σ β β2 1 2− equals 2 - 2.0,75 = 0,5 time one of the variances instead of 2 times, hence
 a variance reduction with 4 as factor.This can be translated into a number of realisations two times smaller.
 Among the other procedures of variance reduction, let us mention the stratifiedsampling methods (well known within sampling methods). See also Snijders (1984),McGeoch (1992).
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 Use of MATLAB
 Besides generation of pseudo-random numbers and variables in MATLAB (functionsrand, nrand) and of its statistical toolbox,.MATLAB contains a reduced number ofstatistical functions which can be used in connection with the methods of this section:max Maximummin Minimumcumsum cumulated sumHistograms can be obtained by the following procedureshist(x) histogram based on x, with 10 classeshist(x, k) histogram based on x, with k classeshist(x, y) histogram based on x, with classes based on yThe following functions produce absolute frequencies and class limits withoutmaking a plot:[n,y] = hist(x)[n,y] = hist(x, k)
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 The statistical toolbox offers:anova1 analysis of variance with one factoranova2 analysis of variance with two factorsztest test for the mean of a large samplettest test for the mean of a small samplettest2 test of comparison of two meansboxplot box plotsnormplot diagram for the Henri straight lineqqplot quantile-quantile diagram
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