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HP 3PAR VMware ESX ImplementationGuide

AbstractThis implementation guide provides information for
establishing communications between an HP 3PAR StoreServ Storage
anda VMware ESX host. General information is also provided on the
basic steps required to allocate storage on the HP 3PARStoreServ
Storage that can then be accessed by the ESX host.
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1 IntroductionThis implementation guide provides information for
establishing communications between anHP 3PAR StoreServ Storage and
a VMware ESX host. General information is also provided on thebasic
steps required to allocate storage on the HP 3PAR StoreServ Storage
that can then be accessedby the ESX host.

The information contained in this implementation guide is the
outcome of careful testing of theHP 3PAR StoreServ Storage with as
many representative hardware and software configurationsas
possible.

RequiredFor predictable performance and results with your HP
3PAR StoreServ Storage, you must use theinformation in this guide
in concert with the documentation set provided by HP 3PAR for theHP
3PAR StoreServ Storage and the documentation provided by the vendor
for their respectiveproducts.

Supported Configurations

The following types of host connections are supported between
the HP 3PAR StoreServ Storageand hosts running a VMware ESX OS:

Fibre Channel connections are supported between the HP 3PAR
StoreServ Storage and the ESXhost server in both a fabric-attached
and direct-connect topology.

For information about supported hardware and software platforms,
see the HP Single Point ofConnectivity Knowledge (HP SPOCK)
website:

http://www.hp.com/storage/spock

For more information about HP 3PAR storage products, follow the
links in HP 3PAR StorageProducts (page 6).

Table 1 HP 3PAR Storage Products

See...Product


http://h20000.www2.hp.com/bizsupport/TechSupport/Home.jsp?lang=en&cc=us&prodTypeId=12169&prodSeriesId=5335712&lang=en&cc=us

HP 3PAR StoreServ 7000 Storage


http://h20000.www2.hp.com/bizsupport/TechSupport/Home.jsp?lang=en&cc=us&prodTypeId=12169&prodSeriesId=5157544&lang=en&cc=us

HP 3PAR StoreServ 10000 Storage


http://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&

HP 3PAR Storage Systems


h_product=5044012&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=us


http://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&

HP 3PAR StoreServ Software Device Management


h_product=5046476&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=us


http://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&

HP 3PAR StoreServ SoftwareReplication


h_product=5053605&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=us

RequiredAll installation steps should be performed in the order
described in this implementation guide.

6 Introduction

http://www.hp.com/storage/spockhttp://h20000.www2.hp.com/bizsupport/TechSupport/Home.jsp?lang=en&cc=us&prodTypeId=12169&prodSeriesId=5335712&lang=en&cc=ushttp://h20000.www2.hp.com/bizsupport/TechSupport/Home.jsp?lang=en&cc=us&prodTypeId=12169&prodSeriesId=5335712&lang=en&cc=ushttp://h20000.www2.hp.com/bizsupport/TechSupport/Home.jsp?lang=en&cc=us&prodTypeId=12169&prodSeriesId=5335712&lang=en&cc=ushttp://h20000.www2.hp.com/bizsupport/TechSupport/Home.jsp?lang=en&cc=us&prodTypeId=12169&prodSeriesId=5157544&lang=en&cc=ushttp://h20000.www2.hp.com/bizsupport/TechSupport/Home.jsp?lang=en&cc=us&prodTypeId=12169&prodSeriesId=5157544&lang=en&cc=ushttp://h20000.www2.hp.com/bizsupport/TechSupport/Home.jsp?lang=en&cc=us&prodTypeId=12169&prodSeriesId=5157544&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5044012&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5044012&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5044012&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5044012&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5046476&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5046476&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5046476&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5046476&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5053605&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5053605&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5053605&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5053605&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5053605&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5053605&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5053605&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5053605&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5046476&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5046476&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5046476&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5046476&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5044012&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5044012&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5044012&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20180.www2.hp.com/apps/Nav?h_pagetype=s-001&h_lang=en&h_cc=us&h_product=5044012&h_client=S-A-R163-1&h_page=hpcom&lang=en&cc=ushttp://h20000.www2.hp.com/bizsupport/TechSupport/Home.jsp?lang=en&cc=us&prodTypeId=12169&prodSeriesId=5157544&lang=en&cc=ushttp://h20000.www2.hp.com/bizsupport/TechSupport/Home.jsp?lang=en&cc=us&prodTypeId=12169&prodSeriesId=5157544&lang=en&cc=ushttp://h20000.www2.hp.com/bizsupport/TechSupport/Home.jsp?lang=en&cc=us&prodTypeId=12169&prodSeriesId=5157544&lang=en&cc=ushttp://h20000.www2.hp.com/bizsupport/TechSupport/Home.jsp?lang=en&cc=us&prodTypeId=12169&prodSeriesId=5335712&lang=en&cc=ushttp://h20000.www2.hp.com/bizsupport/TechSupport/Home.jsp?lang=en&cc=us&prodTypeId=12169&prodSeriesId=5335712&lang=en&cc=ushttp://h20000.www2.hp.com/bizsupport/TechSupport/Home.jsp?lang=en&cc=us&prodTypeId=12169&prodSeriesId=5335712&lang=en&cc=ushttp://www.hp.com/storage/spock
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HP 3PAR OS Upgrade ConsiderationsFor information about planning
an online HP 3PAR Operating System (HP 3PAR OS) upgrade, seetheHP
3PAR Operating System Upgrade Pre-Planning Guide, which is
available on the HP BusinessSupport Center (BSC) website:

http://www.hp.com/go/bsc

For complete details about supported host configurations and
interoperability, consult the HPSPOCK website:

http://www.hp.com/storage/spock

AudienceThis implementation guide is intended for system and
storage administrators who perform andmanage the system
configurations and resource allocation for the HP 3PAR StoreServ
Storage.

This guide provides basic information that is required to
establish communications between theHP 3PAR StoreServ Storage and
the VMware ESX host and to allocate the required storage for agiven
configuration. However, the appropriate HP documentation must be
consulted in conjunctionwith the ESX host and host bus adapter
(HBA) vendor documentation for specific details andprocedures.

NOTE: This implementation guide is not intended to reproduce or
replace any third-party productdocumentation. For details about
devices such as host servers, HBAs, fabric switches, andnon-HP 3PAR
software management tools, consult the appropriate third-party
documentation.

HP 3PAR OS Upgrade Considerations 7
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2 Configuring the HP 3PAR StoreServ Storage for FibreChannel

This chapter explains how to establish a Fibre Channel
connection between the HP 3PAR StoreServStorage and a VMware ESX
host and covers HP 3PAR OS 3.1.x, OS 2.3.x, and 2.2.x versions.For
information on setting up the physical connection for a particular
HP 3PAR StoreServ Storage,

see the appropriate HP 3PAR installation manual.

Configuring the HP 3PAR StoreServ Storage Running HP 3PAR OS
3.1.xor OS 2.3.x

This section describes how to connect the HP 3PAR StoreServ
Storage to an ESX host over a FibreChannel network when running HP
3PAR OS 3.1.x or OS 2.3.x.

By default, the QLogic, Emulex, and Brocade drivers for the
VMware ESX host support failover.For failover support using the
QLogic, Emulex, or Brocade driver, virtual volumes should
besimultaneously exported down multiple paths to the host server.
To do this, create a host definitionon the HP 3PAR StoreServ
Storage that includes the WWNs of multiple HBA ports on the
hostserver and then export the VLUNs to that host definition. If
each ESX host within a cluster has itsown host definition, the
VLUNs must be exported to multiple host definitions.

RequiredThe following setup must be completed before connecting
the HP 3PAR StoreServ Storage port toa device.

NOTE: When deploying HP Virtual Connect direct-attach FC storage
for HP 3PAR storage systems,where the HP 3PAR StoreServ Storage
ports are cabled directly to the uplink ports on the HP
VirtualConnect FlexFabric 10 Gb/24-port Module for c-Class
BladeSystem, follow the steps for configuringthe HP 3PAR StoreServ
Storage ports for a fabric connection.

For more information about HP Virtual Connect, HP Virtual
Connect interconnect modules, and theHP Virtual Connect
direct-attach feature, see HP Virtual Connect documentation and the
HP SANDesign Reference Guide. This documentation is available on
the HP BSC website:

http://www.hp.com/go/bsc

Setting Up the PortsBefore connecting the HP 3PAR StoreServ
Storage to a host, the connection type and mode mustbe specified.
To set up the HP 3PAR StoreServ Storage ports for a direct or
fabric connection,complete the following steps for each port.

1. To determine if a port has already been configured in host
mode, issue the HP 3PAR OS CLIshowport -parcommand. A host port is
essentially a target mode port where the initiator

or host server can log in to the HP 3PAR StoreServ Storage.

# showport -parN:S:P Connmode ConnType CfgRate MaxRate Class2
UniqNodeWwn VCN IntCoal2:0:1 disk loop auto 4Gbps disabled disabled
disabled enabled2:0:2 disk loop auto 4Gbps disabled disabled
disabled enabled2:4:1 disk loop auto 4Gbps disabled disabled
disabled enabled2:4:2 disk loop auto 4Gbps disabled disabled
disabled enabled3:0:1 disk loop auto 4Gbps disabled disabled
disabled enabled3:0:2 disk loop auto 4Gbps disabled disabled
disabled enabled3:4:1 disk loop auto 4Gbps disabled disabled
disabled enabled3:4:2 disk loop auto 4Gbps disabled disabled
disabled enabled

8 Configuring the HP 3PAR StoreServ Storage for Fibre
Channel

http://www.hp.com/go/bschttp://www.hp.com/go/bsc
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2. If the port has not been configured, take the port offline
before configuring it for the ESX hostby issuing the following HP
3PAR OS CLI command:

controlport offline [node:slot:port]

CAUTION: Before taking a port offline in preparation for a
direct or fabric connection, youshould verify that the port has not
been previously defined and that it is not already connectedto a
host as this would interrupt the existing host connection.

If an HP 3PAR StoreServ Storage port is already configured for a
direct or fabric connection,you can ignore this step, as you do not
have to take the port offline.

3. To configure the port for the host server, issue the
following command, with the appropriateoption for the -ct
parameter:

controlport config host -ct [loop | point] [node:slot:port]

For a direct connection:

Use the -ct loopparameter to specify a direct connection.

For a fabric connection:

Use the -ct pointparameter to specify a fabric connection.

4. Issue the controlport rstcommand to reset and register the
new port definitions.The following example shows how to set up a
fabric connected port.

% controlport offline 1:5:1% controlport config host -ct point
1:5:1% controlport rst 1:5:1

Creating the Host DefinitionBefore connecting the ESX host to
the HP 3PAR StoreServ Storage, you need to create a hostdefinition
that specifies a valid host persona for each HP 3PAR StoreServ
Storage that is to beconnected to a host HBA port through a fabric
or direct connection. ESX uses the generic legacyhost persona of 6
for HP 3PAR OS 3.1.1 or earlier.

As of HP 3PAR OS 3.1.2, a second host persona, 11, which has
asymmetric logical unit access(ALUA), is available and is
recommended for ESX systems. New ESX systems should use
thispersona.

NOTE: When changing an existing host persona from 6 to 11, a
host reboot is required tor thechange to take effect. This is an
offline process. SeeConfiguring ESX/ESXi Multipathing for
RoundRobin via SATP PSP (page 39)for the detailed procedure, as the
host persona change shouldcoincide with changing the SATP rules on
the host as well.

For both host persona 6 and persona 11, see the appropriate
chapters in this guide for iSCSI,Fibre Channel, or FCoE setup
considerations.

1. To display available host personas, issue the following
command:

# showhost -listpersona

2. To create host definitions, issue the createhostcommand with
the -personaoption tospecify the persona and the host name.

For HP 3PAR OS 3.1.1 or earlier:

# createhost -persona 6 ESXserver1 10000000C9724AB2
10000000C97244FE

Configuring the HP 3PAR StoreServ Storage Running HP 3PAR OS
3.1.x or OS 2.3.x 9
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For HP 3PAR OS 3.1.2:

# createhost -persona 11 ESXserver1 10000000C9724AB2
10000000C97244FE

3. To verify that the host has been created, issue the
showhostcommand.

For HP 3PAR OS 3.1.1 or earlier, using persona 6:

# showhostId Name Persona -WWN/iSCSI_Name- Port0 ESXserver1
Generic-legacy 10000000C9724AB2 --- 10000000C97244FE ---

For HP 3PAR OS 3.1.2, using persona 11:

# showhostId Name Persona -WWN/iSCSI_Name- Port0 ESXserver2
VMware 100000051EC33E00 --- 100000051EC33E01 ---

Use showhost -personato show the persona name and Id
relationship.

# showhost -personaId Name Persona_Id Persona_Name Persona_Caps0
ESXserver1 6 Generic-legacy --1 Esxserver2 11 VMware SubLun,
ALUA

NOTE: If the persona is not correctly set, then use the sethost
-persona command to correct the issue, where host number is 6(for
HP 3PAROS 3.1.1 or earlier) or 11(for HP 3PAR OS 3.1.2).

A reboot of the ESX host server is required if host persona is
changed to 11.

NOTE: See theHP 3PAR Command Line Interface Referenceor theHP
3PAR Management ConsoleUser's Guidefor complete details on using
the controlport, createhost, and showhostcommands.

These documents are available on the HP BSC website:

http://www.hp.com/go/bsc

Configuring the HP 3PAR StoreServ Storage Running HP 3PAR OS
2.2.xThis section describes the steps that are required to connect
the HP 3PAR StoreServ Storage to anESX host over a Fibre Channel
network and to create the host definitions when running HP 3PAR

OS 2.2.x.

NOTE: For configurations that are intended to have more than one
host type (for example, anESX host and a Windows host) connected to
a shared HP 3PAR StoreServ Storage HBA port viafabric connections,
see to theHeterogeneous Host Support Guideon the HP BSC website for
therequired HP 3PAR StoreServ Storage port settings and
interoperability considerations:

http://www.hp.com/go/bsc

NOTE: By default, the VMware ESX host supports failover. For
failover support, VVs should besimultaneously exported down
multiple paths to the host server. To do this, create a host
definitionon the HP 3PAR StoreServ Storage that includes the WWNs
of multiple HBA ports on the hostserver and then export the VLUNs
to that host definition.

10 Configuring the HP 3PAR StoreServ Storage for Fibre
Channel
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RequiredThe following setup must be completed before connecting
the HP 3PAR StoreServ Storage port toa device.

Setting Up the PortsBefore connecting the HP 3PAR StoreServ
Storage to a host, the HP 3PAR StoreServ Storage portpersona must
be specified. To set up the HP 3PAR StoreServ Storage ports for a
direct or fabric

connection, issue the appropriate set of HP 3PAR OS CLI
controlportcommands for each port.For direct connections, use
persona 1 with VCN disabled.

# controlport persona 1 # controlport vcn disable -f

Verify port persona 1, connection type loop, using the HP 3PAR
OS CLIshowport -par command.

For a fabric connection, use persona 7 with VCN disabled.

# controlport persona 7 # controlport vcn disable -f

Verify port persona 7, connection type point, using the HP 3PAR
OS CLI showport -parcommand.

Creating the Host DefinitionBefore connecting the ESX host to
the HP 3PAR StoreServ Storage, create a host definition for eachHP
3PAR StoreServ Storage that is to be connected to a host HBA port
through a fabric or a directconnection.

1. To create host definitions, issue the HP 3PAR OS CLI
createhostcommand with theappropriate host name. For example:

# createhost ESXserver1 10000000C9724AB2 10000000C97244FE

Configuring the HP 3PAR StoreServ Storage Running HP 3PAR OS
2.2.x 11
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2. To verify that the host has been created, issue the HP 3PAR
OS CLI showhostcommand.

# showhost -personaId Name -WWN/iSCSI_Name- Port0 ESXserver1
10000000C9724AB2 --- 10000000C97244FE ---

3. (Optional) You can create a host set using createhostset,
which allows the addition of

multiple host names as a host definition set. A host set gives
the convenience of exportingstorage volume to hosts which are in a
cluster. The same storage volumes need to be exportedindividually
to each of the hosts, or they can be exported to a host set, which
in turn will beexported to each of the hosts defined in the host
set.

# createhostset ESXCluster# createhost -add ESXCluster
ESXserver1# createhost -add ESXCluster ESXserver2

# showhostsetId Name Members0 ESXCluster ESXServer1
ESXServer2

NOTE: See theHP 3PAR Command Line Interface Referenceor theHP
3PAR ManagementConsole User's Guidefor complete details on using
the controlport, createhost, andshowhostcommands.

These documents are available on the HP BSC website:

http://www.hp.com/go/bsc

Setting Up and Zoning the Fabric

NOTE: This section does not apply when deploying HP Virtual
Connect direct-attach FC storagefor HP 3PAR storage systems, where
the HP 3PAR StoreServ Storage ports are cabled directly tothe
uplink ports on the HP Virtual Connect FlexFabric 10 Gb/24-port
Module for c-ClassBladeSystem. Zoning is automatically configured
based on the Virtual Connect SAN Fabric andserver profile
definitions.

For more information about HP Virtual Connect, HP Virtual
Connect interconnect modules, and theHP Virtual Connect
direct-attach feature, see HP Virtual Connect documentation and the
HP SANDesign Reference Guide. This documentation is available on
the HP BSC website:

http://www.hp.com/go/bsc

Fabric zoning controls which Fibre Channel end-devices have
access to each other on the fabric.

Zoning also isolates the host server and HP 3PAR StoreServ
Storage ports from Registered StateChange Notifications (RSCNs)
that are irrelevant to these ports.

You can set up fabric zoning by associating the device World
Wide Names (WWNs) or the switchports with specified zones in the
fabric. Although you can use either the WWN method or the
portzoning method with the HP 3PAR StoreServ Storage, the WWN
zoning method is recommendedbecause the zone survives the changes
of switch ports when cables are moved around on a fabric.

RequiredEmploy fabric zoning, using the methods provided by the
switch vendor, to create relationshipsbetween host server HBA ports
and storage server ports before connecting the host server HBAports
or HP 3PAR StoreServ Storage ports to the fabric(s).

12 Configuring the HP 3PAR StoreServ Storage for Fibre
Channel
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Fibre Channel switch vendors support the zoning of the fabric
end-devices in different zoningconfigurations. There are advantages
and disadvantages with each zoning configuration. Choosea zoning
configuration based on your needs.

The HP 3PAR arrays support the following zoning
configurations:

One initiator to one target per zone

One initiator to multiple targets per zone (zoning by HBA). This
zoning configuration isrecommended for the HP 3PAR StoreServ
Storage. Zoning by HBA is required for coexistence

with other HP Storage arrays.

NOTE: For high availability/clustered environments that require
multiple initiators to accessthe same set of target ports, HP
recommends that separate zones be created for each initiatorwith
the same set of target ports.

NOTE: The storage targets in the zone can be from the same HP
3PAR StoreServ Storage,multiple HP 3PAR StoreServ Storages , or a
mixture of HP 3PAR and other HP storage systems.

For more information about using one initiator to multiple
targets per zone, see Zoning by HBA inthe Best Practices chapter of
theHP SAN Design Reference Guide. This document is available onthe
HP BSC website:

http://www.hp.com/go/bscIf you use an unsupported zoning
configuration and an issue occurs, HP may require that youimplement
one of the supported zoning configurations as part of the
troubleshooting or correctiveaction.

After configuring zoning and connecting each host server HBA
port and HP 3PAR StoreServ Storageport to the fabric(s), verify the
switch and zone configurations using the HP 3PAR OS CLI
showhostcommand, to ensure that each initiator is zoned with the
correct target(s).

HP 3PAR CoexistenceThe HP 3PAR StoreServ Storage array can
coexist with other HP array families.

For supported HP arrays combinations and rules, see theHP SAN
Design Reference Guide, availableon the HP BSC website:

http://www.hp.com/go/bsc

Configuration Guidelines for Fabric VendorsUse the following
fabric vendor guidelines before configuring ports on fabric(s) to
which theHP 3PAR StoreServ Storage connects.

Brocade switch ports that connect to a host server HBA port or
to an HP 3PAR StoreServStorage port should be set to their default
mode. On Brocade 3xxx switches running Brocadefirmware 3.0.2 or
later, verify that each switch port is in the correct mode using
the Brocade

telnet interface and the portcfgshowcommand, as follows:

brocade2_1:admin> portcfgshowPorts 0 1 2 3 4 5 6
7-----------------+--+--+--+--+----+--+--+--Speed AN AN AN AN AN AN
AN ANTrunk Port ON ON ON ON ON ON ON ONLocked L_Port .. .. .. .. ..
.. .. ..Locked G_Port .. .. .. .. .. .. .. ..Disabled E_Port .. ..
.. .. .. .. .. ..where AN:AutoNegotiate, ..:OFF, ??:INVALID.

Setting Up and Zoning the Fabric 13
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The following fill-word modes are supported on a Brocade 8 G/s
switch running FOS firmware6.3.1a and later:

admin>portcfgfillwordUsage: portCfgFillWord PortNumber Mode
[Passive]Mode: 0/-idle-idle - IDLE in Link Init, IDLE as fill word
(default) 1/-arbff-arbff - ARBFF in Link Init, ARBFF as fill word
2/-idle-arbff - IDLE in Link Init, ARBFF as fill word (SW)
3/-aa-then-ia - If ARBFF/ARBFF failed, then do IDLE/ARBFF

HP recommends that you set the fill word to mode 3 (aa-then-ia),
which is the preferredmode using the portcfgfillword command. If
the fill word is not correctly set, er_bad_oscounters (invalid
ordered set) will increase when you use the
portstatsshowcommandwhile connected to 8 G HBA ports, as they need
theARBFF-ARBFFfill word. Mode 3 willalso work correctly for
lower-speed HBAs, such as 4 Gb/2 Gb HBAs. For more information,see
theFabric OS command Reference Manual supporting FOS 6.3.1a and the
FOS releasenotes.

In addition, some HP switches, such as the HP SN8000B 8-slot SAN
backbone director switch,the HP SN8000B 4-slot SAN director switch,
the HP SN6000B 16 Gb FC switch, or the HP

SN3000B 16 Gb FC switch automatically select the proper
fill-word mode 3 as the defaultsetting.

McDATA switch or director ports should be in their default modes
asGorGX-port(dependingon the switch model), with their speed
setting permitting them to autonegotiate.

Cisco switch ports that connect to HP 3PAR StoreServ Storage
ports or host HBA ports shouldbe set toAdminMode = FXandAdminSpeed
= auto port, with the speed set toauto negotiate.

QLogic switch ports should be set to port typeGL-portand port
speed auto-detect. QLogicswitch ports that connect to the HP 3PAR
StoreServ Storage should be set to I/O Stream Guarddisableor auto,
but neverenable.

Target Port Limits and SpecificationsTo avoid overwhelming a
target port and ensure continuous I/O operations, observe the
followinglimitations on a target port:

Maximum of 32 host server ports per HP 3PAR StoreServ Storage
port, with a maximum totalof 1,024 host server ports per HP 3PAR
StoreServ Storage.

I/O queue depth on each HP 3PAR StoreServ Storage HBA model, as
follows:

QLogic 2G: 497

LSI 2G: 510

Emulex 4G: 959

HP 3PAR HBA 4G: 1638

HP 3PAR HBA 8G: 3276 (HP 3PAR StoreServ 10000 and HP 3PAR
StoreServ 7000systems only)

The I/O queues are shared among the connected host server HBA
ports on a first-come,first-served basis.

When all queues are in use and a host HBA port tries to initiate
I/O, it receives a target queuefull response from the HP 3PAR
StoreServ Storage port. This condition can result in erratic
I/Operformance on each host server. If this condition occurs, each
host server should be throttledso that it cannot overrun the HP
3PAR StoreServ Storage port's queues when all host servers

are delivering their maximum number of I/O requests.

14 Configuring the HP 3PAR StoreServ Storage for Fibre
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NOTE: When host server ports can access multiple targets on
fabric zones, the assignedtarget number assigned by the host driver
for each discovered target can change when thehost server is booted
and some targets are not present in the zone. This situation may
changethe device node access point for devices during a host server
reboot. This issue can occurwith any fabric-connected storage, and
is not specific to the HP 3PAR StoreServ Storage.

HP 3PAR Priority OptimizationThe HP 3PAR Priority Optimization
feature introduced in HP 3PAR OS versions 3.1.2.MU2 is amore
efficient and dynamic solution for managing server workloads and
can be utilized as analternative to setting host server I/O
throttles. Using this feature, a storage administrator is able
toshare storage resources more effectively by enforcing quality of
service limits on the array. Nospecial settings are needed on the
host side to obtain the benefit of Priority Optimization
althoughcertain per target or per adapter throttle settings may
need to be adjusted in rare cases. Forcomplete details of how to
use Priority Optimization (Quality of Service) on HP 3PAR arrays,
pleaseread theHP 3PAR Priority Optimizationtechnical white paper
available athttp://www.hp.com/go/bsc.

Persistent Ports

NOTE: The Persistent Ports feature is supported only on HP 3PAR
OS 3.1.2.

The Persistent Ports (or virtual ports) feature minimizes I/O
disruption during an HP 3PAR Storageonline upgrade or node-down
event. Currently, persistent ports are supported only with
FibreChannel connections. Persistent Ports allows a Fibre Channel
HP 3PAR Storage port to assume theidentity (port WWN) of a failed
port while retaining its own identity. The solution uses the
NPIVfeature for Fibre Channel. This feature does not work in
direct-connect mode and is supported onlyon Fibre Channel target
ports that connect to Fibre Channel fabric and are in
point-to-point modewhere both the active and partner ports share
the same fabric.

Each Fibre Channel port has a partner port automatically
assigned by the system. Where a given

physical port assumes the identity of its partner port, the
assumed port is designated as a persistentport. Array port failover
and failback with Persistent Ports is transparent to most
host-basedmultipathing software which, in most cases, can keep all
its I/O paths active.

The Persistent Ports feature is activated by default during
node-down events (online upgrade ornode reboot). Port shutdown or
reset events do not trigger this feature. Persistent Ports is
enabledby default starting with the HP 3PAR OS 3.1.2 software.

In the event that an HP 3PAR Storage node is downed during an
online upgrade or node-downevent, the Fibre Channel target ports
fail over to their partner ports. For example, in a two-nodeHP 3PAR
Storage array configuration, if ports 0:1:1, 0:5:1 and 1:1:1, 1:5:1
are connected tothe fabric, then if node 0 goes down, ports 0:1:1,
0:5:1 fail over to ports 1:1:1, 1:5:1 and becomeactive while ports
1:1:1, 1:5:1 remain active.

In HP 3PAR Storage arrays with more than two nodes, failover
behavior occurs on node pairs;that is, if node 0 goes down, ports
on node 0 fail over to node 1, if node 2 goes down, ports onnode 2
fail over to node 3, and so on. Conversely, when node 1 goes down,
ports on node 1 failover to node 0, and when node 3 goes down,
ports on node 3 fail over to node 2. When thedowned node is up
again, the failed-over ports automatically fail back to their
original ports.During the failover and failback process, a short
pause in I/O could be experienced by the host.

Persistent Ports Setup and Connectivity Guidelines

For Persistent Ports to function properly, specific cabling
setup and connectivity guidelines thatneed to be followed can be
found in theHP 3PAR Command Line Interface Administrators
Manual,Using Persistent Ports for Nondisruptive Online Software
Upgrades. See this document for other

information about Persistent Ports as well.
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The fabric switch ports connecting to the HP 3PAR array ports
must support NPIV and have thefeature enabled in order for
Persistent Ports to work.

The showportcommand output includes Partnerand
FailoverStatecolumns that displaythe partner port ::information and
failover state information, respectively.FailoverStatevalues
represent the failover state of the two ports listed in the
N:S:PandPartnercolumns. The FailoverStatevalue can be one of the
following:

none: No failover in operation

failover_pending: In the process of failing over to partner
failed_over: Failed over to partner

active: The partner port is failed over to this port

active_down: The partner port is failed over to this port, but
this port is down

failback_pending: In the process of failing back from
partner

Use the showportHP 3PAR CLI commands to get the state of the
persistent ports. In the output ofthe showportcommand shown below,
under the Partnercolumn, port 1:1:1 is the partner portthat 0:1:1
would fail over to and 0:1:1 is the partner port to which 1:1:1
would fail over. WhenPersistent Ports is not active, the
FailoverStatefor the ports would indicate none.

# showportN:S:P Mode State ----Node_WWN---- - Port_WWN/HW_Addr-
Type Protocol LabelPartner Failover State0:0:1 initiator ready
50002ACFF70185E1 50002ACFF70185E1 disk SAS -- -0:1:1 target ready
2FF70002AC0185E1 2FF70002AC0185E1 host FC -1:1:1 none

When a node is down during an online upgrade or node reboot,
from the output of the showportcommand, the FailoverStatecolumn
would show that Persistent Ports is active. In the examplebelow,
node 1 has gone down, Persistent Ports for 1:1:1 has become active
on port 0:1:1, and

all filesystem I/O for port 1:1:1 is physically served by port
0:1:1.

# showportN:S:P Mode State ----Node_WWN---- - Port_WWN/HW_Addr-
Type Protocol LabelPartner Failover State0:0:1 initiator ready
50002ACFF70185E1 50002ACFF70185E1 disk SAS -- -0:1:1 target ready
2FF70002AC0185E1 2FF70002AC0185E1 host FC -1:1:1 active

Before Persistent Ports is active, the output of the
showhostcommand displays as follows:

# showhostId Name Persona
---------------WWN/iSCSI_Name--------------- Port1 server1 Generic
5001438009AE770E 0:1:1 5001438009AE770C 0:1:1 5001438009AE770E
1:1:1 5001438009AE770C 1:1:1

When Persistent Ports is active, the output of the
showhostcommand, under the Portcolumn,shows both the physical port
and the physical port where Persistent Ports is active. In the
example

16 Configuring the HP 3PAR StoreServ Storage for Fibre
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below, port 0:1:1, logged in from each of the host HBA ports,
appears twice, once for the physicalport and once again for the
persistent port that is active on the physical port.

# showhostId Name Persona
---------------WWN/iSCSI_Name--------------- Port1 server1 Generic
5001438009AE770E 0:1:1 5001438009AE770C 0:1:1 5001438009AE770E
0:1:1 5001438009AE770C 0:1:1

After the controller node has been successfully rebooted,
theFailoverState for the ports changesback to none, as shown in the
following example:

After the node has been successfully rebooted, the node entry of
node 0 reappears in the GUI andI/O is still in progress.

Manually, you can perform failover and failback using the
controlport failover and controlport failback command options.

Persistent Ports Limitations

Persistent Ports Technical White Paper

To learn more about Persistent Ports, refer to the following
White Paper:

http://h20195.www2.hp.com/V2/GetPDF.aspx/4AA4-4545ENW.pdf

Unsupported Configurations

The Persistent Ports feature is not supported with iSCSI and
FCoE.

Setting Up and Zoning the Fabric 17
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3 Configuring the HP 3PAR StoreServ Storage for iSCSIThis
chapter explains how to establish an iSCSI connection between the
HP 3PAR StoreServ Storageand the VMware ESX host. If you are
running specific CNA cards, a software or hardware iSCSIinitiator
can be used. For details about hardware iSCSI configuration,
seeHardware iSCSISupport (page 24).

Software iSCSI SupportSetting Up the Ports for an iSCSI
Connection

To establish an iSCSI connection between the HP 3PAR StoreServ
Storage and the ESX host, youneed to set up each HP 3PAR StoreServ
Storage iSCSI target port that will be connected to aniSCSI
initiator as described in the following steps.

1. A 10 Gb iSCSI connection, which is supported in the HP 3PAR
StoreServ 10000 Storage andthe HP 3PAR StoreServ 7000 Storage,
requires a one-time configuration using thecontrolportcommand.

Issue the showportand showport -icommands to check the current
CNA configuration.

For example:

# showportN:S:P Mode State ----Node_WWN---- -Port_WWN/HW_Addr-
Type Protocol0:1:1 suspended config_wait - - cna -1:1:1 suspended
config_wait - - cna -

# showport -iN:S:P Brand Model Rev Firmware Serial HWType0:1:1
QLOGIC QLE8242 58 0.0.0.0 PCGLT0ARC1K3SK CNA1:1:1 QLOGIC QLE8242 58
0.0.0.0 PCGLT0ARC1K3SK CNA

2. If State=config_wait or Firmware=0.0.0.0, use the controlport
config iscsi command to configure, and then use the showport and
showport -i commandsto verify the configuration setting.

For example:

# controlport config iscsi 0:1:1# controlport config iscsi
1:1:1# showportN:S:P Mode State ----Node_WWN---- -Port_WWN/HW_Addr-
Type Protocol...0:1:1 target ready - 2C27D7521F3E iscsi
iSCSI...1:1:1 target ready - 2C27D7521F3A iscsi iSCSI

# showport -i...N:S:P Brand Model Rev Firmware Serial
HWType...0:1:1 QLOGIC QLE8242 58 4.8.76.48015 PCGLT0ARC1K3SK
CNA1:1:1 QLOGIC QLE8242 58 4.8.76.48015 PCGLT0ARC1K3SK CNA

18 Configuring the HP 3PAR StoreServ Storage for iSCSI
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3. Issue the HP 3PAR OS CLI showport -iscsicommand to check the
current settings of theiSCSI ports:

# showport -iscsiN:S:P State IPAddr Netmask Gateway TPGT MTU
Rate DHCP iSNS_Prim iSNS_SeciSNS_Port0:1:1 offline 0.0.0.0 0.0.0.0
0.0.0.0 11 1500 n/a 0 0.0.0.0 0.0.0.0.032051:1:1 offline 0.0.0.0
0.0.0.0 0.0.0.0 12 1500 n/a 0 0.0.0.0 0.0.0.0.0

32050:1:1 offline 0.0.0.0 0.0.0.0 0.0.0.0 111 1500 n/a 0 0.0.0.0
0.0.0.0.032051:1:1 offline 0.0.0.0 0.0.0.0 0.0.0.0 112 1500 n/a 0
0.0.0.0 0.0.0.0.03205

4. Issue the HP 3PAR OS CLI controliscsiportcommand to set up
the IP address andnetmask address of the iSCSI target ports.

# controliscsiport addr 10.1.1.100 255.255.255.0 -f 0:1:1#
controliscsiport addr 10.1.1.102 255.255.255.0 -f 0:1:1#
controliscsiport addr 10.1.1.101 255.255.255.0 -f 0:1:2

# controliscsiport addr 10.1.1.103 255.255.255.0 -f 0:1:2

NOTE: Make sure the IP switch ports where the HP 3PAR StoreServ
Storage iSCSI targetport(s) and iSCSI initiator host are connected
are able to communicate with each other byusing the vmkpingcommand
on the ESX host. (The VMware ESX host iSCSI initiator must
beconfigured to perform this operation in accordance with
Configuring the Host for an iSCSIConnection (page 61).)

To verify that the ESX host can see the HP 3PAR StoreServ
Storage, use the vmkpingcommand:

# vmkping 10.1.1.100

To verify that the HP 3PAR StoreServ Storage can see the ESX
host, issue the followingcommand:

# controliscsiport ping 10.1.1.10 0:1:1

NOTE: A maximum of 64 host server iSCSI initiator ports can be
connected to any oneHP 3PAR StoreServ Storage target port.

NOTE: When the host initiator port and the HP 3PAR OS target
port are in different IP

subnets, the gateway address for the HP 3PAR OS port should be
configured in order to avoidunexpected behavior.

Creating the iSCSI Host Definition on an HP 3PAR StoreServ
Storage Running HP 3PAROS 3.1.x and OS 2.3.x

Create a host definition that ties all of the connections from a
single host to a host name. Prior tocreating a host definition
using the following steps, the HP 3PAR StoreServ Storage iSCSI
targetports must have been set up and an iSCSI connection/session
must be established. The iSCSIconnection/session is established by
following the steps inSetting Up the Ports for an iSCSIConnection
(page 18)and the steps inConfiguring the Host for an iSCSI
Connection (page 61)throughConfiguring the VMware iSCSI Initiator
(page 68)(ESX host setup).

Software iSCSI Support 19
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The following example of host definition creation depicts a
VMware iSCSI initiatoriqn.1998-01.com.vmware:sqahpbc02icm5-40e25c56
on an ESX host (the only iSCSIinitiator for this server in this
case) connecting through a VLAN to a pair of HP 3PAR
StoreServStorage iSCSI ports. The host definition is given the name
ESX1and the host persona is set to 6(Generic-legacy).

1. Issue the HP 3PAR OS CLI showhostcommand to verify that the
host iSCSI initiators areconnected to the HP 3PAR StoreServ Storage
iSCSI target ports.

# showhostId Name Persona
----------------WWN/iSCSI_Name---------------- Port-- --
iqn.1998-01.com.vmware:sqahpbc02icm5-40e25c56 0:1:2-- --
iqn.1998-01.com.vmware:sqahpbc02icm5-40e25c56 1:1:2-- --
iqn.1998-01.com.vmware:dl360g8-02-42b20fff 0:1:2-- --
iqn.1998-01.com.vmware:dl360g8-02-42b20fff 1:1:2

2. Issue the HP 3PAR OS CLI createhostcommand to create the
appropriate host definitionentry.

# createhost -iscsi -persona 6 ESX1
iqn.1998-01.com.vmware:sqahpbc02icm5-40e25c56

or:

# createhost -iscsi -persona 11 ESX2
iqn.1998-01.com.vmware:dl360g8-02-42b20fff

3. Issue the HP 3PAR OS CLI showhostcommand to verify that the
host entry has been created.

# showhostId Name Persona
----------------WWN/iSCSI_Name---------------- Port0 ESX1
Generic-legacy iqn.1998-01.com.vmware:sqahpbc02icm5-40e25c56 0:1:2
iqn.1998-01.com.vmware:sqahpbc02icm5-40e25c56 1:1:2

1 ESX2 VMware iqn.1998-01.com.vmware:dl360g8-02-42b20fff
0:1:2iqn.1998-01.com.vmware:dl360g8-02-42b20fff 1:1:2

4. To test the connection, create some temporary virtual volumes
and export the VLUNs to thehost.

NOTE: SeeAllocating Storage for Access by the ESX Host (page 77)
for complete detailson creating, exporting and discovering storage
for an iSCSI connection.

5. On the ESX iSCSI initiator host, perform a rescan and verify
that the disks have beendiscovered.

Creating the iSCSI Host Definition on an HP 3PAR StoreServ
Storage Running HP 3PAROS 2.2.x

Create a host definition that ties all of the connections from a
single host to a host name. Prior tocreating a host definition
using the following steps, the HP 3PAR StoreServ Storage iSCSI
targetports must have been set up and an iSCSI connection/session
must be established. The iSCSIconnection/session is established by
following the steps in Setting Up the Ports for an iSCSIConnection
(page 18)and the steps inConfiguring the Host for an iSCSI
Connection (page 61)through sectionConfiguring the VMware iSCSI
Initiator (page 68)(ESX host setup).

The following example of host definition creation depicts a
VMware iSCSI initiator

iqn.1998-01.com.vmware:sqahpbc02icm5-40e25c56on an ESX host (the
only iSCSI
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initiator for this server in this case) connecting through a
VLAN to a pair of HP 3PAR StoreServStorage iSCSI ports. The host
definition is given the name ESX1.

1. Issue the HP 3PAR OS CLI showhostcommand to verify that the
host iSCSI initiators areconnected to the HP 3PAR StoreServ Storage
iSCSI target ports.

# showhostId Name Persona
----------------WWN/iSCSI_Name---------------- Port-- --
iqn.1998-01.com.vmware:sqahpbc02icm5-40e25c56 0:1:2

-- -- iqn.1998-01.com.vmware:sqahpbc02icm5-40e25c56 1:1:2

2. Issue the HP 3PAR OS CLI createhostcommand to create the
appropriate host entry.

# createhost -iscsi ESX1
iqn.1998-01.com.vmware:sqahpbc02icm5-40e25c56

3. Issue the HP 3PAR OS CLI showhostcommand to verify that the
host entry has been created.

# showhostId Name ----------------WWN/iSCSI_Name----------------
Port0 ESX1 iqn.1998-01.com.vmware:sqahpbc02icm5-40e25c56 0:1:2
iqn.1998-01.com.vmware:sqahpbc02icm5-40e25c56 1:1:2

4. To test the connection, create some temporary virtual volumes
and export the VLUNs to thehost.

NOTE: SeeAllocating Storage for Access by the ESX Host (page 77)
for complete detailson creating, exporting and discovering storage
for an iSCSI connection.

5. On the ESX iSCSI initiator host, perform a rescan and verify
that the disks have beendiscovered.

Setting Up and Configuring CHAP AuthenticationEnabling Host CHAP
is an option that can be set up at the ESX system administrator's
discretion.The following example outlines the procedures for host
(initiator) CHAP which is available as ofESX 3.x. As of ESX 4.0,
mutual (bidirectional, initiator-target) CHAP is also
available.

NOTE: CHAP is available in ESX 3.x, also in ESX 4.x and ESX
5.x.

1. Issue the HP 3PAR OS CLI showhostcommand to verify that a
host definition has beencreated on HP 3PAR StoreServ Storage for
the ESX host that will have CHAP enabled.

# showhostId Name ----------------WWN/iSCSI_Name----------------
Port0 ESX1 iqn.1998-01.com.vmware:hpdl380-01-11a38a59 0:1:2

iqn.1998-01.com.vmware:hpdl380-01-11a38a59 1:1:2

The following example uses the CHAP secret (CHAP password)
host_secret3for the ESXhost. Be aware that the CHAP secret must be
at least 12 characters long.

2. On the ESX hosts VI/vSphere client, open theStorage
Adapterstab, then select the iSCSISoftware Adapter, and select
thePropertieslink. Then, on the General tab, clickCHAP.

For ESX 3.5, select theCHAP Authenticationtab, and then select
theUse the following CHAPcredentialsradio button.
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Figure 1 CHAP Authentication in ESX 3.5

For ESX/ESXi 4.x or ESX/ESXi 5.x, select theUse initiator
namecheck box.

Figure 2 CHAP Credentials in ESX/ESXi 4.x or ESX/ESXi 5.x
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3. Enter the CHAPSecret(must be at least 12 characters long).
Use the same secret that youenter on the storage side.

4. ClickOKwhen you are done. A warning screen appears indicating
that a reboot of the ESXhost is required.

NOTE: A server reboot is required for ESX 3.5. For ESX 4.x and
ESXi 5.x, a rescan of theHBA should pick up the changes.

5. ClickOKagain to confirm.6. On the HP 3PAR StoreServ Storage,
issue the HP 3PAR OS CLI sethostcommand with the

initchapparameter to set the CHAP secret for the ESX host.

# sethost initchap -f host_secret3 ESX1

NOTE: If mutual CHAP on ESX is being configured, then target
CHAP will need to beconfigured on the HP 3PAR StoreServ Storage as
well as initiator CHAP. Set target CHAPsecret using the HP 3PAR OS
CLI sethostcommand with the targetchapparameter.

# sethost targetchap -f host_secret3 ESX1
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a. For the target CHAP, make sure to give the storage system
name as the Namefieldvariable. The storage name is obtained using
the showsysoutput, as shown below.

b. For ESX 4.x and 5.x:

Figure 3 CHAP Credentials in ESX 4.x and 5.x

Issue the HP 3PAR OS CLI showhost -chapcommand to verify that
the specified CHAPsecret has been set for the host definition.

For Initiator chap

# showhost -chapId Name -Initiator_CHAP_Name-
-Target_CHAP_Name-0 ESX1 ESX1 --

For mutual chap

# showhost -chapId Name -Initiator_CHAP_Name-
-Target_CHAP_Name-0 ESX1 ESX1 s331

Hardware iSCSI SupportAt ESX 5.0 and above, hardware iSCSI is
supported using the CN1100E CNA card and otherEmulex BE3 models.
This CNA can be configured using either Dependent iSCSI (the IP
address ofthe system is obtained from the host NIC connections) or
Independent iSCSI (the IP address is
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entered into the CNA card). The CN1100E can be configured to
boot from SAN; SCSI targetsare entered into the card.

For general information about the CN1100E and other BE3 models
supported, see the HP SPOCKwebsite:

http://www.hp.com/storage/spock

To set a static IP address, follow these steps:

1. After installing the CN1100E, boot the system. The following
text appears :

Emulex 10Gb iSCSI Initiator BIOS..Press for iSCSISelect(TM)
Utility

2. PressCtrl+Sto enter the utility.

Figure 4 iSCSI Utility

3. Select a controller and pressEnter.4. From theController
Configurationscreen, selectNetwork Configurationand pressEnter.5.
In theNetwork Configurationscreen, selectConfigure Static IP
Addressand pressEnter. The

screen for setting a static IP address displays.
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Figure 5 Setting a Static IP Address

6. After entering the IP address, subnet mask, and default
gateway, clickSaveto return to theController Configurationmenu.

If the configuration being set up will be booted from SAN rather
than from the host, follow thesesteps.

1. After entering theiSCSI Initiator Configuration screen, which
will be the first screen displayed,obtain the IQN for the card and
create a host definition on the HP 3PAR StoreServ Storage.For
example:

# createhost iscsi persona 11 Esx50Sys1
iqn.1990-07.com.emulex:a0-b3-cc-1c-94-e1

2. Assign a VLUN to this host definition to be used as the SAN
boot LUN.3. From theController Configurationmenu, selectController
Properties.4. In the properties screen, verify that boot support is
enabled. If it is not, scroll toBoot Support

and enable it, then save and exit this screen.5. from
theController Configurationmenu, selectiSCSI Target
Configuration.6. In theiSCSI Target Configurationmenu, selectAdd
New iSCSI Targetand pressEnter.7. Fill in the information for the
first iSCSI target. Make sureBoot Targetis set toYes.
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Figure 6 Adding an iSCSI Target

8. After the information is filled in, clickPingto verify
connectivity.9. After a successful ping, clickSave/Login.10. After
both controllers have been configured, issue the
showiscsisessioncommand to

display the iSCSI sessions on the HP 3PAR StoreServ Storage and
the host. If everything isconfigured correctly, the displays should
appear as follows:

root@jnodec103140:S99814# showiscsisession0:2:1 10.101.0.100 21
15 1 iqn.1990-07.com.emulex:a0-b3-cc-1c-94-e12012-09-24 09:57:58
PDT1:2:1 10.101.1.100 121 15 1
iqn.1990-07.com.emulex:a0-b3-cc-1c-94-e12012-09-24 09:57:58
PDTroot@jnodec103140:S99814# showhost -d Esx50Sys11 Esx50Sys1
VMware iqn.1990-07.com.emulex:a0-b3-cc-1c-94-e1 0:2:1 10.101.0.1001
Esx509Sys1 VMware iqn.1990-07.com.emulex:a0-b3-cc-1c-94-e1 1:2:1
10.101.1.100

11. If you do not want to use CHAP as an authentication method,
exit the CN1100E setup screensand reboot now.

If you would like to use CHAP as an authentication method,
return to theAdd/Ping iSCSI Targetscreen as shown inAdding an iSCSI
Target (page 27), selectAuthentication Method, andthen choose one
of the following options:

SelectOne-Way CHAP(seeOne-Way CHAP (page 28)).
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Figure 7 One-Way CHAP

TheCHAP Configurationscreen appears (seeCHAP Configuration for
One-Way CHAP(page 28)).

Figure 8 CHAP Configuration for One-Way CHAP

Fill in theTarget CHAP Name(the initiator IQN name) andTarget
Secret, then clickOK.

In theAuthentication Methodsetting on theAdd-Ping iSCSI
Targetscreen (One-WayCHAP (page 28)), selectMutual CHAP. TheCHAP
Configurationscreen appears (seeCHAP Configuration for Mutual CHAP
(page 29)).
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Figure 9 CHAP Configuration for Mutual CHAP

Fill in theTarget CHAP Name(the initiator IQN name), theTarget
Secret, theInitiatorCHAP Name(which is the DNS name of the
storage), and an Initiator Secret, and thenclickOK.

If you want to remove CHAP authentication later on, in
theAuthentication Methodsettingon theAdd-Ping iSCSI Targetscreen
(One-Way CHAP (page 28)), selectNone.

12. If you have set up CHAP authentication, then before
rebooting the host system, make sure toset the matching CHAP
parameters for the host in the HP 3PAR StoreServ Storage.

NOTE: If you do not want to configure CHAP using BIOS, you can
alter the iSCSI initiatorproperties after the system is booted.

If one-way CHAP has been selected, enter the matching CHAP
secret as follows:

root@jnodec103140:S99814# sethost initchap -f aaaaaabbbbbb
EsxHost1root@jnodec103140:S99814# showhost -chap

If mutual CHAP has been selected, enter the mutual CHAP secret
as follows:

root@jnodec103140:S99814# sethost targetchap -f bbbbbbcccccc
EsxHost1root@jnodec103140:S99814#root@jnodec103140:S99814# showhost
-chapId Name -Initiator_CHAP_Name- -Target_CHAP_Name-1 EsxHost1
EsxHost1 S814

root@jnodec103140:S99814#

After entering the CHAP secret, exit the BIOS and reboot the
host.
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Target Port Limits and SpecificationsTo avoid overwhelming a
target port and ensure continuous I/O operations, observe the
followinglimitations on a target port:

I/O queue depth on each HP 3PAR StoreServ Storage HBA model, as
follows:

QLogic 1G: 512

QLogic 10G: 2048 (HP 3PAR StoreServ 10000 and HP 3PAR StoreServ
7000 systems

only)

The I/O queues are shared among the connected host server HBA
ports on a first-come,first-served basis.

When all queues are in use and a host HBA port tries to initiate
I/O, it receives a target queuefull response from the HP 3PAR
StoreServ Storage port. This condition can result in erratic
I/Operformance on each host server. If this condition occurs, each
host server should be throttledso that it cannot overrun the HP
3PAR StoreServ Storage port's queues when all host serversare
delivering their maximum number of I/O requests.

HP 3PAR Priority Optimization

The HP 3PAR Priority Optimization feature introduced in HP 3PAR
OS versions 3.1.2.MU2 is amore efficient and dynamic solution for
managing server workloads and can be utilized as analternative to
setting host server I/O throttles. Using this feature, a storage
administrator is able toshare storage resources more effectively by
enforcing quality of service limits on the array. Nospecial
settings are needed on the host side to obtain the benefit of
Priority Optimization althoughcertain per target or per adapter
throttle settings may need to be adjusted in rare cases.
Forcomplete details of how to use Priority Optimization (Quality of
Service) on HP 3PAR arrays, pleaseread theHP 3PAR Priority
Optimizationtechnical white paper available
athttp://www.hp.com/go/bsc.
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4 Configuring the HP 3PAR StoreServ Storage for FCoE

Setting Up the FCoE Switch, FCoE Initiator, and FCoE target
portsConnect the Linux host FCoE initiator port(s) and the HP 3PAR
StoreServ Storage FCoE target portsto the FCoE switch(es).

NOTE: FCoE switch VLANs and routing setup and configuration is
beyond the scope of thisdocument. Consult your switch
manufacturer's documentation for instructions of how to set up

VLANs and routing.

1. CNA ports on HP 3PAR StoreServ 10000 and HP 3PAR StoreServ
7000 arrays require a onetime configuration using the
controlportcommand. (HP 3PAR T-class, and F-class arraysdo not
require this one time setting.)

For Example on a new FCoE config:

# showportN:S:P Mode State ----Node_WWN---- -Port_WWN/HW_Addr-
Type Protocol0:3:1 suspended config_wait - - cna -

0:3:2 suspended config_wait - - cna -

# showport -iN:S:P Brand Model Rev Firmware Serial HWType0:3:1
QLOGIC QLE8242 58 0.0.0.0 PCGLT0ARC1K3U4 CNA0:3:2 QLOGIC QLE8242 58
0.0.0.0 PCGLT0ARC1K3U4 CNA

2. If State=config_waitor Firmware=0.0.0.0, use the controlport
config fcoecommand to configure. Use the showportand showport
-icommands to verifythe configuration setting.

For example:

# controlport config fcoe 0:3:1# controlport config fcoe 0:3:2#
showport 0:3:1 0:3:2N:S:P Mode State ----Node_WWN----
-Port_WWN/HW_Addr- Type Protocol LabelPartner FailoverState0:3:1
target ready 2FF70002AC000121 20310002AC000121 host FCoE -

- -0:3:2 target ready 2FF70002AC000121 20320002AC000121 free
FCoE -

- -# showport -i 0:3:1 0:3:2N:S:P Brand Model Rev Firmware
Serial HWType0:3:1 QLOGIC QLE8242 58 4.11.122 PCGLT0ARC1K3U4
CNA

0:3:2 QLOGIC QLE8242 58 4.11.122 PCGLT0ARC1K3U4 CNA

3. Check the current settings of the FCoE ports by issuing
showport -fcoe.

For example:

# showport -fcoeN:S:P ENode_MAC_Address PFC_Mask0:3:1
00-02-AC-07-01-21 0x080:3:2 00-02-AC-06-01-21 0x00
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NOTE: If changing the config from iSCSI to FCoE, follow the
steps below.1. Issue the showportcommand.

# showport

0:3:1 target ready - 000E1E05BEE6 iscsi iSCSI - - -

0:3:2 target ready - 000E1E05BEE2 iscsi iSCSI - - -

2. Turn off the iSCSI ports:

# controlport offline 0:3:1

# controlport offline 0:3:2

showport

0:3:1 target offline - 000E1E05BEE2 iscsi iSCSI0:3:2 target
offline -

000E1E05BEE2 iscsi iSCSI

3. Change the topology to FCoE:

# controlport config fcoe 0:3:1

# controlport config fcoe 0:3:2

controlport rst 0:3:1

controlport rst 0:3:2

0:3:1 target offline - 000E1E05BEE2 iscsi iSCSI0:3:2 target
offline -

000E1E05BEE2 iscsi iSCSI

showport

0:3:1 target ready 2FF70002AC000121 20310002AC000121 host
FCoE

- - -

0:3:2 target ready 2FF70002AC000121 20320002AC000121 free
FCoE

- - -

4. Check the current settings of the FCoE ports by issuing
showport -fcoe.

For example:

# showport -fcoe

N:S:P ENode_MAC_Address PFC_Mask

0:3:1 00-02-AC-07-01-21 0x08

0:3:2 00-02-AC-06-01-21 0x00

32 Configuring the HP 3PAR StoreServ Storage for FCoE


	
8/10/2019 3PAR VMware ESX Implementation.pdf

33/88

Target Port Limits and SpecificationsTo avoid overwhelming a
target port and ensure continuous I/O operations, observe the
followinglimitations on a target port:

I/O queue depth on each HP 3PAR StoreServ Storage HBA model, as
follows:

QLogic CNA: 1748 (HP 3PAR StoreServ 10000 and HP 3PAR StoreServ
7000 systemsonly)

The I/O queues are shared among the connected host server HBA
ports on a first-come,first-served basis.

When all queues are in use and a host HBA port tries to initiate
I/O, it receives a target queuefull response from the HP 3PAR
StoreServ Storage port. This condition can result in erratic
I/Operformance on each host server. If this condition occurs, each
host server should be throttledso that it cannot overrun the HP
3PAR StoreServ Storage port's queues when all host serversare
delivering their maximum number of I/O requests.

NOTE: When host server ports can access multiple targets on
fabric zones, the assigned targetnumber assigned by the host driver
for each discovered target can change when the host serveris booted
and some targets are not present in the zone. This situation may
change the device node

access point for devices during a host server reboot. This issue
can occur with any fabric-connectedstorage, and is not specific to
the HP 3PAR StoreServ Storage.

HP 3PAR Priority OptimizationThe HP 3PAR Priority Optimization
feature introduced in HP 3PAR OS versions 3.1.2.MU2 is amore
efficient and dynamic solution for managing server workloads and
can be utilized as analternative to setting host server I/O
throttles. Using this feature, a storage administrator is able
toshare storage resources more effectively by enforcing quality of
service limits on the array. Nospecial settings are needed on the
host side to obtain the benefit of Priority Optimization
althoughcertain per target or per adapter throttle settings may
need to be adjusted in rare cases. Forcomplete details of how to
use Priority Optimization (Quality of Service) on HP 3PAR arrays,
please

read theHP 3PAR Priority Optimizationtechnical white paper
available athttp://www.hp.com/go/bsc.
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5 Configuring the Host for a Fibre Channel ConnectionThis
chapter describes the procedures and considerations that are
required to set up an ESX hostto communicate with an HP 3PAR
StoreServ Storage over a Fibre Channel connection.

Installing the HBA and DriversBefore setting up the ESX host,
make sure the host adapters are installed and operating properly.If
necessary, consult the documentation provided by the HBA vendor for
instructions.

Drivers for VMware supported HBAs are included as part of the
ESX OS installation packagesupplied by VMware. Updates and/or
patches for the HBA drivers can be acquired through

VMware support.

For Brocade FC HBA, the default Path TOV parameter is set to 30
seconds. It is recommended tochange this value to 14 seconds with
VMware Native Multipathing Plugin (NMP). To change thevalue of this
parameter, it is required to use Brocade BCU command line utility.
See the see VMwarewebsite for more information:


http://kb.vmware.com/selfservice/microsites/search.do?cmd=displayKC&docType=kc&docTypeID=DT_KB_1_1&externalId=2001842

The BCU tool is available for download from the Brocade web
site.To display the list of adapter ports, run the following
command

# esxcli brocade bcu --command="port
--list"---------------------------------------------------------------------------Port#
FN Type PWWN/MAC FC Addr/ Media State Spd Eth
dev---------------------------------------------------------------------------1/0
- fc 10:00:00:05:1e:dc:f3:2f 091e00 sw Linkup 8G

0 fc 10:00:00:05:1e:dc:f3:2f 091e00 sw Linkup 8G1/1 - fc
10:00:00:05:1e:dc:f3:30 673000 sw Linkup 8G

1 fc 10:00:00:05:1e:dc:f3:30 673000 sw Linkup 8G

To query a port# from the above output, run the following
command:

# esxcli brocade bcu --command="vhba --query 1/0"PCI Function
Index : 1/0/0Firmware Ver : 3.0.0.0Port type : FCBandwidth : 8
GbpsIOC state : operationalPWWN : 10:00:00:05:1e:dc:f3:2f

NWWN : 20:00:00:05:1e:dc:f3:2fPath TOV : 30 secondsPortlog :
EnabledIO Profile : OffInterrupt coalescing : onInterrupt delay : 0
usInterrupt latency : 0 us
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To change Path TOV value (repeat for all ports) follow the
example below. Also this command canbe included in ESX host startup
such that it will be run automatically.

# esxcli brocade bcu --command="fcpim --pathtov 1/0 14"path
timeout is set to 14

To query a port# after a change was made, follow the example
below:

# esxcli brocade bcu --command="vhba --query 1/0"PCI Function
Index : 1/0/0Firmware Ver : 3.0.0.0Port type : FCBandwidth : 8
GbpsIOC state : operationalPWWN : 10:00:00:05:1e:dc:f3:2fNWWN :
20:00:00:05:1e:dc:f3:2fPath TOV : 14 secondsPortlog : EnabledIO
Profile : OffInterrupt coalescing : onInterrupt delay : 0 us

Interrupt latency : 0 us

Installing Virtual Machine Guest Operating SystemThe VMware ESX
host documentation lists recommended virtual machine guest
operating systems(GOS) and their installation and setup as virtual
machines (VMs). Refer to the VMware ESX hostdocumentation for
information on setting up your virtual machine configuration.

CAUTION: In VMware KB 51306, VMware identifies a problem with
RHEL 5 (GA), RHEL 4 U4,RHEL 4 U3, SLES 10 (GA), and SLES 9 SP3
guest operating systems. Their file systems may becomeread-only in
the event of busy I/O retry or path failover of the ESX hosts SAN
or iSCSI storage.KB 51306 is available on the VMware Knowledge Base
website:

http://kb.vmware.com

Because of this known issue, HP does not recommend, and does not
support the usage ofRHEL 5 (GA), RHEL 4 U4, RHEL 4 U3, SLES 10
(GA), and SLES 9 SP3 as guest operating systemsfor virtual machines
on VMware ESX hosts attached to HP 3PAR StoreServ Storage
systems.

CAUTION: The use of the N-Port ID Virtualization (NPIV) feature
introduced with VMware ESX3.5 - 4.0, allowing virtual ports/WWNs to
be assigned to individual virtual machines, is notrecommended and
not supported with the HP 3PAR OS.
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NOTE: VMware and HP recommend the LSI logic adapter emulation
for Windows 2003 Servers.The LSI Logic adapter is also the default
option for Windows 2003 when creating a new virtualmachine. HP
testing has noted a high incidence of Windows 2003 virtual machine
failures duringan ESX multipath failover/failback event when the
BUS Logic adapter is used with Windows 2003

VMs.

NOTE: HP testing indicates that the SCSI timeout value for
virtual machine guest operating systemsshould be 60 seconds in
order to successfully ride out path failovers at the ESX layer.
Most guest

operating systems supported by VMware have a default SCSI
timeout value of 60 seconds, butthis value should be checked and
verified for each GOS installation. In particular, Red Hat 4.xguest
operating systems should have their SCSI timeout value changed from
their default value of30 seconds to 60 seconds.

This command line can be used to set the SCSI timeout on all
SCSI devices presented to a Red Hat4.x virtual machine to 60
seconds:

find /sys -name timeout | grep "host.*target.*timeout" | xargs
-n 1echo "echo 60 >"|sh

This must be added as a line in /etc/rc.localof the Red Hat 4.x
guest OS in order for thetimeout change to be maintained with a
virtual machine reboot.

Example of a modified /etc/rc.localfile:

# cat /etc/rc.local

#!/bin/sh

#

# This script will be executed *after* all the other init
scripts.

# You can put your own initialization stuff in here if you
don't

# want to do the full Sys V style init stuff.

find /sys -name timeout | grep "host.*target.*timeout" | xargs
-n 1 echo "echo 60

>"|shtouch /var/lock/subsys/local

Multipath Failover Considerations and I/O Load Balancing

NOTE: This section about multipathing and configuring to Round
Robin policy applies to allconnectivity types: FC, FCoE, and
iSCSI.

VMware ESX 3.0 - 3.5 includes failover with multipath support to
maintain a constant connectionbetween the ESX host and the HP 3PAR
StoreServ Storage array. VMware terms this multipathsupport with a
choice of two "path policies" called "FIXED" or "MRU". As of ESX
4.0, a third pathpolicy choice of "round robin" is available. The
path policies can be modified on a per-HP 3PARStoreServ
Storage-volume (LUN) basis by right-clicking the device listing and
selecting the

"properties" function from the VI/vSphere client menu. A pop-up
window allows you to 'managepaths' whereby the properties of the
paths to the volume that was previously selected can bemodified.
Using this control, you can select the path policy, and specify
which path is the activepreferred path to a volume on the storage
array, or which path is the standby path within the FIXEDpath
policy scheme. Additionally, paths can be disabled to prevent any
traffic over a specific pathto a volume on the storage array.

The VI/vSphere client GUI allows for settings to be changed only
on a volume-by-volume(LUN-by-LUN) basis. The GUI is appropriate and
preferred for use in managing I/O paths withinthe FIXED path policy
scheme. SeeConfiguring Round Robin Multipathing on ESX 4.x or later
for
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Fibre Channel (page 38)for procedures on implementing and
configuring the round-robin pathpolicy on ESX/ESXi 4.0 and later
with an HP 3PAR StoreServ Storage.

A path policy of "round-robin" is the preferred multipath
implementation for ESX/ESXi 4.0and later. For procedures on
implementing and configuring the round-robin path policy onESX/ESXi
4.0 and later with an HP 3PAR StoreServ Storage, see Configuring
Round RobinMultipathing on ESX 4.x or later for Fibre Channel (page
38).

A path policy of "fixed" and the preferred/active paths manually
set to balance I/O load

evenly across all paths is the preferred multipath
implementation for ESX 3.0 - 3.5. In the event the active path is
detected as having failed or has been disabled either at

the fabric switch, or on the storage array, all ESX host I/O to
the storage array continuesby failing over to a 'standby' path.
When the ESX host detects that the preferred pathhas been recovered
or is enabled, I/O from the ESX host then resumes on the
preferredpath -- assuming a preferred path policy had previously
been set to that path.

I/O from the ESX host should be manually distributed or balanced
when two or morepaths exist to more than one HP 3PAR StoreServ
Storage volume on the storage array.Manually balancing the loads
across available paths may improve I/O performance.This path load
balancing to the storage array is dependant on the number of I/Os
thatare targeted for specific volumes on the storage array. Tuning
I/Os to specific volumeson specific paths to the storage array
varies from configuration to configuration and istotally dependant
on the workload from the ESX host and the virtual machines to
thedevices on the storage array.

The following vSphere client screen shot depicts a LUN with five
I/O paths in a FIXED I/O policyscheme. The path marked Active (I/O)
with the '*' in the Preferredcolumn is the path chosen aspreferred,
and is the path to which all I/O is currently assigned for the
given LUN. The other pathslisted are active, but in 'standby' mode.
The paths in active 'standby' will not be used for I/Otraffic for
this LUN unless the preferred path fails.
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A path policy of MRU (most recently used) does not maintain or
reinstate balancing of I/Oload after a failover/failback multipath
event. This could leave I/O in an unplanned for andunbalanced state
which may yield significant I/O performance issues. Implementation
of anMRU path policy is not recommended by HP.

NOTE: If I/O is active to a LUN and an attempt is made to modify
the path policy, a failure canoccur, indicating:

"error during the configuration of the host:
sysinfoException;Status=Busy: Message=Unable to Set".

If this problem occurs while attempting to change the path
policy, reduce the I/Os to that LUN and

then try making the desired changes.

For additional information on this topic, refer to the chapter
on "Multipathing" contained in theVMwareSAN Configuration
Guide.

Configuring Round Robin Multipathing on ESX 4.x or later for
Fibre ChannelWith ESX version 4.0 and later, VMware supports a
round-robin I/O path policy for active/activestorage arrays such as
HP 3PAR StoreServ Storage. A round-robin I/O path policy is the
preferredconfiguration for ESX 4.0 and later; however, this path
policy is not enabled by default for HP 3PARdevices.

CAUTION: If you are running Windows Server 2012 or Windows
Server 2008 VM Cluster withRDM shared LUNs, then individually
change these specific RDM LUNs from Round RobinpolicytoFIXEDor
MRUpath policy.

LUN Set to Round Robin (page 39), which is output from a Fibre
Channel configuration, showsa LUN with a path that has been set to
Round Robin (VMware).

NOTE: Note that each path status is shown asActive (I/O). The
path status for an iSCSIconfiguration would be the same.
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Figure 10 LUN Set to Round Robin

Managing a round robin I/O path policy scheme through the
VI/vSphere client GUI for a largenetwork can be cumbers
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