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COHOMOLOGY THEORY OF GALOIS GROUPS
 HARUZO HIDA
 Contents
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 In this notes, we first describe general theory of forming cohomology groups outof an abelian category and a left exact functor. Then we apply the theory to thecategory of discrete Galois modules and study resulting Galois cohomology groups.At the end, we would like to give a full proof of the Tate duality theorems and theEuler characteristic formulas of Galois cohomology groups, which were essential inthe proof of Fermat’s last theorem by A. Wiles.
 Date: March 27, 2009.The author is partially supported by the following NSF grant: DMS 0753991.
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GALOIS COHOMOLOGY 2
 1. Extension of Modules
 In this section, we describe basics of the theory of module extension functors, andwe relate it to group cohomology in the following section.
 1.1. Extension groups. We fix a ring Λ with identity, which may not be commuta-tive. We consider the category of Λ–modules Λ–MOD. Thus the objects of Λ–MODare Λ–modules, and HomΛ(M,N) for two Λ–modules M and N is the abelian groupof all Λ–linear maps from M into N .
 When Λ is a topological ring, we would rather like to consider only Λ–moduleswith continuous action, that is, continuous Λ–modules, or we might want to imposefurther restrictions, like compactness or discreteness, to the Λ–modules we study. Thetotality of such Λ–modules makes a subcategory of Λ–MOD, whose set of morphismsis made of continuous Λ-linear maps. To accommodate such subcategories in analgebraic way without referring topology, we consider subcategories C of Λ–MODsatisfying a set of conditions enough to define extension functors. First of all, sinceC is a subcategory of Λ–MOD,
 • Objects of C are made of a collection Ob(C) of Λ–modules;• We have a set of C–morphisms: HomC(M,N) ⊂ HomΛ(M,N) for M,N ∈Ob(C);• The identity map idM : M →M is in HomC(M,M) for each object M ;• g ◦ f ∈ HomC(M,L) for f ∈ HomC(M,N) and g ∈ HomC(N,L).
 We impose C the following four conditions for our purpose:
 (C1) The set HomC(X,Y ) ⊂ HomΛ(X,Y ) is a subgroup;(C2) If f : X → Y be a morphism in C, Ker(f) and Coker(f) are both inside C;(C3) If X and Y are in C, then the direct product X × Y is in C;(C4) The zero module {0} is in C.
 These conditions guarantee that C is an abelian category (see 4.4 for formal definitionsof abelian categories). Hereafter we fix such a category C and work only in C. We callΛ–linear map: X → Y for objects X and Y in C a C–morphism if it is in HomC(X,Y ).Similarly an isomorphism which is also a C–morphism is called a C–isomorphism.
 For a given pair of Λ–modules M and N in C, we would like to know all Λ–modulesE in C which fit into the following exact sequence in C:
 0 −→ NιN−→ E
 πM−−→M −→ 0.
 We call such E an extension in C of Λ–module M by N . Two extensions E and E′
 are called isomorphic if we have a C–isomorphism ξ : E ∼= E′ making the followingdiagram commutative:
 N ↪→ E � M‖ ξ ↓ ‖N ↪→ E′ � M.
 We write E(M,N) = EC(M,N) for the set of all isomorphism classes of extensionsof M by N . When C = Λ–MOD, we write EΛ(M,N) for EC(M,N). Note thatM ⊕ N ∈ E(M,N); so, E(M,N) 6= ∅. An extension E is called split, if we have
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GALOIS COHOMOLOGY 3
 a C–morphism ιM : M → E such that πM ◦ ιM = idM . Then E ∼= M ⊕ N bye 7→ ιM (πM(e)) ⊕ (e − ιM(πM (e)). The map ιM is called a section of πM . Thisshows the class M ⊕ N ∈ E(M,N) is the unique split extension class. If we havea projection πN : E → N such that πN ◦ ιN = idN , then again E ∼= M ⊕ N bye 7→ (e− ιN(πN (e)))⊕ ιN (πN(e)), because Ker(πN ) ∼= M by πM in this case.
 If Λ = Z and M = N = Z/pZ for a prime p, then we have at least two extensions:(Z/pZ)2 and Z/p2Z in EZ(Z/pZ,Z/pZ).
 Now we would like to study how E(M,N) changes if we change M and N by their
 homomorphic image (or source). For a given C–morphism Mϕ−→ X and N
 φ−→ X, thefiber product T = M ×X N is a Λ–module in C with the following property:
 (FP1) We have two projections
 α : T →M and β : T → N
 in C making the following diagram commutative:
 M ×X Nα−−−→ M
 β
 yyϕ
 N −−−→φ
 X;
 (FP2) If the following diagram in C is commutative:
 Yα′−−−→ M
 β′y
 yϕ
 N −−−→φ
 X,
 then there exist a unique C–morphism γ : Y →M ×X N such that α′ = α ◦ γand β ′ = β ◦ γ.
 If two fiber products T and T ′ exist in C, then we have γ : T ′ → T and γ′ : T → T ′
 satisfying (FP2) for Y = T ′ and Y = T , respectively. Then idT and γ ◦ γ′ : T → Tsatisfy (PF2) for Y = T , and by the uniqueness, γ ◦ γ′ = idT . Similarly, γ′ ◦ γ =idT ′ and hence T ∼= T ′. Thus the fiber product of M and N is unique in C up toisomorphisms if it exists. It is easy to see that
 M ×X N ={(m,n) ∈ M ×N
 ∣∣ϕ(m) = φ(n)}
 satisfies the property (FP1-2) for C = Λ–MOD and the two projections α : M×XN →M and β : M ×X N → N taking (m,n) to m and n respectively. For this choice,γ(y) is given by (α′(y), β′(y)) ∈ M ×X N . Thus fiber products exist in Λ–MOD. Iffurther ϕ and φ are C–morphisms, then by the existence of M × N in C, the aboveM ×X N in Λ–MOD is actually the kernel of (α− β) ◦ (ϕ⊕ φ), which is therefore amember of C. This shows the existence of the fiber product in C. In functorial terms,the fiber product represents the functor:
 Y 7→ {(α′, β′) ∈ HomC(Y,M ×N)|ϕ ◦ α′ = φ ◦ β ′}
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 from C to SETS.
 Let N ↪→ E � M be an extension in C. For a C–morphism ϕ : M ′ → M , welook at the fiber product E′ = E ×M M ′. Let π′ : E′ →M ′ be the projection. Sinceπ : E →M is a surjection, for each m′ ∈M ′, we find e ∈ E such that π(e) = ϕ(m′).By definition, π′(e,m′) = m′, and π′ is a surjection. Then
 Ker(π′) = {(e,m′) ∈ E ×M M ′|π′(m) = 0}= {(e,m′) ∈ E ×M ′|π(e) = π′(m) = 0} = Ker(π) = Im(ιN ) ∼= N.
 Thus we get an extension N ↪→ E′ � M ′ in E(M ′, N). Namely we have E(ϕ,N) :E(M,N) → E(M ′, N) taking
 N ↪→ E � M to N ↪→ E′ = E ×M M ′ � M ′.
 Note that for two C–morphisms: M ′′ ϕ′−→M ′ ϕ−→M , it is easy to check that
 E′ ×M ′ M ′′ = (E ×M M ′)×M ′ M ′′ ∼= E ×M,ϕ◦ϕ′ M ′′.
 This shows thatE(ϕ′, N) ◦ E(ϕ,N) = E(ϕ ◦ ϕ′, N);
 so, the functor M 7→ E(M,N) for a fixed N is a contravariant functor.
 Suppose we have two C–morphisms ϕ : X →M and φ : X → N . We define a fibersum (or push-out) S = M ⊕X N under X by the following conditions:
 (FS1) We have two inclusions α : M → S and β : N → S in C making the followingdiagram commutative:
 Xϕ−−−→ M
 φ
 yyα
 N −−−→β
 S;
 (FS2) If the following diagram in C is commutative:
 Xϕ−−−→ M
 φ
 yyα′
 N −−−→β′
 Y,
 then there exists a unique morphism γ : S → Y such that α′ = γ ◦ α andβ ′ = γ ◦ β.
 In the same way as in the case of fiber products, the fiber sum is unique up toisomorphisms if it exists. We define S = M ⊕X N to be the quotient of M × Nby the Λ–submodule generated by ϕ(x) − φ(x) for all x ∈ X (that is, the cokernelof ϕ − φ : X → M × N). The inclusions α and β are induced by the inclusionsM ↪→M ⊕N and N ↪→M ⊕N .
 If N ↪→ E � M is an extension in C, then for φ : N → N ′, it is easy to check thatN ′\(N ′ ⊕N E) ∼= M and N ′ ↪→ N ′ ⊕N E � M is an extension in C. The association
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 N ↪→ E � M 7→ N ′ ↪→ N ′ ⊕N E � M gives rise to a map E(M,φ) : E(M,N) →E(M,N ′). From the above argument, we get the following fact:
 Theorem 1.1. The association (M,N) 7→ EC(M,N) is a functor from C×C into thecategory SETS of sets, contravariant with respect to the left variable and covariant
 with respect to the right variable. This means that for morphisms M ′′ ϕ′−→ M ′ ϕ−→ M
 and Nφ−→ N ′ φ′
 −→ N ′′ in C, E(ϕ′, N)◦E(ϕ,N) = E(ϕ◦ϕ′, N) and E(M,φ′)◦E(M,φ) =E(M,φ′ ◦ φ).
 Exercises.
 (1) Compute EZ(Z/pZ,Z/pZ) for a prime p;(2) Compute EZ(Z,Z);(3) Show the existence and the uniqueness of the fiber sum M ⊕X N in C;(4) Give a detailed proof of Theorem 1.1.
 1.2. Extension functors. We would like to find a mechanical way of computingthe extension groups. An object I in C is called C–injective if for every C–morphismϕ : M → I and every injective C–morphism i : M ↪→ N , there exists a C–linear mapφ : N → I extending ϕ, that is, the following diagram is commutative:
 M ↪→ Nϕ ↓ ↙ ∃φI.
 An injective presentation of N is an exact sequence N ↪→ Iπ� S for a C–injective
 module I. We always assume
 (EI) C has enough injectives, that is, for a given N in C, an injective presentationexists in C.
 Then we apply the covariant functor ∗ 7→ HomC(M, ∗) to the above sequence, gettingthe following exact sequence:
 (1.1) 0 −→ HomC(M,N) −→ HomC(M, I)π∗−→ HomC(M,S).
 Then we define Ext1C(M,N) = Coker(π∗).
 We claim that the cokernel Coker(π∗) is independent of the choice of the injective
 presentation. To show this, we pick a C–morphism φ : N → N ′, and letN ′ i′−→ I ′π′−→ S ′
 be an injective presentation of N ′. Then we have the following commutative diagram:
 N ↪→ Ii′ ◦ φ ↓ ↙ ∃φ1
 I ′.
 The C–injectivity of I ′ implies that i′ ◦ φ extends to φ1 : I → I ′. We call φ1 a liftof φ. Then φ1 induces a C–morphism φ2 : S → S ′, making the following diagram
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 commutative:N −−−→ I
 π−−−→ S
 φ
 y φ1
 y φ2
 y
 N ′ −−−→ I ′π′−−−→ S ′.
 From this, we get another commutative diagram:
 0→ HomC(M,N) −−−→ HomC(M, I)π∗−−−→ HomC(M,S)
 φ∗
 y φ1,∗
 y φ2,∗
 y
 0→ HomC(M,N ′) −−−→ HomC(M, I ′)π′∗−−−→ HomC(M,S ′).
 Suppose now that we have two lifts φ1, φ′1 : I → I ′ of φ. Then φ1−φ′
 1|N = φ−φ = 0.Thus φ1 − φ′
 1 = τ ◦ π for a C–morphism τ : S → I ′, and hence, (φ2 − φ′2)∗ = π′
 ∗ ◦ τ∗.This implies that the morphisms of Coker(π∗) into Coker(π′
 ∗) induced by φ2 and φ′2
 are equal, which we write as φ∗. We apply the above argument to φ = idN : N = Nand its inverse φ′. Then φ∗ ◦ φ′
 ∗ = idCoker(π′∗) and φ′
 ∗ ◦ φ∗ = idCoker(π∗) showingCoker(π∗) ∼= Coker(π′
 ∗) canonically.
 We fix an injective presentation N ↪→ Iπ−→ S for each N in C and define the
 functor (M,N) 7→ Ext1C(M,N) = Coker(π∗). This functor is defined on C and has
 values in AB. The above argument shows that the association C → AB given byN 7→ Ext1
 C(M,N) is a covariant functor, that is, φ∗ = Ext1C(M,φ) : Ext1
 C(M,N) →Ext1
 C(M,N ′) satisfies
 (1.2) Ext1C(M,φ′) ◦ Ext1
 C(M,φ) = Ext1C(M,φ′ ◦ φ)
 for two C–morphisms Nφ−→ N ′ φ′
 −→ N ′′.
 Let ϕ : M ′ →M be a C–morphism. This induces
 ϕ∗X = Hom(ϕ,X) : HomC(M,X) → HomC(M
 ′,X)
 given by φ 7→ φ ◦ ϕ, and we have the following commutative diagram:
 Hom(M,N) −−−→ Hom(M, I) −−−→ Hom(M,S) −−−→ Ext1(M,N)
 ϕ∗N
 y ϕ∗I
 yyϕ∗
 S
 yExt(ϕ,N)
 Hom(M ′, N) −−−→ Hom(M ′, I) −−−→ Hom(M ′, S) −−−→ Ext1(M ′, N).
 It is easy to check
 (1.3) Ext1(ϕ′, N) ◦ Ext1(ϕ,N) = Ext1(ϕ ◦ ϕ′, N)
 for two C–morphisms M ′′ ϕ′−→M ′ ϕ−→M .
 Thus the functor (M,N) 7→ Ext1C(M,N) is contravariant with respect to M and
 covariant with respect to N .
 We now claim
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 Theorem 1.2. We have an isomorphism ι(M,N) : EC(M,N) ∼= Ext1C(M,N) such
 that ι(M ′, N) ◦ E(ϕ,N) = Ext1C(ϕ,N) ◦ ι(M,N) for each C–morphism ϕ : M ′ → M
 and ι(M,N ′) ◦ EC(M,φ) = Ext1C(M,φ) ◦ ι(M,N) for each C–morphism φ : N → N ′.
 In other words, the system of isomorphisms ι(M,N) gives an isomorphism betweentwo functors EC and Ext1
 C. In particular, the set EC(M,N) has a natural structure ofan abelian group.
 Proof. We pick an extension Nα↪→ E � M ∈ EC(M,N). We look at the following
 diagram:N ↪→ E↓ ↙ ∃α∗I,
 which induces the following commutative diagram:
 N ↪→ E � M‖ α∗ ↓ ↓ α∗,M
 N ↪→ Iπ� S.
 Now we associate the class of [α∗.M ] ∈ Coker(π∗) to the extensionNα↪→ E � M . If we
 have another lift α′∗ : E → I making the first diagram commutative, then α′
 ∗−α∗ = 0on N , and hence it factors through E/N = M . This shows that [α∗,M ] = [α′
 ∗,M ],
 getting ι(M,N) : E(M,N) → Ext1C(M,N).
 We now construct the inverse of ι. We start from [α] ∈ Coker(π∗) for α : M →S = I/N . We put E = I ×S M . Then we get an extension N ↪→ E � M . If[α] = [α′], then there exists τ : M → I such that πτ = α − α′. We then defineI ×S,α M ∼= I ×S,α′ M by (i,m) 7→ (i − τ (m),m). Thus we get a well defined mapι′(M,N) : Ext1(M,N) → E(M,N). It is easy to check by following the definitionthat ι(M,N) ◦ ι′(M,N) = idExt and ι′(M,N) ◦ ι(M,N) = idE. We leave the readerto check the functoriality of ι. �
 There is one more way of constructing E(M,N) using projective presentations. AΛ–module P in C is called C–projective if any C–morphism α : P → N can be extendedto αE : P → E for each surjective C–morphism π : E � N so that παE = α, that is,the following diagram is commutative:
 P∃αE ↙ ↓ αE � N.
 Thus the notion of C–projective modules is the dual of that of C–injective Λ–modules,in the sense that we have reversed the direction of arrows in the definition, andinjectivity of arrows is replaced by surjectivity. Any Λ–free module is Λ–MOD–
 projective. A projective presentation of Λ–module M in C is an exact sequence Tι↪→
 P � M with C–projective P . For the moment, we assume
 (EP) C has enough projective, that is, for each M ∈ C, there exists a C–projectivepresentation of M .
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 As we will see, sometimes (EP) may not be satisfied even if (EI) holds for C. Thenapplying the functor X 7→ HomC(X,N), we get an exact sequence:
 0→ HomC(M,N)→ HomC(P,N)ι∗−→ HomC(T,N).
 Then we can show that Coker(ι∗) is independent of the choice of the presentation(just reversing the arrows in the proof in the case of injective presentations) and isisomorphic to EC(M,N) . One can find details in [HAL] Chapter III.
 Exercises.
 (1) Show (1.1) is exact;(2) Give a detailed proof for (1.2) and (1.3).(3) Give a detailed proof of Theorem 1.2;(4) Show that the addition on E(M,N) = EΛ−MOD(M,N) is given actually by the
 following procedure: Let N ↪→ E � M and N ↪→ E′ � M be two extensionsin E(M,N). Let MM : M → M ⊕M be the diagonal map (MM (a) = a ⊕ a)and ON : N ⊕ N → N be the summation (ON (n ⊕ n′) = n + n′). Then thesum of the two extension is given by
 E(MM ,ON)(N ⊕N ↪→ E ⊕ E′ � M ⊕M).
 (5) Define Ext1C(M,N) by Coker(ι∗) using projective presentation T
 ι↪→ P � M ,
 and prove the counterpart of Theorem 1.2 in this setting. Further show thatthe additive structure of E(M,N) is independent of the choice of either aninjective presentation of N or a projective presentation of M .
 1.3. Cohomology groups of complexes. A graded module in C is an infinite directsum M• =
 ⊕j∈ZMj of Λ–modules Mj in C. We suppose either Mj = 0 for j < −N
 or Mj = 0 for j > N with sufficiently large N . A C–morphism f : M• → N• ofgraded modules in C is called a morphism of degree k if f(Mj) ⊂ Nj+k for all j. Ifthere is a C–endomorphism ∂ : M• → M• of degree 1 with ∂ ◦ ∂ = 0, we call thepair (M•, ∂) a complex in C. A C–chain map f : (M•, ∂) → (N•, δ) of degree r is aC–morphism of degree r such that f ◦ ∂ = δ ◦ f . For a given complex (M•, ∂), wedefine its cohomology group H•(M•, ∂) by
 Hq(M•, ∂) =Ker(∂ : Mq →Mq+1)
 Im(∂ : Mq−1 →Mq).
 Any chain map f : (M•, ∂) → (N•, δ) of degree r induces a linear map [f ] :Hq(M•, ∂)→ Hq+r(N•, δ).
 Lemma 1.3. Suppose the following diagram is commutative with two exact rows madeof Λ–modules:
 Ma−−−→ L
 b−−−→ N → 0
 d
 y d′
 yyd′′
 0→M ′ a′−−−→ L′ b′−−−→ N ′.
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 Then there exists a Λ–linear map δ : Ker(d′′)→ Coker(d), and the following sequenceis exact:
 Ker(d)→ Ker(d′)→ Ker(d′′)δ−→ Coker(d) → Coker(d′)→ Coker(d′′).
 This lemma is often called the snake lemma.
 Proof. By the exactness of the first row and commutativity, the maps a and b induce
 Ker(d)a−→ Ker(d′)
 b−→ Ker(d′′). Similarly, a′ and b′ induce Coker(d)a′−→ Coker(d′)
 b′−→Coker(d′′). It is easy to check that they are exact at the middle terms (see Exercise1).
 Now let us define δ : Ker(d′′)→ Coker(d). Pick x ∈ Ker(d′′). By the surjectivity ofb, we have y ∈ L such that a(y) = x. The choice of y is unique modulo Im(a). Thenwe apply d′ to y getting d′(y) ∈ L′. Thus d′(y) is unique modulo Im(d′◦a) = Im(a′◦d).Apply b′ to d′(y), getting b′(d′(y)) = d′′(b(y)) = d′′(x) = 0 because x ∈ Ker(d′′). Thusb′(d′(y)) ∈ Im(a′); so, we take z ∈ M ′ with a′(z) = b′(d′(y)). The element z ∈ M ′ isunique modulo a′−1(Im(a′ ◦ d)) = Im(d), determining a unique class [z] ∈ Coker(d).Then define δ(x) = [z].
 We check the exactness of the sequence at Ker(d′′). By definition, if x ∈ Ker(d′′)∩b(Ker(d′)), then y ∈ Ker(d′); so, d′(y) = 0. This shows that δ ◦ b = 0. Supposethat δ(x) = 0. Then z ∈ Im(d); so, we can choose t ∈ M so that z = d(t). Sincewe can change y modulo Im(a), we replace y by y′ = y − a(t). Then d′(y′) =d′(y − a(t)) = d′(y) − d′(a(t)) = d′(y) − a′(d(t)) = 0. This shows y′ ∈ Ker(d′) andhence x = b(y′) ∈ Im(b : Ker(d′)→ Ker(d′′)).
 We check the exactness at Coker(d). Since a′(z) = d′(y), a′ ◦ δ = 0. Supposea′([s]) = 0 for s ∈ M ′. Then a′(s) = d′(y′) for y′ ∈ L. Then for x′ = b(y′), we seed′′(x′) = d′′(b(y′)) = b′(d′(y′)) = b′(a′(s)) = 0. Thus x′ ∈ Ker(d′′). Then by definition,δ(x′) = [s]. This finishes the proof. �
 Proposition 1.4. Let 0→ (M•, d)a−→ (L•, d′)
 b−→ (N•, d′′) → 0 be an exact sequenceof C–chain maps of degree 0. Then we have a connection map δq : Hq(N•, d′′) →Hq+1(M•, d) for each q and a long exact sequence:
 Hq(M•, d)[a]q−−→ Hq(L•, d′)
 [b]q−−→ Hq(N•, d′′)
 δq−→ Hq+1(M•, d)[a]q+1−−−→ Hq+1(L•, d′)
 [b]q+1−−−→ Hq+1(N•, d′′).
 Proof. Because of the exactness of the complexes, we have the following commutativediagram with exact rows:
 0→Mqaq−−−→ Lq
 bq−−−→ Nq −−−→ 0ydq d′q
 yyd′′q
 0→Mq+1aq+1−−−→ Lq+1
 bq+1−−−→ Nq+1 −−−→ 0.
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 This yields another commutative diagram with exact rows:
 Mq/ Im(dq−1)[aq ]−−−→ Lq/ Im(d′q−1)
 [bq ]−−−→ Nq/ Im(d′′q−1)→ 0
 [dq ]
 y [d′q ]
 y [d′′q ]
 y
 0→ Ker(dq+1)[aq+1]−−−→ Ker(d′q+1)
 [bq+1 ]−−−→ Ker(d′′q+1).
 The exactness of the first row comes from the snake lemma applied to cokernels ofdifferential maps of the first diagram for degree q−1. The exactness of the second rowcomes from the snake lemma applied to the kernels of the first diagram at degree q+1.Note that the kernels of the vertical maps of the second diagram are the cohomologygroups of degree q, and the cokernels are those of degree q + 1. Now apply the snakelemma to the second diagram, we get the long exact sequence and the connectionmap δq. �
 We consider the following condition:
 (CN) The connection map δ is a C–morphism as long as the diagram in the lemmais in C.
 We remark that in the above proof, we have not used the condition (CN), since thecondition is always valid for the target category AB of the cohomology functors.
 1.4. Higher extension groups. Two degree r C–chain maps f, g : (M•, ∂) →(N•, δ) are called homotopy equivalent if there exists a C–morphism ∆ : M•→ N• ofdegree r−1 such that f − g = δ ◦∆+∆◦∂. We write f ∼ g if f and g are homotopyequivalent. This is an equivalence relation, and we have the identity of cohomologymaps [f ] = [g] if f ∼ g.
 For a given Λ–module M in C, a C–resolution of M is an exact sequence in C:
 0→Mε−→M0
 ∂0−→M1∂1−→M2 → · · · →Mj
 ∂j−→Mj+1 → · · · .Thus we may put M• =
 ⊕∞j=0Mj (regarding Mj = 0 if j < 0), and ∂ : M• → M•
 is a differential map making M• a C–complex. We sometimes write the resolution as0→M
 ε−→ (M•, ∂), and ε is called the augmentation map.
 An injective resolution of M is a resolution 0 → MεM−→ (M•, ∂) with C–injective
 Mj for all j. Since C has enough injectives, we have an injective presentation εM :
 M ↪→ M0. Suppose we have an exact sequence: 0 → MεM−→ M0 → · · · ∂j−1−−→
 Mj. Then taking an injective presentation 0 → Coker(∂j−1)f−→ Mj+1 and defining
 ∂j : Mj → Mj+1 by the composite ∂j : Mj � Coker(∂j−1)f−→ Mj+1, we see that
 0 → MεM−→ M0 → · · · → Mj
 ∂j−→ Mj+1 is exact. Thus under (EI), we always have aC–injective resolution of a given M in C.
 For two Λ–modules M and N in C, we take a C–resolution 0 → MεM−→ (M•, ∂)
 and an injective C–resolution 0 → NεN−→ (N•, δ) and consider the group made of
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 homotopy classes of degree r C–chain maps from (M•, ∂) into (N•, δ), which we writeExtr
 C(M,N).
 Proposition 1.5. The abelian group ExtrC(M,N) does not depend on the choice
 of the resolution (M•, ∂) and the injective resolution (N•, δ). Moreover we haveExt0
 C(M,N) ∼= HomC(M,N) and Ext1C(M,N) ∼= EC(M,N).
 Proof. Let ϕ : M → N be a C–morphism. Then we have the following diagram:
 0→M −−−→ M0
 ϕ
 y ∃ϕ0
 y0→ N −−−→
 εN
 N0.
 We claim the existence of a C–morphism ϕ0 making the above diagram commutative.This follows from the C–injectivity of N0 applied to εN ◦ ϕ : M → N0. Then ϕ0
 induces a C–morphism: Coker(εM) → Coker(εN ), which is still written as ϕ0. Thenwe have the following diagram:
 0→ Coker(εM ) −−−→ M1
 ϕ0
 y ∃ϕ1
 y0→ Coker(εN ) −−−→
 δ0
 N1.
 The existence of a C–morphism ϕ1 making the above diagram commutative againfollows from the injectivity of N1 applied to δ0 ◦ϕ0. Repeating the above process, weget a C–chain map of degree 0: ϕ• : M•→ N•, which we call a lift of ϕ. Suppose thatwe have two lifts ϕ• and ϕ′•. Then ϕ0−ϕ′
 0 = 0 on Im(εM), and hence ϕ0−ϕ′0 factors
 through Coker(εM) ∼= Im(∂0). Thus we have the following commutative diagram bythe injectivity of N0:
 Im(∂0) ↪→M1
 ϕ0 − ϕ′0 ↓ ↙ ∃∆1
 N0.
 We put here ∆0 : M0 → N1 = {0} to be the zero map. Thus we have the homotopyrelation:
 ϕ0 − ϕ′0 = ∆1 ◦ ∂0 + δ−1 ◦∆0.
 Suppose now by induction on j that we have ∆k : Mk → Nk−1 for k ≤ j such that
 ϕk−1 − ϕ′k−1 = ∆k ◦ ∂k−1 + δk−2 ◦∆k−1
 for all k ≤ j. Then we look at
 ϕj − ϕ′j − δj−1 ◦∆j : Mj → Nj .
 Note that
 (ϕj − ϕ′j − δj−1 ◦∆j) ◦ ∂j−1 = δj−1 ◦ (ϕj − ϕ′
 j)− δj−1 ◦∆j ◦ ∂j−1
 = δj−1j ◦ (ϕj − ϕ′j)− δj−1 ◦ (ϕj − ϕ′
 j − δj−1 ◦∆j) = 0.
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 Thus φ = ϕj − ϕ′j − δj−1 ◦ ∆j factors through Coker(∂j−1) = Im(∂j) and we have
 another commutative diagram by the injectivity of Nj :
 Im(∂j) ↪→Mj+1
 φ ↓ ↙ ∃∆j+1
 Nj.
 This shows that ϕ• − ϕ′• = δ ◦ ∆ + ∆ ◦ ∂ and ϕ• ∼ ϕ′•. Namely we have a welldefined map: HomC(M,N) → Ext0
 C(M,N). Since M ⊂ M0 and N ⊂ N0, this mapis injective. On the other hand, if ϕ• : M• → N• is a chain map, ϕ0 induces a C–morphism ϕ : M = Ker(∂0)→ Ker(δ0) = N , which gives rise to the original ϕ• via theabove construction (up to homotopy). This shows that Ext0
 C(M,N) ∼= HomC(M,N)canonically.
 Now we look at ExtrC(M,N), which is made of homotopy equivalence classes of
 C–chain maps of degree r from M• into N•. We now define N [r]• =⊕∞
 j=−r N [r]j for
 N [r]j = Nj+r. Then each degree r chain map: M• → N• can be regarded as a degree0 chain map: M• → N [r]•, and by the same computation above,
 (1.4) ExtrC(M,N) = Hr(HomC(M,N•), δ∗).
 We repeat the beginning of the argument: We have the following diagram:
 0→MεM−−−→ M0
 ϕ
 y ∃ϕ0
 y
 Nr−1 = N [r]−1δr−1−−−→ N [r]0 = Nr.
 Pick ϕ ∈ HomC(M,Nr) with δr ◦ ϕ = 0 (because ϕ has to be a part of the chainmap). We start constructing a lift ϕj : Mj → N [r]j. If we change ϕ by ϕ + δr−1 ◦ φfor φ ∈ HomC(M,Nr−1), the outcome is homotopy equivalent to the original lift (bydefinition), and we get
 ExtrC(M,N) =
 Ker(δr,∗ : HomC(M,Nr)→ HomC(M,Nr+1))
 δr−1,∗(HomC(M,Nr−1)).
 Thus we need to show that H•(HomC(M,N•), δ∗) is independent of the choice of theresolution N•. We take another resolution N ′•. Then applying the above argument,replacing (M•, N•, ϕ : M → N) by (N•, N ′•, id : N → N), we have a lift ι : N• →N ′• whose homotopy class is uniquely determined. Thus we have a unique map:[ι] : H•(HomC(M,N•)) → H•(HomC(M,N ′•)). Reversing this operation, we get[ι′] : H•(HomC(M,N ′•)) → H•(HomC(M,N•)). By the uniqueness of the lift up tohomotopy, we find that [ι] ◦ [ι′] = [idN ′] and [ι′] ◦ [ι] = [idN ]. This shows the twocohomology groups are canonically isomorphic.
 Since we have shown that ExtrC(M,N) is independent of the choice of M•, we
 can take the trivial resolution: 0 → MεM∼= M → 0. Then using this, it is easy
 to see that Ext1C(M,N) = Coker(δ0,∗) for δ0,∗ : HomC(M,N0) → HomC(M, Im(δ0)).
 Since N ↪→ N0 � Im(δ0) is an injective presentation, we see from Theorem 1.2 thatExt1
 C(M,N) ∼= EC(M,N) canonically. �
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 The proof of the above proposition shows
 Corollary 1.6. Let M,N ∈ C and 0 → M → M• (resp. 0 → N → N•) be aresolution in C (resp. a C–injective chain complex with augmentation from N). HereN• may or may not be a resolution. Then for every morphism ϕ : M → N , there isa chain map in C• ϕ• : M• → N• such that ϕ0 induces ϕ. The lift ϕ• is unique up tohomotopy equivalence.
 There is another consequence:
 Corollary 1.7. If N is a C–injective module, then ExtrC(M,N) = 0 for all M in C if
 r > 0.
 This follows from the fact that 0 → Nid−→ N → 0 is a C–injective resolution of N .
 Let L be a third Λ–module in C. We take a C–injective resolution 0→ L→ (L•, d).If g : N• → L• is a C–chain map of degree s, then
 g ◦ (∆ ◦ ∂ + δ ◦∆) = g ◦∆ ◦ ∂ + g ◦ δ ◦∆ = (g ◦∆) ◦ ∂ + d ◦ (g ◦∆).
 Thus g preserves homotopy equivalence. Thus g ◦ f : M• → L• for a chain mapf : M• → N• of degree r defines a homotopy class in Extr+s
 C (M,L), which dependsonly on classes [f ] ∈ Extr
 C(M,N) and [g] ∈ ExtsC(N,L). Thus we have
 Corollary 1.8. The composition of chain maps induces a bilinear form
 ExtrC(M,N) × Exts
 C(N,L) → Extr+sC (M,L).
 Proposition 1.9. Let 0 → Na−→ E
 b−→ L → 0 be an exact sequence in C. Thenwe have connection maps: Extr
 C(M,L) → ExtrC(M,N) and the following long exact
 sequence:
 ExtrC(M,N) → Extr
 C(M,E)→ ExtrC(M,L)
 → Extr+1C (M,N) → Extr+1
 C (M,E) → Extr+1C (M,L).
 Proof. Let 0→ (N•, δ) and 0 → (L•, d) be C–injective resolutions of N and L respec-tively. Just as a graded module, we put E• =
 ⊕∞j=0(Nj ⊕Lj) and we like to create a
 differential ∂ : E• → E• so that 0 → E → (E•, ∂) is an injective resolution of E. Ifwe can do this, we will have an exact sequence of complexes:
 0→ HomC(M,N•)→ HomC(M,E•)→ HomC(M,L•)→ 0,
 and then by Proposition 1.4, we have the desired long exact sequence from (1.4) inthe proof of Proposition 1.5, because Extr
 C(M,N) = Hr(HomC(M,N•)).We start from the following commutative diagram:
 0→ N ↪→ EεN ↓ ↙ ∃ε′N0.
 The existence of ε′ : E → N0 follows from the C–injectivity of N0. Then we defineεE : E → E0 = N0 ⊕ L0 by εE(e) = ε′(e)⊕ εL(b(e)). If εE(e) = 0, then εL(b(e)) = 0,and hence e ∈ Im(a), because εL : L→ L0 is injective. Writing e = a(n), we then see
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 0 = ε′(e) = ε′(a(n)) = εN(n) and hence n = 0 by the injectivity of εN . This showse = a(n) = 0. Thus εE is injective. We suppose that we have constructed an exactsequence:
 0→ EεE−→ E0
 ∂0−→ E1→ · · · → Ej
 so that the following diagram is commutative up to k ≤ j:
 (1.5)Nk−1 ↪→ Ek−1 = Nk−1 ⊕ Lk−1 � Lk−1
 δk−1 ↓ ∂k−1 ↓ ↓ dk−1
 Nk ↪→ Ek = Nk ⊕ Lk � Lk.
 Then we have the following commutative diagram:
 0→ Coker(δj−1) ↪→ Coker(∂j−1)δj ↓ ∃∂ ′ ↙Nj+1.
 We claim that the first row is exact. To see this, we apply the snake lemma to(1.5) for k = j − 1, which shows that the natural map: Im(∂j−1) = Coker(∂j−2) →Coker(dj−2) = Im(dj−1) is surjective. Again applying the snake lemma to:
 Im(δj−1) −−−→ Im(∂j−1) −−−→ Im(dj−1) −−−→ 0
 ∩y ∩
 y ∩y
 Nj −−−→ Ej −−−→ Lj ,
 we get the desired injectivity. Then the existence of ∂′ follows from the C–injectivityof Nj+1, and as before, we define ∂j : Ej � Coker(∂j−1) → Ej+1 by ∂j(x) = ∂′(x)⊕dj(bj(x)) for bj : Ej → Lj . We can check similarly as in the case of εL that ∂j as a map
 from Coker(∂j−1) to Ej+1 is injective. This shows that Ej−1∂j−1−−→ Ej
 ∂j−→ Ej+1 is exact.Thus by induction on j, we get the desired C–injective resolution 0→ E → E•. �
 Remark 1.1. In the above proof of Corollary 1.8, we have lifted a given exact sequence
 0 → N → Eb−→ L → 0 in C to an exact sequence of injective resolutions: 0 →
 N• → E• → L• → 0. Although we have used the surjectivity of b to do that,
 actually we can lift an exact sequence 0 → N → Eb−→ L to an exact sequence of
 complexes: 0 → N• → E• → L• in the following way: The above proof applied to0 → Im(b) → L → L/ Im(b) → 0 tells us that we can choose an injective resolutionL• so that any given injective resolution Im(b)• of Im(b) is embedded into L•. Thenapplying again the above proof to 0 → N → E → Im(b) → 0, we get an exactsequence 0 → N• → E• → Im(b)• → 0. Combinig with Im(b)• ↪→ L•, we get thedesired exact sequence: 0→ N• → E•→ L•.
 We have used an injective resolution of N to define ExtrC(M,N), and then it turns
 out ExtrC(M,N) = Hr(HomC(M,N•), δ∗). We can instead use a dual version (basi-
 cally reversing all arrows in the above construction and use a projective resolution of
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 M). Suppose here that C has enough projectives. A projective resolution of M is anexact sequence of C–projective modules Mj :
 · · · →Mj∂j−→Mj−1 → · · · →M0
 πM−−→M → 0.
 Then we consider the reversed complex:
 HomC(M•, N) =
 ∞⊕
 j=0
 HomC(Mj, N)
 with differentials ∂∗j : HomC(Mj−1, N) → HomC(Mj, N) given by sending a map
 (φ : Mj−1 → N) to (φ∂j : Mj → N). Then it turns out that
 (DF) ExtrC(M,N) ∼= Hr(HomC(M
 •, N), ∂∗).
 Actually this definition of the extension modules is more standard (see [HAL] IV.7-8,for example). The extension module Ext1
 C(M,N) is also related to the classificationof r–extensions, where an r–extension is an exact sequence:
 0→ N → Er → Er−1 → · · · → E1 →M → 0
 in C, but the description is not as straightforward as in the case of r = 0, 1 (see [HAL]IV.9).
 The dual version of Proposition 1.9 is given as follows:
 Proposition 1.10. We suppose (EP) . Let
 0→Ma−→ E
 b−→ L→ 0
 be an exact sequence in C. Then we have connection maps: ExtrC(M,N) → Extr
 C(L,N)and the following long exact sequence:
 ExtrC(L,N)→ Extr
 C(E,N)→ ExtrC(M,N)
 → Extr+1C (L,N)→ Extr+1
 C (E,N)→ Extr+1C (M,N).
 The proof is just a reverse (dual) of that of Proposition 1.9; so, we leave it to thereader (Exercise 1).
 The last remark in this section is that we can realize ExtrC(M,N) as a set of r–
 extension classes as already remarked. This construction extends to any category Csatisfying (C1–4) and the existence of long exact sequence is known in this generalcase (cf. [HAL] IV.9). Thus actually, the condition (EI) (or (EP)) is not necessaryto have a theory of ExtC.
 Exercises.
 (1) Give a detailed proof of Proposition 1.10.
 2. Group Cohomology Theory
 In this section, we study basic properties of group cohomology theory.
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 2.1. Cohomology of finite groups. Let G be a group. For any given commutativering A with identity, we define the group algebra A[G] by the set of all formal A–linearcombinations
 ∑g∈G agg of group elements g ∈ G. The product of the two elements
 in A[G] is given by: ∑
 g∈G
 agg ·∑
 h∈G
 bhh =∑
 g,h∈G
 agbhgh.
 Then A[G] is an A–algebra, whose identity is given by the identity of G. When G isfinite, for each A[G]–module M , we define Hr
 A(G,M) = ExtrA[G](A,M), where on A,
 G acts trivially, that is, ga = a for all a ∈ A and g ∈ G. Later we will extend thisdefinition to infinite G in a various way. For the moment, we assume that G is finite.
 To compute the cohomology group explicitly, we construct a standard projective
 resolution of A: Let An = A[
 n+1︷ ︸︸ ︷G×G× · · · ×G] and regard An as a A[G]–module by
 g(g0, · · · , gn) = (gg0, . . . , ggn). Then we define ∂n : An → An−1 by ∂n(g0, . . . , gn) =∑nj=0(−1)j(g0, . . . , gj, . . . , gn), where gj indicates gj to be removed. Since any element
 of An is a formal linear combination of (g0, . . . , gn), we extend ∂n to the whole An
 linearly. By definition, it is obvious that ∂n−1 ◦ ∂n = 0. Since An is an A[G]–freemodule with base (1, g1, . . . , gn), An is A[G]–projective.
 We define πA : A0 → A by πA(∑
 g agg) =∑
 g ag. We claim now that · · · → An →· · · → A0
 πA−→ A→ 0 is exact. To show this, we now define A–linear maps ∆n : An →An+1 by ∆n(g0, . . . , gn) = (1, g0, . . . , gn). Then it is a matter of computation that
 (2.1) ∂∆ + ∆∂ = idA• .
 for the complex A• =⊕∞
 n=0An. Thus the identity map is homotopy equivalent tothe 0–map in the category A–MOD• (not in A[G]–MOD•), and hence the identitymap of Hr(A•, ∂) is the zero-map if r > 0. This shows that
 H0(A•, ∂) = A and Hr(A•, ∂) = 0 if r > 0
 and that A•→ A→ 0 is a A[G]–projective resolution.
 We can always regard M as Z[G]–module. Thus we also have HrZ(G,M).
 Proposition 2.1. For each A[G]–module M , we have a canonical isomorphism:
 HrA(G,M) ∼= Hr
 Z(G,M).
 Proof. By (DF) in 1.4, we have HrA(G,M) = Hr(HomA[G]•(A
 •,M), ∂∗). Since A• =Z• ⊗Z A by definition, we have (see Exercise 2-3)
 HomZ[G]•(Z•,M) ∼= HomA[G](Z• ⊗Z A,M ⊗A A) = HomA[G](A•,M).
 The first isomorphism is given by associating to f : Zn → M a linear map fA :Zn ⊗A A→ M ⊗A A = M such that fA(z ⊗ a) = af(z). Using the Z[G]–freeness ofZn, it is easy to check that f 7→ fA is an isomorphism. This shows that
 HrA(G,M) = Hr(HomA[G]•(A
 •,M)) = Hr(HomZ[G]•(Z•,M)) = HrZ(G,M),
 as desired. �
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 Thus, there is no need to specify the base ring A in the definition of HrA(G,M); so,
 we write just Hr(G,M) for this module (although we need to keep in mind that thedefinition Hr(G,M) = Extr
 A[G](A,M) works only for A[G]–modules M).
 Corollary 2.2. If G is a finite group and M is a finite G–module, then Hr(G,M) isa finite module.
 Proof. Let A be the center of EndZ[G](M), which is a finite ring. Then M is anA[G]–module. The standard resolution A• → A→ 0 is made of finite modules. Theneach component of the complex HomA[G]•(A
 •,M) is again a finite module. ThusHr(G,M) = Hr(HomA[G]•(A
 •,M), ∂∗) is a finite module. �
 There is another standard projective resolution A• of A in A[G]–MOD (which iscalled the standard inhomogeneous resolution) given as follows: We put An = An butlet G act (inhomogeneously) on An, which is a bit different from the homogeneousaction on An, by
 g(g0, . . . , gn) = (gg0, g1, . . . , gn).
 Then again An is a A[G] free module with basis [g1, . . . , gn] = (1, g1, . . . , gn). Inparticular, A0 is the rank one free A[G] module generated by [ ] = (1). Define thedifferential ∂n : An → An−1 by
 ∂n([g1, . . . , gn]) = g1[g2, . . . , gn]
 +
 n−1∑
 j=1
 (−1)j[g1, . . . ,j
 gjgj+1, . . . , gn] + (−1)n[g1, . . . , gn−1].
 The augmentation: A0 → A is given by the degree map πA as in the case of homoge-neous chain complex (this is all right, because A0 = A0 as A[G]–module, that is, thehomogeneous and inhomogeneous actions are the same at degree 0). Again we haveidA• = ∂∆ + ∆∂ for the following A–linear maps:
 ∆−1(1) = [ ], ∆n((x0, x1, . . . , xn)) = [x0, x1, . . . , xn].
 This shows that A• is a projective resolution of A in A[G]–MOD.
 Since φ ∈ HomA[G](An,M) for an A[G]–module M is determined by its values atthe base {[x1, . . . , xn]}, we can identify HomA[G](An,M) with the space Cn(M) of all
 functions φ :
 n︷ ︸︸ ︷G ×G× · · · ×G→M . Thus by evaluation at the standard base,
 (HomA[G]•(A•,M), ∂∗) ∼= (C•(M) =
 ⊕
 n≥0
 Cn(M), δ),
 where
 δn−1(φ)(x1, . . . , xn) = x1φ(x2, . . . , xn)
 +n−1∑
 j=1
 (−1)jφ(x1, . . . , xjxj+1, . . . , xn) + (−1)nφ(x1, . . . , xn−1).

Page 18
                        

GALOIS COHOMOLOGY 18
 We call a function φ an n–cocycle (resp. n–coboundary) if δn(φ) = 0 (resp. φ =δn−1(ψ)). From this, we find
 u ∈ Ker(δ1) ⇐⇒ u(gh) = gu(h) + u(g)
 for all g, h ∈ G andδ0(m)(g) = (g − 1)m
 for some m ∈M . Thus for a finite group G
 (2.2) H0(G,M) = {m ∈M |gm = m ∀g ∈ G},
 H1(G,M) ={u : G→M |u(gh) = gu(h) + u(g)}
 {g 7→ (g − 1)m|m ∈M} .
 In particular, for A with the trivial G–action,
 H1(G,A) = Homgp(G,A).
 When G is a finite cyclic group generated by g, we have a very simple projectiveresolution of Z: We define Cn = Z[G] for all n. Then we define ∂2n : C2n+1→ C2n by∂2n(x) = (g− 1)x and ∂2n−1 : C2n → C2n−1 by ∂2n−1(x) = NGx =
 ∑h∈G hx. We leave
 the reader to check that C• with augmentation C0 → Z given by∑
 h ahh 7→∑
 h ah
 is a resolution. From this, we get
 Proposition 2.3. Suppose that G is a finite cyclic group generated by g. Then
 H2n(G,M) ∼= MG/NGM and H2n−1(G,M) = Ker(NG : M →M)/(g − 1)M
 for all n > 0.
 Remark 2.1. If G is a topological (possibly infinite) group, that is, the multiplication:(g, h) 7→ gh and the inverse g 7→ g−1 are supposed to be continuous, we can think ofcontinuous G–modules M . That is, a G–module M with a topology given, and werequire the action G ×M → M given by (g,m) 7→ gm is continuous. Then we candefine a subcomplex C•
 ct(M) ⊂ C•(M) by requiring continuity to elements in C•(M).Obviously the differential δ sends C•
 ct(M) into itself, giving rise to a differential ofC•
 ct(M). The continuous cohomology H•ct(G,M) is defined by H•(C•
 ct(M), δ). Bydefinition, the inclusion C•
 ct(M) ↪→ C•(M) induces a canonical map H•ct(G,M) →
 H•(G,M). Here note that this map of the two cohomology groups may not beinjective and may not be surjective either. Suppose that G is a profinite grouptopologically generated by an element g of infinite order and that M is a discreteG–module. Then we claim
 (2.3) H1ct(G,M) ∼= M/(g − 1)M.
 Let us prove the claim. For each continuous 1–cocycle u : G→M , we see easily thatu(gn) = (1 + g + · · · + gn−1)u(g) for 0 < n ∈ Z and u(g−1) = −g−1u(g). Thus for agiven x ∈ M , we define a map u : H = {gn|n ∈ Z} → M by the above formula. Wecan easily check that u is a 1–cocycle of H and is continuous under the topology onH induced by G, if M is discrete. Thus by continuity, u extends to a 1–cocycle on G.Then u 7→ u(g) induces the isomorphism (2.3). We will see later that H2
 ct(G,M) = 0
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 if G is a profinite group topologically generated by an element g of infinite order andM is a discrete G–module.
 Let U be a subgroup of G of finite index. We consider the following isomorphismfor Z[U ]–module M :
 (2.4) η : HomZ[G]•(Z•,HomZ[U ](Z[G],M)) ∼= HomZ[U ]•(Z•,M).
 The isomorphism η is given by the equation η(ϕ)(x) = (ϕ(x))(1) (Exercise 5). Themodule HomZ[U ](Z[G],M) is considered to be a Z[G]–module by gϕ(x) = ϕ(xg). ThenZ• is also a Z[U ]–projective resolution of Z, because Z[G] is a Z[U ]–free module. Wehave
 (2.5) H•(G,HomZ[U ](Z[G],M)) ∼= H•(HomZ[U ]•(Z•,M)) = H•(U,M).
 Choosing a coset decomposition G =⊔
 ξ∈Ξ Uξ, we see that Z[G] is a Z[U ]–free module
 with basis Ξ. We consider a linear map θ : HomZ[U ](Z[G],M) → M given by ϕ 7→∑ξ∈Ξ ξ
 −1ϕ(ξ). The map θ is well defined independent of the choice of Ξ because
 (uξ)−1ϕ(uξ) = ξ−1u−1ϕ(uξ) = ξ−1ϕ(ξ) for all u ∈ U . For each g ∈ G, ξg = ugξg forug ∈ U and ξg ∈ Ξ. The map: ξ 7→ ξg is a permutation on Ξ. Then we have
 θ(gϕ) =∑
 ξ
 ξ−1ϕ(ξg) =∑
 ξ
 ξ−1ugϕ(ξg)
 =∑
 ξ
 (u−1g ξ)−1ϕ(ξg) =
 ∑
 ξ
 (ξgg−1)−1ϕ(ξg) = gθ(ϕ).
 This shows that θ is a morphism of Z[G]–module. In particular, we have a linearmap:
 (2.6) trfG/U : H•(U,M) = H•(G,HomZ[U ](Z[G],M))H•(θ)−−−→ H•(G,M),
 which is called the transfer map. We define the restriction map resG/U : H•(G,M)→H•(U,M) by restricting the G–cocycle to H.
 Proposition 2.4. We have trfG/U ◦ resG/U(x) = [G : U ]x. In particular, we have
 (1) If M is finite and |G| and |M | are mutually prime, them Hq(G,M) = 0 forq > 0.
 (2) If resG/U (x) = 0 for p-Sylow subgroups U for each prime factor p of |G|, thenx = 0 in Hq(G,M) (q > 0).
 Proof. The identity that trfG/U ◦ resG/U(x) = [G : U ]x follows easily from the fact
 that θ ◦ res is the scalar multiplication by [G : U ]. We write g = |G| =∏
 p pe(p).
 Then for g(p) = g/pe(p), g(p)x = trfG/U ◦ resG/U (x) = 0 for a p–Sylow subgroup U .
 Since the greatest common divisor of {g(p)}p is 1, we can find integers mp such that∑pmpg
 (p) = 1, and hence x =∑
 p mpg(p)x = 0, which shows (2). As for (1), take
 U to be the trivial subgroup made of the identity. Then the multiplication by |G| isan automorphism on cocycles, since |G| is prime to |M |. The cohomology of trivialgroup vanishes for positive degree, because 0→ Z→ Z→ 0 is a projective resolution
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 of Z. Thus resG/U (x) = 0, and hence 0 = trfG/U ◦ resG/U (x) = |G|x implies x = 0.This shows (1). �
 Exercises.
 (1) Give a detailed proof of (2.1).(2) For any A–module M , show M ⊗A A ∼= M canonically.(3) For any Z[G]–free module X and any A[G]–module M , show
 HomZ[G](X,M) ⊗A A = HomA[G](X ⊗Z A,M).
 (4) Define ϕ• : A•→ A• and ψ• : A• → A• by
 ϕn((g1, . . . , gn)) = [g1, g−11 g2, . . . , g
 −1n−1gn]
 and
 ψn([g1, . . . , gn]) = (g1, g1g2, . . . , g1g2 · · · gn).
 Show that they are chain maps, ϕ• ◦ ψ• = idA• and ψ• ◦ ϕ• = idA•.(5) Prove (2.4).
 2.2. Tate cohomology groups. Now we would like to define the Tate cohomologygroup for finite G, which is a modification of the usual cohomology groups but allowsnegative degree. We choose a Z[G]–free (so projective) resolution (C•, ∂)
 e−→ Z. Forexample C• = Z• satisfies this condition. We suppose that Cn is free of finite rank
 over Z[G] (and hence is free of finite rank over Z). We write Cn = HomZ(Cn,Z) andmake it into a G–module by gφ(x) = φ(g−1x). Since Cn is Z[G]–free, take a baseu1, . . . , ur over Z[G]. Then {guj|g ∈ G} is a Z–base of Cn. We take the dual base guj
 of Cn so that gui(huj) is 1 or 0 according as g = h, i = j or not. This shows that Cn
 is Z[G]–free of finite rank. We have the transpose ∂tp : Cp−1 → Cp of the differential
 ∂p : Cp→ Cp−1. We now connect (C•, ∂)e−→ Z
 te−→ (C•, ∂t) as follows: Define
 (Cp, δp) =
 (Cp, ∂p) if p > 0
 (C0,te ◦ e) if p = 0
 (Cp+1, ∂t−p) if p < 0.
 It is easy to check that (C•, δ) gives a long exact sequence of Z[G]–free modules(Exercise 1). We then define
 (2.7) H•T (G,M) = H•((HomZ[G]•(C
 •,M), δ∗)).
 The above cohomology group is independent of the choice of the free resolution by the
 argument (based on Z[G]–projectivity of Cn for all n) given in the previous section.
 Theorem 2.5. We have
 HqT (G,M) =
 Hq(G,M) if q > 0
 MG/NGM if q = 0
 Ker(NG)/DGM if q = −1,
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 where the norm map NG : M → M is given by NG(m) =∑
 g∈G gm and DGM =∑g∈G(g − 1)M . Moreover H−2
 T (G,Z) = Gab, where Gab is the maximal abelian quo-tient of G.
 Proof. The assertion for q > 0 follows from the definition, because (Cn, δn) = (Cn, ∂n)
 for n > 0. Since C1∂0−→ C0
 e−→ Z→ 0 is exact, we have another exact sequence:
 C−2δ−2←−− C−1
 te←− Z← 0.
 Note that M ⊗Z[G] Cn∼= HomZ[G](Cn,M) by ν : m ⊗ c 7→ (φ 7→
 ∑g∈G φ(gc)gm)
 for φ ∈ Cn = HomZ(Cn,Z) (Exercise 2). Then we have the following commutativediagram:
 δ−2−→ HomZ[G](C0,M)te∗−−−→ HomZ[G](Z,M)
 e∗−−−→ HomZ[G](C0,M)
 δ0−→
 ox ν
 xx0
 id⊗∂1−→ M ⊗Z[G] C0 −−−→id⊗e
 M ⊗Z[G] Z −−−→ 0,
 where the lower sequence is exact and ν(m ⊗ n) =∑
 g∈G ngm is the one defined
 above. Note that M ⊗Z[G] Z = M/DGM and HomZ[G](Z,M) = MG. This shows thatH0
 T (G,M) = MG/NGM and H−1T (G,M) = Ker(NG)/DGM . To computeH−2
 T (G,M),we use inhomogeneous standard projective resolution Z• � Z. Note that id⊗∂0(m⊗g) = (g − 1)m. Thus if M = Z, id⊗∂0 is the zero map. Then
 H−2T (G,Z) =
 Ker(id⊗∂0 : Z⊗Z[G] Z[G2]→ Z)
 〈[g]− [hg] + [h]〉g,h∈G=
 Z[G]
 〈[g]− [hg] + [h]〉∼= Gab
 by∑
 g∈G ng[g] 7→∏
 g∈G gng mod (G,G), because [g]− [hg] + [h] is sent to the com-
 mutator (g, h) by this map. �
 Since the Tate cohomology is computed by using any free (finite rank) resolution,when G is cyclic, we can take the special resolution in Proposition 2.3. Then oneverifies that Proposition 2.3 is still valid for Hq
 T (G,M) (including negative q) in placeof Hq(G,M).
 Theorem 2.6. Let M be a G–module for a finite group G. Suppose that there existsan index k ∈ Z such that Hk
 T (U,M) = Hk+1T (U,M) = 0 for all subgroups U of G.
 Then HqT (U,M) = 0 for all subgroups U and q.
 Proof. First suppose that k = 1. By Proposition 2.4, we may assume that G has aprime power order. Thus G is a nilpotent group. We have a proper normal subgroupH of G such that G/H is cyclic. We proceed by induction of the order of G. Byassumption, Hq(H,M) = 0 for q = 1, 2. We have the restriction-inflation exactsequence (Theorem 2.15):
 0→ Hq(G/H,MH )→ Hq(G,M) → Hq(H,M)
 for q = 1, 2. By induction of the order of G, the vanishing of Hq (q = 1, 2) forsubgroups of G is equivalent to that for subgroups of the cyclic G/H. Thus we
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 may assume that G is cyclic. Then the assertion for q = 1, 2 follows from Propo-sition 2.3. To treat the general case, take an injective presentation M ↪→ I � Sof Z[G]–modules. As we will see later, we may assume that I is Z[U ]–injective forall U . Then by long exact sequence and the vanishing Hq(U, I) = 0 for all q > 0,we have Hq−1(U,S) ∼= Hq(U,M). Thus we can bring the higher “q” case down toq = 1, 2 replacing M by S. This shows the case k > 0. We can instead use theprojective presentation: T ↪→ P � M . Then Hq
 T (U,M) ∼= Hq+1T (U, T ). Since the
 Tate cohomology is defined by using projective resolution, this shift of degree is validfor all degree q including negative ones. By this, again we can bring the “q ≤ 0” caseinto the “q = 1, 2” case. �
 Theorem 2.7 (J. Tate). Suppose that G is a finite group. If for a G–module C andfor all subgroups U of G,
 (1) H1(U,C) = 0 and(2) H2(U,C) is a cyclic group of order |U |,
 then for all subgroup U of G, Hk(U,Z) ∼= Hk+2(U,C) for all k > 0.
 Actually, this theorem can be generalized to torsion-free G–module M under theassumption of the theorem as follows:
 Hk(U,M) ∼= Hk+2(U,M ⊗Z C)
 for all k > 0. For the proof of this generalized version, see [CLC] IX.8.
 Proof. We first assume, shifting the degree by 1, thatH0T (U,M) = 0 for all subgroup U
 of G and H1(U,M) is a cyclic group of order |U |. Let z ∈ H1(G,M) = Ext1Z[G](Z,M)
 be a generator. Thus we have the corresponding extension: M ↪→ M � Z of Z[G]–modules. The associated long exact sequence is: · · · → H0
 T (U,M) → H0T (U,M) →
 H0T (U,Z) → · · · . Note that H0
 T (U,Z) = Z/|U |Z. We write its generator as 1U . Bythe definition of M , δ(1U) = zU is a generator of H1(U,M). Thus the connectingmap δ : H0
 T (U,Z)→ H1(U,M) is an isomorphism. Since H1(U,Z) = HomZ(U,Z) = 0because |U | <∞, we have H1(U,M) = H0
 T (U,M) = 0. This shows, by the theoremjust before this one, that Hq
 T (U,M ) = 0 for all q. Thus Hk(U,Z) ∼= Hk+1(U,M).To prove the theorem, we take an injective presentation C ↪→ I � S. We may as-
 sume that I remains Z[U ]–injective. Since HqT (U, I) = Extq
 Z[U ](Z, I) = 0, by the
 cohomology exact sequence: HqT (U,S) ∼= Hq+1(U,C). Thus by the assumption,
 H0T (U,S) = 0 for all subgroup U ⊂ G, and H1(U,S) is cyclic of order |U |. Ap-
 plying the above argument to M = S, we get
 Hk(U,Z) ∼= Hk+1(U,S) ∼= Hk+2(U,C),
 which is what we wanted. �
 Exercises.
 (1) Prove Cn−1δn−1−−→ Cn
 δn−→ Cn+1 is exact for all n ∈ Z if (C•, ∂) � Z is aZ[G]–free resolution such that rankZ Cn <∞ for all n ≥ 0.
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 (2) Show thatM⊗Z[G]Cn∼= HomZ[G](Cn,M) by ν : m⊗c 7→ (φ 7→
 ∑g∈G φ(gc)gm)
 for φ ∈ Cn = HomZ(Cn,Z).
 2.3. Continuous cohomology for profinite groups. We fix a profinite group G.Let C be the category of discrete G–modules. Discrete G–modules M means that Mhas a discrete topology and that it has a continuous action of G. The morphismsof the category C are homomorphisms of Z[G]–modules, because continuity underdiscrete topology does not impose any restrictions. Thus Coker(f) and Ker(f) for amorphism f : M → N in C are again objects in C (see Exercise 1). Therefore C is anabelian category.
 Let U be the system of neighborhoods of 1 ∈ G made of normal open subgroups.Then it is easy to check:
 (2.8) M is a discrete G–module ⇐⇒ M =⋃
 U∈U
 MU ,
 where MU = {m ∈ M |gm = m ∀g ∈ U}. From this, A[G] is not an object ofC (see Exercise 3) if G is infinite, hence there is no A[G]–free modules in C if Gis infinite. This shows basically no A[G]–projective modules in C. However, for thespace C(G/U, I) of all functions φ : G/U → I, IG =
 ⋃U∈U C(G/U, I) for any injective
 Z–module I is actually C–injective (see Proposition 2.8). Here we let G act on IG
 by gφ(h) = φ(hg). In this way, one can prove that C has enough injectives (seeProposition 2.8). We define Hq
 C(G,M) = ExtqC(Z,M). By definition,
 (2.9) H0C(G,M) = Ext0
 C(Z,M) = HomZ[G](Z,M) ∼= MG
 by HomZ[G](Z,M) 3 φ 7→ φ(1) ∈MG.
 The above fact (2.9) and (1.4) tell us that for a C–injective resolutionM ↪→ (M•, ∂),
 (2.10) H•(G,M) = H•(H0(G,M•), ∂).
 Since each member Mj of M• is an object of C, for open normal subgroups U ⊂ G,M• =
 ⋃U∈U(M•)U .
 Let I be a C–injective module. Then for each G/U–modules M ⊂ N , regardingthem as G–modules via the projection: G → G/U , any C–morphism i : M → I canbe extended to a C–morphism j : N → I. Since j(n) = j(un) = uj(n) for ∀n ∈ Nand ∀u ∈ U , j has values in IU . Similarly i has values in IU . Thus we have foundthat any morphism i : M → IU can be extended to j : N → IU . Thus we have
 (2.11) IU is Z[G/U ]–injective if I is C–injective.
 Now start from an injective system (IU , ιU,V : IU → IV )U,V ∈U of Z[G/U ]–injectivemodules IU . Then we claim
 (2.12) I = lim−→U∈U
 IU is C–injective if the maps ιU,V are all injective.
 Let us prove this: Let M ⊂ N be an inclusion in C with a C–morphism α : M → I.Then MU ⊂ NU and αU : MU → I. First suppose that MU is finitely generatedas a Z[G]–module. Then Im(αU) ⊂ IV (U) for sufficiently small V = V (U) ∈ U . We
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 may assume that V (U) ⊂ U . Then by the Z[G/V ]–injectivity of IV , αU extends toβU : NU → IV . If U ′ ⊂ U , we have the corresponding V ′ = V (U ′) ⊂ V = V (U) asabove. Then the following diagram is commutative:
 NU ⊂−−−→ NU ′ βU ′−−−→ IV ′
 ∪x ∪
 xx‖
 MU −−−→⊂
 MU ′ αU ′−−−→ IV ′ .
 Applying above argument to NU ′, we may assume that βU : NU → IV (U) satisfies
 ιV (U),V (U ′)βU = βU ′. Then taking an injective limit of βU , we get an extension β :N → I of α. In general, the module M can be written as a union of M =
 ⋃j Mj such
 that MUj is a Z[G/U ]–module of finite type. Then first we apply the above argument
 to each Mj, and then taking the limit of extensions of α to N , we can extend α toN . This shows the claim. �
 Let J be a Z–module and Λ be a ring (possibly non-commutative). Write ? foran indeterminate object in Λ–MOD. Then we have an isomorphism of functorsη? : HomΛ(?,HomZ(Λ, J)) → HomZ(?, J) given by ηA(ϕ)(a) = ϕ(a)(1) (Exercise 4).Suppose that J is Z–injective (any divisible module is Z–injective). We would like toprove that I = HomZ(Λ, J) is Λ–injective, where λ ∈ Λ acts on φ : Λ→ J by λφ(x) =φ(xλ). Let M ⊂ N be Λ–modules. For all α : M → I, α ∈ HomΛ(M,HomZ(Λ, J)) ∼=HomZ(M,J). By the Z–injectivity, we can extend ηM(α) : M → J to β ′ : N → J .Then for β such that ηN (β) = β ′, β : N → I is an extension of α.
 We take J = Q/Z. Then any cyclic Z–module 〈a〉 generated by a has a homo-morphism φa : 〈a〉 → J such that φa(a) 6= 0. For example, if the order of a is aninteger N , we just define φ(ma) = m
 Nmod Z. If the order of a is infinite, we just
 take any x 6= 0 in J and put φ(ma) = mx. For any given Λ–module M and m ∈M ,we have a non-zero map φm : 〈m〉 → J , which extends to a linear map Φm : M → Jby the Z–injectivity of J . Then η−1
 M (Φm) = ϕm : M → I is a Λ–linear map withϕm(m) 6= 0. We define ιM : M → IM =
 ∏0 6=m∈M Im by ιM (x) =
 ∏m ϕm(x), where
 Im = I. Obviously the product∏
 0 6=m∈M Im is an injective module, and hence we getan injective presentation of M in Λ–MOD.
 Proposition 2.8. The category Λ–MOD has enough injectives.
 Let M ∈ C. We apply the above argument to ΛU = Z[G/U ] for MU . We have aninjective presentation of ΛU–module
 0→MU ↪→ IMU =∏
 m∈M−{0}
 HomZ(Z[G/U ], J).
 If V ⊂ U , then we have a projection πV,U : G/V → G/U which induces a ringhomomorphism πV,U : Z[G/V ]→ Z[G/U ], which is a surjection. Then by pull-back,we have an inclusion iU,V = π∗
 V,U : HomZ(Z[G/U ], J) → HomZ(Z[G/V ], J), which isan injection. Then we can define ιU,V : IMU ↪→ IMV so that ιU,V coincides with iU,V on
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 the component HomZ(Z[G/U ], J) indexed by m ∈MU and outside such components,the map is just a zero map. Plainly, we have a commutative diagram:
 MU −−−→ IMUyy
 MV −−−→ IMV .
 Taking the injective limit with respect to U ∈ U , we get an injective presentation:
 ιM = lim−→U
 ιMU : M ↪→ lim−→U
 IMU = IM .
 We note here that the above module IM is divisible by definition.
 Corollary 2.9. The category of discrete G–modules C has enough injectives. More-over, for each object M ∈ C, we have an injective resolution M ↪→ M• such thatM• is divisible and is given by
 ⋃U∈U M
 •U for an injective resolution M•
 U of MU inZ[G/U ]–MOD. In particular, this shows
 H•C(G,M) ∼= lim−→
 U∈UH•(G/U,MU ) ∼= H•
 ct(G,M).
 Proof. We first prove the first identity. Pick Z[G/U ]–injective resolution MU ↪→ I•Uof MU for each U ∈ U . If V ⊂ U , we have a lift i•U,V : I•U → I•V of the inclusion:
 MU ↪→ MV , which is unique modulo homotopy equivalence. Thus i•U,V induces a
 unique map of cohomology groups, called the inflation map infU/V : H•(G/U,MU )→H•(G/V,MV ) independently of the resolution. Thus lim−→U∈U H
 •(G/U,MU ) is well
 defined. In particular, the explicit resolution constructed just above the corollary, wecall it the standard injective resolution, identifies it with H•
 C(G,M).At finite group level, we can compute H•(G/U,MU ) by using the inhomogeneous
 standard projective resolution of Z•U in Z[G/U ]–MOD. Again for V ⊂ U , the pro-
 jection G/V � G/U induces a surjection Z•V � Z•
 U . This shows the injective system(H•(G/U,MU ))U∈U induced by this projection of the projective resolutions coincideswith that induced by the standard injective resolutions. For any continuous mapφ : Gn → M , Gn =
 ⋃m∈M φ−1(m). Since M is discrete, φ−1(m) is an open set. By
 the compactness of Gn, there is finitely many mi ∈M such that Gn =⋃
 miφ−1(mi).
 Thus φ is locally constant, and therefore, there exists a small U ∈ U such that φfactors through (G/U)n. Thus any continuous cocycle or coboundary can be re-garded as a cocycle or coboundary of G/U for sufficiently small U . This shows thatH•
 ct(G,M) = lim−→U∈U H•(G/U,M). �
 Corollary 2.10. Let G be a profinite group topologically generated by an element g ofinfinite order. Let M be a torsion discrete G–module. Then we have H2
 ct(G,M) = 0.
 Proof. By the assumption, G = lim←−nGn for cyclic groups Gn with |Gn| → ∞ as
 n→∞. Let Kn be the kernel of the projection G � Gn. By Proposition 2.3, we haveH2(Gn,M) ∼= MGn/NGnM . We can check easily from the proof of Proposition 2.3,for m > n,
 infm,n : H2(Gn,MKn) = MG/NGnM
 Kn →MG/NGmMKm = H2(Gm,M
 Km)
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 is induced by the norm map given by NKn/Km(x) =∑
 γ∈Kn/Kmγx = (Kn : Km)x for
 x ∈ MG. Since G is torsion-free, if a prime p divides |Gn| for some n, then for anygiven N > 0, we can find M � 0 such that pN |(Kn : KM ). This shows that for agiven n and x ∈MG, NKn/Km(x) = 0 for sufficiently large m > n, sinceM is a torsionmodule. Thus H2
 ct(G,M) = lim−→nH2(Gn,M
 Kn) = 0. �
 We have from Proposition 1.9
 Corollary 2.11. Let 0 → M → N → L → 0 be an exact sequence of discreteG–modules. Then we have a long exact sequence:
 Hqct(G,M) → Hq
 ct(G,N)→ Hqct(G,L)
 δ−→ Hq+1ct (G,M)→ Hq+1
 ct (G,N)→ Hq+1ct (G,L).
 Remark 2.2. Corollary 2.9 shows
 Ext•C(Z,M) = H•C(G,M) ∼= lim−→
 U∈UH•(G/U,MU ) = lim−→
 U∈UExt•Z[G/U ](Z,MU ).
 The exactly the same argument gives a slightly general result:
 ExtC(N,M) ∼= lim−→U∈U
 ExtZ[G/U ](N,MU )
 for any discrete G–module N of finite type. Here U runs over all open normal sub-groups of G fixing N element by element. Since N is of finite type, there exists anopen normal subgroup of G fixing N .
 For open subgroups V ⊂ U of G, we can think of the category of discrete U–modulesCU . Each U–module M can be regarded naturally a V –module. Let M ↪→M•
 V be aCV –injective resolution. We have a lift i• : M•
 U → M•V of the identity id : M → M ,
 which is unique up to homotopy. The induced map of cohomology group H•(id) :H•
 ct(U,M) → H•ct(V,M) is called the restriction map and written as resU/V . As
 usual, resU/V does not depends on the choice of the resolution, coincides with therestriction map defined in the previous subsection and satisfies resV/W ◦ resU/V =resU/W (Exercise 5).
 If M and N are G–modules, then HomZ(M,N) is again a G–module by gφ(m) =gφ(g−1m). Then by definition, HomZ(M,N)G = HomZ[G](M,N). Even if M,N ∈ C,Hom(M,N) may not be in C. We remedy this by definining
 Hom(M,N) =⋃
 U∈U
 HomZ(M,N)U ,
 which is a discrete G–module by (2.8). When M is finitely generated over Z, thenthe image of its generator under φ ∈ HomZ(M,N) falls in NU for some small U ∈ U .Therefore in this case, Hom(M,N) = HomZ(M,N).
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 Proposition 2.12. Let 〈 , 〉 : M×N → P be a bilinear pairing of discrete G–modules.Suppose that 〈gm, gn〉 = g〈m,n〉 for all g ∈ G and that N is finitely generated as aZ[G]–module. There are canonical morphisms:
 Hrct(G,M) → Hr
 ct(G,Hom(N,P )) → ExtrC(N,P ).
 If one of the following three conditions is satisfied:
 (1) N is Z–free of finite rank;(2) P is divisible;(3) P is a p–divisible (discrete) Zp[G]–module for a prime p,
 then
 Hrct(G,Hom(N,P )) ∼= Extr
 C(N,P ).
 Proof. The first morphism is induced by the natural map: M → Hom(N,P ) which isin turn induced by the pairing. To see the second, we first assume that N is Z–freeof finite rank. For any C–injective I, we claim that Hom(N, I) is C–injective, aslong as N is Z–free of finite rank. By our assumption on N , we have HomZ(N, I) =Hom(N, I). We have a canonical isomorphism (Exercise 4):
 HomZ[G](M,Hom(N, I)) ∼= HomZ[G](M ⊗Z N, I).
 Since N is torsion-free, it is Z–flat, and henceM 7→M⊗ZN preserves exact sequence.Note that I is C–injective if and only if M 7→ HomZ[G](M, I) = HomC(M, I) preservesexact sequences. Thus the composite functor
 M 7→M ⊗Z N 7→ HomC(M ⊗Z N, I) = HomZ[G](M,Hom(N, I))
 preserves exact sequence. This shows that Hom(N, I) is C–injective, as long as N isZ–free of finite rank.
 We continue to assume that N is Z–free of finite rank. Thus we may assume N ∼=Zn. Then Hom(N, I) = In. Thus for an injective resolution P ↪→ P •, Hom(N,P •) ∼=(P •)n and henceHom(N,P ) ↪→ Hom(N,P •) is an injective resolution of Hom(N,P ).We choose another C–injective resolution: Hom(N,P ) ↪→ Hom(N,P )•, which couldbe different from Hom(N,P •). Since Pj is C–injective, Hom(N,Pj ) is C–injective.Thus we have lifts
 i• : Hom(N,P )• → Hom(N,P •) and j• : Hom(N,P •)→ Hom(N,P )•
 of id : Hom(N,P )→ Hom(N,P ), which are unique up to homotopy and are mutuallyan inverse of each other. Then we have
 H•(i) : H•(G,Hom(N,P )) = H•(HomC(Z,Hom(N,P •)))∼= H•(HomC(N,P
 •)) = Ext•C(N,P ),
 which is the desired isomorphism.For a general N , to create the desired map: Hq
 ct(G,Hom(N,P )) → ExtqC(N,P ), we
 need to study double complexes, which yield an appropriate spectral sequence givingrise to the map (see [ADT] 0.3). Here we avoid the use of the spectral sequence, andwe instead consider the category C• of complexes made of objects in C. Since C is an
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 abelian category with enough injectives, so is C•. For any object X in C, we take a C•–injective resolution Hom(X,P •)• of the complex Hom(X,P •) in C•: Write ∂ for thedifferential ofHom(X,P •)• coming from inner P • and δ for the outer one. We then de-fine a new complex HOM(X,P )• by putting HOM(X,P )` =
 ⊕j+k=` Hom(X,Pj)k.
 The new differential ∆` is given by δk + (−1)k∂j on Hom(X,Pj)k. It is easy tocheck that ∆ ◦ ∆ = 0. Then the projection p : HOM(X,P )• = Hom(X,P •)• �Hom(X,P •) is a morphism of complexes: HOM(X,P )• → Hom(X,P •) up to sign,and inclusion i : Hom(X,P )• ↪→ HOM(X,P )• is also a morphism in C•. Then thecomposite p ◦ i for X = N is the desired map.
 To show the above construction is compatible with the one we gave for Z–free N ,we take a presentation N1 ↪→ N0 � N of Z[G]–modules with Z–free Nj (j = 0, 1) (offinite rank). This is possible if N is of finite type over Z[G] because generators of Nis fixed by an open normal subgroup U . Then we look at the exact sequence in C•:
 0 −→ Hom(N,P •) −→ Hom(N0, P•) −→ Hom(N1, P
 •).
 We take an injective resolution in C• of each term of the above sequence so that thefollowing diagram is commutative:
 0 −→ Hom(N,P •)• −−−→ Hom(N0, P•)• −−−→ Hom(N1, P
 •)•yy
 y0 −→ Hom(N,P •) −−−→ Hom(N0, P
 •) −−−→ Hom(N1, P•).
 The argument in Remark 1.1 applied to C• (in place of C there) shows the existenceof such C•–injective resolutions. Since homotopy equivalence with respect to δ (or∂) gives rise to that with respect to ∆, we have the following commutative diagram(unique up to homotopy equivalence):
 0 −→ Hom(N,P )• −−−→ Hom(N0, P )• −−−→ Hom(N1, P )•yy
 y0 −→ HOM(N,P )• −−−→ HOM(N0, P )• −−−→ HOM(N1, P )•y
 yy
 0 −→ Hom(N,P •) −−−→ Hom(N0, P•) −−−→ Hom(N1, P
 •).
 Removing the middle sequence, we know that the right two vertical maps are lifts ofthe identities of Hom(Nj, P ). Thus the map at the extreme left is induced by thelifts of the identity for Z–free Nj . Thus our construction is compatible with the onefor Z–free G–modules, and the map is unique up to homotopy.
 Suppose 0 → Hom(N,P ) → Hom(N0, P ) → Hom(N1, P ) → 0 is exact. Thus,writing H•(X) (resp. E•(X)) for H•(G,Hom(X,P )) (resp. Ext•C(X,P )), we have a
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 following commutative diagram of long exact sequences:
 Hr−1(N0) −−−→ Hr−1(N1) −−−→ Hr(N) −−−→ Hr(N0) −−−→ Hr(N1)
 oy o
 yy o
 y oy
 Er−1(N0) −−−→ Er−1(N1) −−−→ Er(N) −−−→ Er(N0) −−−→ Er(N1).
 Then by the five lemma (see [BCM] Exercise I.1.4.b), Hr(G,Hom(N,P )) is isomor-phic to Extr
 C(N,P ). In particular, under the assumptions (2) or (3), we have thedesired isomorphism. �
 We record here a by-product of the above proof:
 Lemma 2.13. Let N be a discrete Z[G]–module, which is free of finite rank overZ. Then for a C–injective module I, Hom(N, I) = HomZ(N, I) is C–injective, andfor an arbitrary discrete Z[G]–module P and its C–injective resolution P ↪→ P •,Hom(N,P ) ↪→ Hom(N,P •) is a C–injective resolution of Hom(N,P ) = Hom(N,P ).
 Here is a definition-proposition of the cup-product pairing:
 Corollary 2.14. Let the notation and the assumption be as in the proposition. Thenwe have a pairing
 〈 , 〉 : Hrct(G,M) ×Hs
 ct(G,N)→ Hr+sct (G,P )
 induced by the pairing: M ×N → P .
 Proof. We consider the following diagram:
 Hrct(G,M) × Hs
 ct(G,N) −→ Hr+sct (G,P )
 ↓ o ↓ o ↓Extr
 C(N,P ) × ExtsC(Z, N) −→ Extr+s
 C (Z, P ).
 The bottom row is the extension pairing in Corollary 1.8. Then we define the desiredpairing just insisting on making the above diagram commutative. �
 The pairing in Corollary 2.14 is called the cup product pairing .
 Exercises.
 (1) For an exact sequence of Z[G]–modules: 0 → M → N → L → 0, if two left(or right) terms of the sequence are in C, show that the remaining term isagain in C. Find an example of exact sequence as above with M and L arediscrete modules, but N is not discrete (the maps has to be continuous).
 (2) Prove (2.8).(3) Show that A[G] is not in C if G is infinite.(4) Define a morphism of functors η? : HomΛ(?,HomZ(Λ, J)) → HomZ(?, J) by
 ηA(ϕ)(a) = ϕ(a)(1). Show that this is an isomorphism.(5) Show that resU/V is independent of the choice of resolutions and resV/W ◦
 resU/V = resU/W .
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 (6) Suppose that N is Z–free of finite rank. Write down the map of Propo-sition 2.12: H1(G,Hom(N,P )) → Ext1
 C(N,P ) explicitly, associating to aninhomogeneous 1–cocycle c : G→ Hom(N,P ) an extension P ↪→M � N inC.
 2.4. Inflation and restriction sequences. Let U /G be a closed normal subgroup.For an inhomogeneous q–cocycle u : U q → M and g ∈ G, gu : (g1, . . . , gq) 7→gu(g−1g1g, . . . , g
 −1gqg) is again a q–cocycle of U , and the cohomology class of gu isequal to that of u if g ∈ U , as easily verified by computation. Thus the quotientgroup G/U acts on Hq(U,M) by [u] 7→ [gu]. We now prove
 Theorem 2.15. Let U/G be a closed normal subgroup, and suppose that Hqct(U,M) =
 0 for all q = 1, 2, . . . , p − 1. Then the following sequence is exact:
 0→ Hpct(G/U,M
 U )infG/U−−−−→ Hp
 ct(G,M)resG/U−−−−→ H0(G/U,Hp
 ct(U,M))
 transG/U−−−−−→ Hp+1ct (G/U,MU ).
 We shall give a definition of the transgression transG/U , due to Hochschild andSerre, in the following proof of the theorem.
 Proof. We only prove the theorem for open subgroups U . The general case is left tothe reader (who needs to check continuity of cocycles in the proof below applied toa closed subgroup U in place of open U). When p = 1, we use the inhomogeneouscochains. Thus for a profinite group X and a discrete X–module N
 (2.13) H1ct(X,N) =
 {c : X → N : continuous|c(gh) = gc(h) + c(g) ∀g, h ∈ X}{g 7→ (g − 1)x|x ∈ N} .
 For the projection π : G→ G/U , infG/U(c) = c ◦π and resG/Uc = c|U . For these twomaps, it is easy to show the exactness by a simple computation (Exercise 1).
 We now prove the exactness at H0(G/U,H1ct(U,M)). Let c : U → M be a cocycle
 representing a class [c] in H0(G/U,H1ct(U,M)). Then gc(g−1ug)− c(u) = (u− 1)a(g)
 for a function a : G→M , because g[c] = [c]. If g ∈ U , by cocycle relation, we see
 gc(g−1ug)− c(u) = c(ug) + gc(g−1)− c(u) = uc(g)− c(g) = (u− 1)c(g).
 Thus we may take the function a to be c on U and hence may assume that a(u) = c(u)for all u ∈ U . Then we have
 ga(g−1ug)− a(u) = (u− 1)a(g).
 Let F be the space of continuous functions f : U → M . Then we make F into aG–module by the following G–action: gf(u) = gf(g−1ug). Note that (g − 1)f(u) =gf(g−1ug) − f(u). But δ(g 7→ (g − 1)f) = 0 for the differential δ : C1(G,F ) →C2(G,F ) of inhomogeneous cochains, and by applying δ to ga(g−1ug)− a(u) = (u−1)a(g), we have
 0 = δ(x 7→ (x− 1)a(u)) = δ(x 7→ (u− 1)a(x))(g, h)
 = g(g−1ug − 1)a(h)− (u− 1)a(gh) + (u− 1)a(g) = (u− 1)(ga(h)− a(gh) + a(g)).
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 Now we put b(g, h) = δ1(a)(g, h) = ga(h) − a(gh) + a(g). Then the above equationbecomes:
 (u− 1)b(g, h) = 0.
 Thus the 2–cocycle b : G ×G→M actually has values in MU .Note that
 (u− 1)(ua(g) + a(u)) = u(ga(g−1ug)− a(u)) + ua(u)− a(u)= uga(g−1ug)− a(u) = (u− 1)a(ug).
 Thus fixing a complete representative set R for U\G so that 1 ∈ R, we may normalizea so that a(ug) = ua(g) + a(u) for all u ∈ U and all g ∈ R. Since a|U is a 1–cocycle,by computation, we conclude that a(ug) = ua(g) + a(u) for all u ∈ U and all g ∈ G(not just in R). Then for all u ∈ U and g, h ∈ G, we see b(u, g) = 0, and 2–cocyclerelation is
 ub(g, h)− b(ug, h) + b(u, gh)− b(u, g) = 0.
 This shows that b(g, h) = ub(g, h) = b(ug, h). Similarly, we can show b(g, uh) =b(g, h). Thus b factors through G/U .
 If a′ : G → M satisfies the same properties as a, that is, ga′(g−1ug) − a′(u) =(u− 1)a′(g) and a′ = c on U , then
 (u− 1)(a(g)− a′(g)) = ga(g−1ug)− a(u)− (ga′(g−1ug)− a′(u)) = 0,
 because a = c = a′ on U . This shows that d(g) = a(g) − a′(g) ∈ MU . Then
 b − b′ = δ(d) ∈ Im(C1(G/U,MU )
 δ−→ C2(G/U,MU )), and hence we have the identity
 of the cohomology classes:
 [b] = [b′] ∈ H2(G/U,MU )
 for b′ = δ(a′). We then define transG/U ([c]) by the cohomology class of [b] inH2(G/U,MU ).
 Suppose that transG/U([c]) = 0. Then choosing a 1–cochain d : G/U → MU suchthat δ(d) = b, we see that a′ = a − d agrees with c on U and δ(a′) = 0; so, a′ is a1–cocycle of G inducing c. This shows
 Ker(transG/U) ⊃ Im(resG/U).
 By definition, if c ∈ Im(resG/U ), we take a to be the 1–cocycle of G restricting c onU . Thus, Im(resG/U ) ⊃ Ker(transG/U). This proves the desired exactness for degree1 cohomology groups.
 We now prove the result in general by induction on p. We take a C–injectivepresentation:
 0→M → I → S → 0.
 Then by the long exact sequence of cohomology groups, the following sequence:
 Hp−1C (G,M)→ Hp−1
 C (G, I)→ Hp−1C (G,S)
 → HpC(G,M)→ Hp
 C(G, I)→ HpC(G,S)
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 is exact. Since I is C–injective, HjC(G, I) = Extj
 C(Z, I) = 0. This shows the isomor-
 phism: Hp−1C (G,S) ∼= Hp
 C(G,M). We may take
 I = IM =∏
 m∈M−{0}
 Hom(Z[G],Q/Z).
 Since Z[U ]r ∼= Z[G] as right U–modules by using a coset decomposition G =⊔giU ,
 IM is again CU–injective. Thus again using the long exact sequence:
 Hp−1C (U,S) ∼= Hp
 C(U,M)
 as G/U–modules. Since HqC(U,M) = 0 if 0 < q < p, Hq
 C(U,S) = 0 if 0 < q < p − 1.By taking U–invariant, we get another exact sequence:
 0→MU → IU → SU → H1C(U,M) = 0.
 Note that IU is Z[G/U ]–injective (2.11). Thus again by the long exact sequence, weget
 Hp−1(G/U, SU ) ∼= Hp(G/U,MU ).
 Then applying induction hypothesis to S in place of M , we get an exact sequence:
 0 −→ Hp−1(G/U, SU ) −→ Hp−1ct (G,S) −→ H0(G/U,Hp−1
 ct (U,S)) −→ Hp(G/U, SU ),
 which gives rise to the desired sequence by the three isomorphisms as above. �
 We can prove a similar theorem for extension groups:
 Theorem 2.16. Let U be a closed normal subgroup of G. We write CG for thecategroy of discrete G–modules. Let M be a discrete G/U–module and N be a discreteG–module. If Hq
 ct(U,N) = 0 for all integer q with 1 ≤ q ≤ p, then we have for all qas above
 ExtqCG
 (M,N) ∼= ExtqCG/U
 (M,NU ).
 If M is finite of order a prime power `r and p > 1, we can ease the requirement to havethe above equality of extension groups to the following weaker condition: Hq
 ct(U,N) =0 for all integer q with 1 ≤ q ≤ p − 1 and Hp
 ct(U,N)[`∞] = 0, where “[`∞]” indicatesthe `–torsion part.
 Proof. We claim to have the following exact sequence:
 (2.14) 0→ Ext1CG/U
 (M,NU )inf−−→ Ext1CG
 (M,N)δ−→ HomCG
 (M,H1(U,N)).
 To see this, we consider the extension class e : NU ↪→ YU � M of G/U–modules.Then the class of e can be extended to inf(e) : N ↪→ (N ⊕NU YU) � M , which is anextension of M by N , where N ⊕NU YU is the fiber sum of NU ↪→ N and YU over N(see Theorem 1.1). Since e is a sub-sequence of inf(e), if inf(e) = 0, we have e = 0.Thus inf is an injection. For each extension class E : N ↪→ Y � M in Ext1
 CG(M,N),
 we have a long exact sequences of cohomology groups:
 0 −→ NU −→ Y U −→MδE−→ H1
 ct(U,N).
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 We assign to E the map δE. By definition, δE = 0 ⇐⇒ E = inf(e) for e : NU ↪→Y U � M . This shows the exactness of the claimed sequence. Thus we get the desiredidentity for p = 1.
 We now prove the general case by induction on p > 1. We now take an injectivepresentation: N ↪→ I � S in CG. As explained above, we may assume that
 0→ NU −→ IU −→ SU −→ H1(U,N) = 0
 is an CG/U–injective presentation. Then via long exact sequence of extension groupsand group cohomology, we have the following identity:
 ExtqCG
 (M,N) ∼= Extq−1CG
 (M,S), ExtqCG/U
 (M,NU ) ∼= Extq−1CG/U
 (M,SU )
 and Hpct(U,N) = Hp−1
 ct (U,S).
 From this and the induction assumption applied to S, the desired result follows.Now assume |M | = `r for a prime `. We first check the last assertion when p = 2.
 We have the following exact sequence:
 0 −→ Ext1CG/U
 (M,SU ) −→ Ext1CG(M,S)
 −→ HomCG(M,H1
 ct(U,S)) = HomCG(M,H1
 ct(U,S)[`∞]) = 0,
 and also we have
 Ext1CG/U
 (M,SU ) ∼= Ext2CG/U
 (M,NU ) and Ext1CG
 (M,SU ) ∼= Ext2CG
 (M,N).
 This shows the assertion when p = 2. Then we use this to the beginning step of theinduction on p. By using the injective presentation: N ↪→ I � S, we can reduce thevalidity of the assertion to the case where p = 2, because the top degree vanishingof the `–torsion part goes down to degree 2 and those total vanishing of degree < passures the vanishing of H1. The details are left to the reader. �
 Exercises.
 (1) Show the exactness of
 0 −→ H1(G/U,MU )infG/U−−−−→ H1
 ct(G,M)resG/U−−−−→ H0(G/U,H1
 ct(U,M)).
 (2) Show that each closed subgroup of a profinite group G is an intersection ofopen normal subgroups containing the subgroup;
 (3) Give a detailed proof of the last assertion of Theorem 2.16.
 3. Duality in Galois Cohomology
 In this section, we describe in detail the duality theory of Galois cohomology groupdue to J. Tate and G. Poitou. Our exposition follows basically that of Milne [ADT]Chapter I, but in many places, it is slightly more elementary.
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 3.1. Class formation and duality of cohomology groups. Consider a profinite
 group G, a discrete G–module C and a family of isomorphisms invU : H2ct(U,C)
 '−→Q/Z indexed by open subgroups U of G. Such a system is called a class formation if
 (CF1) H1ct(U,C) = 0 for all open subgroup U of G;
 (CF2) For all pairs of open subgroups V ⊂ U ⊂ G, the diagram
 H2ct(U,C)
 resU/V−−−−→ H2ct(V,C)
 invU
 yyinvV
 Q/Z x 7→nx−−−→ Q/Zcommutes, where n = (U : V ).
 The map invU is called the “invariant” with respect to U .
 Theorem 3.1. Let (G,C) be a class formation and Gab = lim←−U∈U(G/U)ab is the
 maximal continuous abelian quotient of G. Then there exists a canonical map recG :CG → Gab (called the reciprocity map), whose image is dense in Gab and whosekernel is the intersection
 ⋂U∈U NG/UC
 U , where NG/U : CU → CG is the map givenby NG/U(x) =
 ∑g∈G/U gx.
 Proof. Let V ⊂ U with n = (U : V ) be two members of U . We have the followingcommutative diagram:
 0→ H2ct(U/V,C
 V ) −−−→ H2ct(U,C)
 resU/V−−−−→ H2ct(V,C)
 invU/V
 y oyinvU o
 yinvV
 0→ 1nZ/Z −−−→ Q/Z −−−→
 nQ/Z −−−→ 0.
 Since the last two vertical arrows are isomorphisms, the first one is an isomorphism:
 (3.1) invU/V : H2(U/V,CV ) ∼=1
 (U : V )Z/Z.
 We have the inflation-restriction exact sequence:
 0→ H1(U/V,CV )→ H1ct(U,C)→ H1
 ct(V,C),
 which tells us that H1(U/V,CV ) = 0. Then applying Theorem 2.5 and Theorem 2.7to G/U for k = −2, we get the following commutative diagram:
 H−2T (G/U,Z)
 '−−−→ H0T (G/U,Z)
 oy o
 y(G/U)ab −−−−→
 rec−1G/U
 CG/NG/UCU .
 Taking the projective limit with respect to U ∈ U , we get an injective map
 recG : CG/⋂
 U∈U
 NG/U (CU) ↪→ lim←−U
 CG/NG/U (CU) ∼= lim←−U
 (G/U)ab = Gab
 as desired. �
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 Let M be a (discrete) G–module which is of finite type as a Z–module. Then byProposition 2.12, we have a natural map
 Hrct(G,HomZ(M,C)) −→ Extr
 C(M,C).
 This is an isomorphism if M is Z–torsion-free or C is divisible. We also have the cupproduct pairing:
 Hrct(G,HomZ(M,C)) × H2−r
 ct (G,M) −→ H2ct(G,C) ∼= Q/Z
 ↓ o ↓ ‖Extr
 C(M,C) × Ext2−rC (Z,M) −→ Ext2
 C(Z, C),
 where we agree to define the negative degree cohomology groups and the negativedegree extension groups to be zero. For any discrete module M , we put M∗ =HomZ(M,Q/Z), which is called the Pontryagin dual module. We have (M∗)∗ ∼= Mcanonically. When M is a finite module, M∗ ∼= M as abelian groups (but may not beas G–modules). By the above pairing, we have the following canonical morphisms:
 (3.2) αrG(M) : Extr
 C(M,C)→ H2−rct (G,M)∗.
 Here negative degree cohomology groups and extension groups are defined to be 0. Itis known that
 (3.3) i : H2ct(G,Z) ∼= Homct(G,Q/Z)
 in the following way: the cup product pairing associated to C ⊗Z Z ∼= C:
 〈 , 〉 : H0ct(G,C)×H2
 ct(G,Z) → H2ct(G,C) = Q/Z
 is given by 〈c, x〉 = i(x)(recG(c)) (see [CLC] XI.3). Then, in particular, α0G(Z) is the
 reciprocity map recG.
 Theorem 3.2 (J. Tate). Let (G,C) be a class formation and M be a discrete Z[G]–module of finite type. Then we have
 (1) The map αrG(M) is bijective for all r ≥ 2, α1
 G(M) is bijective if M is torsion-free, and Extr
 C(M,C) = 0 if r ≥ 3;(2) The map α1
 G(M) is bijective if α1U (Z/mZ) is bijective for all U ∈ U and all
 m ∈ Z (including m = 0);(3) The map α0
 G(M) is bijective for all finite M if α0U (Z/mZ) is bijective for all
 U ∈ U and m ∈ Z (including m = 0).
 Proof. We first claim
 (3.4) ExtrC(M,C) = 0 for r ≥ 4, and if M is torsion-free Ext3
 C(M,C) = 0.
 We take a generator u1, . . . , ur of M over Z[G]. Since M ∈ C, M =⋃
 U∈U MU and
 hence, we find a small open normal subgroup U such that uj ∈ MU for all j, thatis, M is a G/U–module. Then we consider Z[G]–linear map π : P = Z[G/U ]r � Mgiven by (x1, . . . , xr) 7→
 ∑rj=1 xjuj. Since G/U is a finite group, P is a Z–module of
 finite rank. Thus M is a Z–module of finite type, and Q = Ker(π) is a Z–free moduleof finite type. If we know the claim for Z–free Z[G]–modules of finite type, writingdown the long exact sequence attached to Q ↪→ P � M :
 Extr−1C (Q,C)→ Extr
 C(M,C)→ ExtrC(P,C),
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 we see that Extr(M,C) = 0 if r ≥ 4. Thus we may and will assume that M is Z–free.
 Let M = HomZ(M,Z). Then by Z–freeness, M ⊗Z C ∼= HomZ(M,C) via φ⊗ c 7→(m 7→ φ(m)c). Then by Proposition 2.12, we have
 ExtrC(M,C) ∼= Hr
 ct(G,HomZ(M,C)) ∼= Hrct(G, M ⊗Z C).
 We have from Corollary 2.9 that
 Hrct(G, M ⊗Z C) = lim−→
 U∈U ,MU=M
 Hr(G/U,M ⊗Z CU).
 By the remark after Theorem 2.7, we have
 Hr−2(G/U, M ) ∼= Hr(G/U, M ⊗Z CU)
 for all r ≥ 3. Write uU/V for the generator ofH2(U/V,CV ) with invU/V (uU/V ) = 1(U :V )
 .
 Then we see infU/V (uG/U) = (U : V )uG/V by (CF2). Since the cup product commuteswith inflation map (by definition) and the horizontal map of the following diagram
 sends x ∈ Hr−2(G/U, M ) to the cup product x ∪ uG/U , we can check by (CF2) thatthe following diagram commutes:
 Hr−2(G/U, M )'−−−→ Hr(G/U, M ⊗Z C
 U)
 (U :V )infU/V
 yyinfU/V
 Hr−2(G/V, M )'−−−→ Hr(G/V, M ⊗Z C
 V ).
 Since Hr({1G},X) = 0 for all r > 0, by Proposition 2.4 applied to {1G/U} ⊂ G/U ,we see that the index (G : U) kills Hr(G/U,X) for all G/U–modules X. In partic-
 ular, Hr−2(G/U, M ) is torsion if r > 2. Thus lim−→U∈UHr−2(G/U, M ) with respect to
 (U : V )infU/V vanishes if r > 2. This shows the vanishing of Hrct(G, M ⊗Z C) =
 ExtrC(M,C) for r > 2 as claimed.
 Now we suppose that M = Z. Then α2G(Z) is the invariant map invG by definition,
 because H0ct(G,Z)∗ = HomZ(Z,Q/Z) = Q/Z. To study α0, we look at the following
 exact sequence: 0 → Z → Q → Q/Z → 0. Since Hq(G/U, V ) is killed by (G : U),if V is a vector space over Q, Hq(G/U, V ) = 0. Thus by the cohomology long exactsequence, we get
 Homct(G,Q/Z) = H1ct(G,Q/Z) ∼= H2
 ct(G,Z).
 Then α0G(Z) : CG = HomZ[G](Z, C) → Homct(G,Q/Z)∗ = Gab is the reciprocity
 map. As for α1G(Z) : Ext1
 C(Z, C) = H1ct(G,C) → H1
 ct(G,Z)∗, by our assumptionH1
 ct(G,C) = 0. We need to show H1ct(G,Z) = Homct(G,Z) = 0. Let φ : G → Z be a
 continuous homomorphism. Since G is compact, φ(G) is a compact subgroup of Z.Since Z is discrete and torsion-free, it has only one compact subgroup, that is, {0}.
 Next we suppose that M = Z/mZ. For any Z–module X, we write X[m] ={x ∈ X|mx = 0}. Note that H1
 ct(G,Z) = Homct(G,Z) = {0} because Z has onlyone compact subgroup {0}. We get from the long exact sequence attached to 0 →Z x 7→mx−−−−→ Z→ Z/mZ → 0 a short exact sequence:
 0 = H1ct(G,Z)→ H1
 ct(G,Z/mZ) → H2ct(G,Z)[m] = HomZ(Gab,Z/mZ)→ 0.
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 This shows that H1ct(G,Z/mZ)∗ = Gab/mGab. Similarly, we get from Proposition 1.10
 the following exact sequence:
 0→ HomC(Z, C)⊗Z Z/mZ→ Ext1(Z/mZ, C)→ Ext1C(Z, C)[m]→ 0.
 Note that HomC(Z, C) ∼= CG and Ext1C(Z, C) = H1
 ct(G,C) = 0 by (CF1). This showsthat Ext1
 C(Z/mZ, C) = CG/mCG. Then
 α1G(Z/mZ) : CG/mCG → HomZ(G,Z/mZ)∗ = Gab/mGab
 is induced by recG. Since Ext1C(Z, C) = 0, again by long exact sequence:
 0 = Ext1C(Z, C)→ Ext2C(Z/mZ, C)→ Ext2C(Z, C)[m]
 = H2ct(G,C)[m] = Q/Z[m],
 the map α2G(Z/mZ) : Q/Z[m]→ H0
 ct(G,Z/mZ)∗ = 1m
 Z/Z is an isomorphism induced
 by invG. As we have seen, Ext3C(Z,M) = 0. Then by the long exact sequence, we geta short exact sequence:
 0→ Ext2C(Z, C)⊗Z Z/mZ → Ext3
 C(Z/mZ, C)→ Ext3C(Z, C) = 0.
 Since Ext2C(Z, C) = H2
 ct(G,C) = Q/Z, Ext2C(Z, C)⊗Z Z/mZ = 0, and hence
 ExtC(Z/mZ, C) = 0.
 Thus the theorem is valid for any M on which G acts trivially.Now we treat general M . We take U ∈ U such that MU = M . Then M is
 a module over the finite group G/U . Let π : Z[G/U ] → Z be the augmentation:
 π(∑
 g∈G/U agg) =∑
 g∈G/U ag. Then 0→M = HomZ(Z,M)π∗−→ HomZ(Z[G/U ],M) =
 I is an injection with cokernel S. For an injective resolution M ↪→ M•, we see thatHomZ(Z[G/U ],M•) is a C–injective resolution of HomZ(Z[G/U ],M) (Lemma 2.13).Then we have the following version of Shapiro’s lemma (see Exercise 5 of 2.1):
 HomZ[G](Z,HomZ(Z[G/U ],M•)) = HomZ[U ](Z,M•).
 This shows that
 H•ct(G, I) = H•
 ct(U,M).
 Since Z[G/U ] ∼= HomZ(Z[G/U ],Z) as Z[G]–modules, we have HomZ(Z[G/U ],M) ∼=Z[G/U ] ⊗Z M . Then, taking a C–injective resolution C ↪→ C•, we have
 (3.5) HomZ[G](HomZ(Z[G/U ],M), C•) ∼= HomZ[G](Z[G/U ] ⊗Z M,C•)
 = HomZ[U ](M,C•),
 which is induced by φ 7→ (m 7→ φ(1 ⊗m)). Write CU for the category of discrete U–modules. Then the C–injective resolution of C constructed in 2.3 is also a CU–injectiveresolution, we get
 Ext•C(I, C) = H•(HomZ[G](HomZ(Z[G/U ],M), C•))∼= H•(HomZ[U ](M,C•)) = Ext•CU
 (M,C).
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 Now we get, writing EqU(X) for ExtCU
 (X,C) and HqU(X) for Hq
 ct(U,X), the follow-ing commutative diagram:
 → ErG(S) −−−→ Er
 U (M) −−−→ ErG(M) −−−→ Er+1
 G (S)→
 αrG(S)
 y αrU(M)
 y αrG(M)
 yyαr+1
 G (S)
 → H2−rG (S) −−−→ H2−r
 U (M) −−−→ H2−rG (M) −−−→ H1−r
 G (S)→ .
 We first apply this to r = 3 and we get from (3.4):
 E3U (M) −−−→ E3
 G(M) −−−→ E4G(S)
 oyα3
 U(M) α3G(M)
 y oyα4
 U(S)
 H−1U (M) = 0 −−−→ H−1
 G (M) = 0 −−−→ H−2G (S) = 0.
 This shows that α3G(M) is the zero map as desired. Now we apply the diagram to
 r = 2.
 → E2U (M) −−−→ E2
 G(M) −−−→ E3G(S) −−−→ E3
 U(M) −−−→ 0
 oyα2
 U(M) α2G(M)
 y oyα3
 G(S) oyα3
 U(M)
 → H0U (M) −−−→ H0
 G(M) −−−→ H−1G (S) = 0 −−−→ H−1
 U (M) = 0 −−−→ 0.
 Then by the five lemma (see [BCM] Exercise I.1.4.b), α2G(M) is surjective. Apply-
 ing this to S in place of M , we see that α2G(S) is surjective, getting the following
 commutative diagram:
 → E2G(S) −−−→ E2
 U (M) −−−→ E2G(M) −−−→ E3
 G(S) −−−→ 0
 α2G(S)
 y oyα2
 U(M)
 yα2G(M) o
 yα3G(S)
 → H0G(S) −−−→ H0
 U (M) −−−→ H0G(M) −−−→ H−1
 G (M) 0.
 Again by the five lemma, α2G(M) is an isomorphism. If M is torsion-free, we see that
 I and S are both torsion-free. Then the same argument for r = 1 shows that α1G(M)
 is an isomorphism. This shows (1). As for (2), under the assumption, we do notneed to assume that M is torsion-free for α1
 G(M) to be an isomorphism. The samereasoning is valid for α0
 G(M) under the assumption of (3). �
 Example 3.1. Let K be a finite extension of Qp. We fix an algebraic closure K of
 K and put G = Gal(K/K). Then G is a profinite group. Let C = K×. Then
 by the local class field theory and Hilbert’s theorem 90 (Exercises 3-4), it is known
 that (G,C) is a class formation. Since C is divisible (that is, for any a ∈ K×
 and
 0 < n ∈ Z n√a ∈ K×
 ), by Proposition 2.12,
 ExtrC(M,C) ∼= Hr
 ct(G,Hom(M,C)).
 Thus the cup product pairing:
 Hrct(G,Hom(M,C)) ×H2−r
 ct (G,M) → H2ct(G,C) ∼= Q/Z
 gives the duality. In this case, the exact statement of the duality is as follows:
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 Theorem 3.3 (J. Tate). Let M be a finitely generated discrete Z[G]–module. Then
 αrG(M) : Hr
 ct(G,Hom(M,K×)) → H2−r
 ct (G,M)∗ is an isomorphism for all r ≥ 1.
 If M is finite, then α0G(M) : HomZ[G](M,K
 ×) ∼= H2
 ct(G,M)∗. If M is finite, allcohomology groups introduced above are finite and vanish except for the degrees 0, 1, 2.
 Proof. Let R be the p–adic integer ring of K. Let I be the inertia subgroup of G.Let Iab be the image of I in Gab. By the local class field theory, we have the followingcommutative diagram with exact rows:
 1→ R× −−−→ K× v−−−→ Z −−−→ 0
 oy recG
 yy∩
 1→ Iab −−−→ Gab −−−→ Z −−−→ 0.
 The quotient Gab/Iab = Gal(Fp/k) for the residue field k of K, which is generated by
 the Frobenius automorphism and is isomorphic to Z. We already have α0G(Z/mZ) :
 µm(K)→ Gab[m] and α1G(Z/mZ) : K×/(K×)m ∼= Gab/(Gab)m for all positive integer
 m, where µm(K) is the subgroup of m–th roots of unity in K. Since Z is Z–flat,after tensoring Z/mZ over Z, the two rows are still exact. This combined withthe snake lemma shows that α1
 G(Z/mZ) is an isomorphism. Similarly, by applyingHomZ(Z/mZ, ∗) to the above diagram, we see that α0
 G(Z/mZ) is an isomorphism.Thus from Theorem 3.2, we know that αj
 G(M) is an isomorphism as described above.When M is finite, by what we have proven, Hr
 ct(G,M) = 0 if r > 2. By the dualitywe proved, we only need to prove the finiteness of H0
 ct and H1ct. The finiteness of H0
 ct
 is obvious. To see the finiteness for H1ct, we use the following exact sequence:
 1→ µm → K× x 7→xm
 −−−→ K× → 1.
 From this we get the following exact sequence:
 1→ µm(K)→ K× x 7→xm
 −−−→ K× → H1ct(G,µm)→ H1
 ct(G,K×) = 0.
 The vanishing of H1ct(G,K
 ×) follows from the Hilbert theorem 90 (Exercises 3-4).
 This shows
 H1ct(G,µm) ∼= K×/(K×)m,
 which is finite. In general, we pick m so that mM = 0. Then we take a finite Galoisextension L of K such that µm(L) = µm and MU = M for U = Gal(K/L). ThenM is a finite product of copies of µn for n|m as U–modules, and hence H1
 ct(U,M) isfinite. By the inflation-restriction sequence, we get an exact sequence:
 0→ H1(G/U,M) → H1ct(G,M) → H1
 ct(U,M).
 Since H1(G/U,M) is finite (Corollary 2.2), H1ct(G,M) is finite. �
 Example 3.2. We have a result analogous to Theorem 3.3 for archimedean local fields:Since Gal(C/R) ∼= Z/2Z, we can directly compute H1(Gal(C/R),M) for finite mod-ules M over Gal(C/R), and we leave the reader to prove the following theorem (Ex-ercise 2):
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 Theorem 3.4. Let G = Gal(C/R), and let M be a finite G–module. Then we have
 (1) The cup product defines a perfect Pontryagin pairing:
 HrT (G,HomZ(M,C×))×H2−r
 T (G,M) ∼=1
 2Z/Z
 for all r ∈ Z;(2) Let K = R or C, and put H = Gal(C/K). When K = R, we put |M |K = |M |
 (the order of M) and when K = C, we write |M |K for |M |2. Then we have
 |H0(H,M)| · |H0(H,HomZ(M,C×))||H1(H,M)| = |M |K .
 Exercises.
 (1) Prove (3.5).(2) Prove Theorem 3.4.(3) Prove for a finite Galois extension K/F , H1(Gal(K/F ),K×) = 0, where K×
 is the multiplicative group of the field K (Hilbert’s theorem 90).(4) Prove for the separable algebraic closure Ks of K,
 H1ct(Gal(Ks/K),K×
 s ) = 0.
 (5) Prove for a finite Galois extension K/F , Hq(Gal(K/F ),K) = 0 for all q > 0,where K is the additive group of the field K. Hint: Show first the existenceof a normal base of K/F .
 3.2. Global duality theorems. We now look into the global case. Let K/Q be afinite extension. If we put G = Gal(Q/K) and C = CK = lim−→L/K
 L×A/L
 ×, then by
 global class field theory, (G,C) is a class formation. However the module C and G aretoo big to compute cohomology. Thus in this case, we need to restrict ramificationto a finite set, to get a reasonable theory. This can be done as follows: Let S be afinite set of places of Q including the archimedean place and Σ be the set of placesof K above S. Let KS/K be the maximal algebraic extension unramified outside S.We write G = GS = Gal(KS/K). We write OS = OS
 K for the ring of S–integers; inother words, for each prime ideal p ∈ Σ, we take a power ph for the class number hof K and write its generator as ωp: ph = (ωp). Then
 OSK = OK [
 1
 ωp]p∈Σ.
 We can rewrite this ring as
 (3.6) OSK = K ∩
 ⋂
 p6∈Σ
 OK,p
 ={α ∈ OK
 ∣∣(α) =a
 bwith a ⊂ OK and b is a product of prime ideals in Σ
 },
 where OK is the integer ring of K and OK,p is the p–adic completion of OK.
 We ease slightly the definition of class formation as follows: Consider a profinitegroup G, a discrete G–module C and a family of injections invU : H2
 ct(U,C) ↪→ Q/Z
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 indexed by open subgroups U of G. Such a system is called an S–class formation ifthe following three conditions are satisfied
 (cf1) H1ct(U,C) = 0 for all open subgroups U of G;
 (cf2) For all pairs of open subgroups V ⊂ U ⊂ G, the diagram
 H2ct(U,C)
 resU/V−−−−→ H2ct(V,C)
 invU
 yyinvV
 Q/Z x 7→nx−−−→ Q/Zcommutes, where n = (U : V ).
 (cf3) For all pairs of open subgroups V ⊂ U ⊂ G with V normal in U , the inducedmap: invU/V : H2
 ct(U/V,CV ) → 1
 nZ/Z is a surjective isomorphism for n =
 (U : V );
 Just restricting to the `–primary parts the proof of Theorem 3.2, we immediatelyget
 Theorem 3.5. Let (G,C) be an S–class formation and M be a discrete Z[G]–moduleof finite type. Let ` ∈ S. Then we have
 (1) The map αrG(M)[`] : Extr
 C(M,C)[`∞] → H2−rct (G,M)∗[`∞] is bijective for all
 r ≥ 2, α1G(M)[`] is bijective if M is torsion-free, and Extr
 C(M,C) = 0 if r ≥ 3;(2) The map α1
 G(M)[`] is bijective if α1U (Z/`mZ) is bijective for all U ∈ U and all
 m ∈ Z;(3) The map α0
 G(M) is bijective for all finite `–primary M if α0U (Z/`mZ) is bijec-
 tive for all U ∈ U and m ∈ Z.
 We write for any finite extension F/K inside KS
 F×S =
 ∏
 `∈S
 F×` =
 {a ∈ F×
 A∣∣a` = 1 ∀` 6∈ S
 },
 where FA = F ⊗Q A and F` = F ⊗Q Q`. We also put EF,S = (OSF )×, CF,S = F×
 S /EF,S
 and CS = lim−→FCF,S , where F runs over all finite extensions of K inside KS . Then
 naturally CS is a discrete G–module. We want to prove
 Theorem 3.6 (Tate). The couple (GS, CS) forms an S–class formation, and CGS∼=
 K×A /UK,SK
 ×, where UK,S =∏
 6∈S O×K,` for OK,` = OK ⊗Z Z`.
 If ` ∈ S, KS contains K(µ`∞ ), and hence its maximal `–profinite quotient is aninfinite group. This shows, by (cf2-3), that invU induces a surjective isomorphism of`–primary parts for ` ∈ S: H2
 ct(U,C) ∼= Q`/Z` for all open subgroups U ⊂ G.
 Proof. We follow the treatment of Milne in [ADT] I.4. We know from class fieldtheory ([?] Section 11) that (G,C) is a class formation for G = Gal(Q/K) andC = CK = lim−→L
 L×A/L
 ×, where L runs over all finite extensions of K inside Q. Let
 H = Gal(Q/KS) and π : G → G be the projection (thus H = Ker(π)). By the
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 inflation-restriction sequence (Theorem 2.15) with respect to H and G, we verifyeasily (cf1,2,3) for (G, CS) if we can prove Hr(G, CS) ∼= Hr(G, CH) for all r > 0.
 We now prove Hr(G, CS) ∼= Hr(G, CH) for all r > 0. Let Cl(OSF ) be the ideal class
 group of the Dedekind domain OFS . We note the following (natural) exact sequence
 (Exercise 1):
 (3.7) 1 −→ CF,S −→ F×A /UF,SF
 × −→ Cl(OSF ) −→ 1.
 By the principal ideal theorem ([CFT] XIII.4), we have
 lim−→F
 Cl(OSF ) = {1}
 and hence
 (∗) lim−→F
 CF,S∼= lim−→
 F
 F×A /UF,SF
 ×,
 where F runs finite extensions of K inside KS. Let US = lim−→FUF,S . Then by the
 Hilbert theorem 90 (Exercise 2-3 of the previous subsection), we get the followingexact sequence:
 0→ (KS)× → ( lim−→L⊂Q
 L×A)H = ( lim−→
 F⊂KS
 F×A )→ CH
 K → H1(H,Q×) = 0.
 ThusCH
 K = lim−→F
 F×A /F
 ×.
 After taking injective limit of (3.7) with respect to F ⊂ KS , we have from (∗) thatCS∼= CH
 K/US , which shows the exactness of
 (3.8) 1 −→ US −→ CHK −→ CS −→ 1.
 By the long exact sequence (Corollary 2.11) of the above short one, we only need toprove Hq(G, US) = 0 for all q > 0. Since Hq(G, US) = lim−→F
 Hq(Gal(F/K), UF,S) by
 Corollary 2.9, we only need to prove Hq(Gal(F/K), UF,S) = 0 for all finite extensionsF/K in KS .
 By projecting down cocycles to components, we see easily for finite extensionsF/K that Hq(Gal(F/K), UF,S) injects into
 ∏p-p∈S H
 q(Gal(F/K),∏
 P|pO×F,P). Here
 the lower case p indicates prime ideals of K and capital P indicates those of F . Notethat
 ∏P|pO
 ×F,P∼= HomZ[D](Z[Gal(F/K)], O×
 F,P) for the decomposition group D of P
 in Gal(F/K). Thus by Shapiro’s lemma Lemma 2.5,
 Hq(Gal(F/K),∏
 P|p
 O×F,P) ∼= Hq(D,O×
 F,P).
 Since P is unramified over p, O×P∼= F×
 q × L as D–modules, where Fq is the residuefield of OP, and L = 1 + POP. Since D ∼= Gal(Fq/F) for the residue field F ofOp, it is easy to see from Proposition 2.3 that Hq(D,F×
 q ) = 0. By Exercise 5 ofthe previous subsection, Hq(D,Fq) = 0. Since 1 + PnOP/1 + Pn+1OP is isomorphicto Fq as D–module and 1 + PnOP
 ∼= OP as D–modules for n sufficiently large (byP–adic logarithm), we see from Corollary 2.11, Hq(D, 1 + POP) = Hq(D,OP). By
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 taking a normal base of OP over Op, which lifts a normal base of Fq/F, we see thatOP∼= Op[D] as D–modules, which is Op[D]–projective. This shows Hq(D,OP) = 0.
 Thus we conclude Hq(D,O×P) = 0 and hence Hq(Gal(F/K), UF,S) = 0 as desired. �
 We have shown the following fact in the above proof of Theorem 3.6:
 Lemma 3.7. If F/K is a finite Galois extension of number fields and if F/K isunramified at a prime ideal p of K, then
 Hq(Gal(F/K),∏
 P|p
 O×F,P) = 0 and Hq(D,O×
 F,P) = 0
 for the decomposition group D ⊂ Gal(F/K) of P/p.
 To state the exact duality statement, we first study the reciprocity map recS :CS → Gab
 S . By global class field theory, we have the following exact sequence:
 1 −→ DK −→ K×A /K
 × rec−→ Gab −→ 1,
 whereDK is the identity connected component ofK×A /K
 × and is the maximal divisiblesubgroup of K×
 A /K× (see [CFT] VII, IX). Since US is totally disconnected, by (3.8),
 the kernel Ker(recS,K) of the induced reciprocity map recS,K : K×A /K
 ×UK,S → Gab
 is the image of DK . Thus we see DKUK,S/UK,S∼= Ker(recS,K), which shows that
 Ker(recS,K) is divisible.
 Corollary 3.8. Let the notation and the assumption be as in the theorem. Let M bea discrete GS–module of finite type, and let ` ∈ S. Then
 (1) The map αrG(M)[`] : Extr
 C(M,CS)[`∞]→ H2−rct (G,M)∗[`∞] is bijective for all
 r ≥ 1.(2) Suppose that M is a finite module. Let F be a finite totally imaginary Galois
 extension of K inside KS such that Gal(KS/F ) acts trivially on M and µ|M |.Then if |M |OS = OS , we have the following exact sequence:
 Hom(M,Ker(recS,F ))NF/K−−−→ HomG(M,CS)
 α0G(M)−−−−→ H2
 ct(GS,M)∗ −→ 0.
 Proof. For the first assertion, by Theorems 3.5 and 3.6, we need to prove thatα1
 G(Z/`mZ) is an isomorphism for allm. We get from the long exact sequence attached
 to 0→ Z x 7→`mx−−−−→ Z→ Z/`mZ→ 0 a short exact sequence:
 0 = H1ct(G,Z)→ H1
 ct(G,Z/`mZ)→ H2ct(G,Z)[`m] = HomZ(Gab,Z/`mZ)→ 0.
 This shows that H1ct(G,Z/`mZ)∗ = Gab/`mGab. Similarly, we get from Proposi-
 tion 1.10 the following exact sequence:
 0→ HomC(Z, CS)⊗Z Z/`mZ→ Ext1C(Z/`mZ, CS)→ Ext1
 C(Z, CS)[`m]→ 0.
 Note that HomC(Z, CS) ∼= CGS and Ext1
 C(Z, CS) = H1ct(G, CS) = 0 by (cf1). This
 shows that Ext1C(Z/`mZ, CS) = CG
 S /mCGS . Since Ker(recS,K) is divisible, CG
 S /mCGS∼=
 CGK/mC
 GK for G = Gal(Q/K). Then α1
 G(Z/`mZ) : CGS /`
 mCGS → HomZ(G,Z/`mZ)∗ =
 Gab/mGab is induced by recG and hence is an isomorphism (Theorem 3.1).
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 We now prove the second assertion. When M = Z/mZ or Z, α0G is just a reciprocity
 map: CGS /mC
 GS → Gab/mGab, and the assertion is clear from the argument preceding
 the corollary. As in the proof of Theorem 3.2, we take an open normal subgroupU = Gal(KS/F ) ⊂ G fixing M element by element, and for the augmentation π :Z[G/U ] � Z, we consider a presentation:
 0→M = HomZ(Z,M)π∗−→ HomZ(Z[G/U ],M) = I � N → 0.
 Then we have the following commutative diagram:
 HomC(N,CS) −−−→ HomCU(M,CS) −−−→ HomC(M,CS) −−−→ · · ·
 α0G(N)
 y α0U (M)
 yyα0
 G(M)
 yo
 H2ct(G, N)∗ −−−→ H2
 ct(U,M)∗ −−−→ H2ct(G,M)∗ −−−→ · · · .
 All vertical maps are surjective, and they are isomorphisms after left three terms.Thus we get the following exact sequence:
 Ker(α0G(N)) −→ Ker(α0
 U(M))NF/K−−−→ Ker(α0
 G(M)) −→ 0.
 By the argument for trivial G–modules, we see
 Ker(α0U (M)) ∼= HomZ(M,Ker(recS,F )).
 Thus the kernel Ker(α0G(M)) is the image of HomZ(M,Ker(recS,F )) under the norm
 map. �
 Exercises.
 (1) Show that the sequence (3.7) is exact.
 3.3. Tate-Shafarevich groups. Let S and K be as in the previous subsection. Wefix a prime p ∈ S. We suppose the M is a finite discrete GS–module with p–powerorder. Let Σ = ΣK be the set of places of K which induce places in S of Q. Foreach v ∈ Σ, we write Kv (resp. Kv) for the completion of K at v (resp. the algebraicclosure of Kv), and let Dv ⊂ G be the decomposition group at v. When v = p is afinite place, we put Hr
 ct(Kv,M) = Hrct(Gal(Kv/Kv),M); when v is a real place, we
 put Hrct(Kv,M) = Hr
 T (Gal(C/R),M) the Tate cohomology; and when v is a complexplace, we just put Hr
 ct(Kv,M) = {0}. We define
 (W ) W rS(K,M) = Ker(β = βr
 S(M) : Hrct(GS ,M)→
 ∏
 v∈Σ
 Hrct(Kv,M)),
 where the map β is the product over v ∈ Σ of the composites βv : Hrct(G,M)
 res−→Hr
 ct(Dv,M)inf−−→ Hr
 ct(Kv,M). The terminology “Tate-Shafarevich group” is often usedto indicate W r
 S(K,M) when M is related to abelian varieties (or elliptic curves) de-fined over number fields. Here we call W r
 S(K,M) for general M the Tate-Shafarevichgroups, a bit abusing the language.
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 We then define M∗(1) = HomZ(M,µp∞) as a G–module, where µp∞ =⋃
 α µpα.
 Then (M∗(1))∗(1) ∼= M canonically. Note that M∗(1) ∼= HomZ(M,K×) as Dv–
 modules. Then by the duality theorems: 3.3, 3.4 and 3.8 (1), we have the dual mapof β
 γrS(M) = β∗ :
 ∏
 v∈Σ
 Hrct(Kv,M
 ∗(1))→ H2−rct (GS ,M)∗.
 Theorem 3.9 (J. Tate, 1962). Let S be finite set of places of Q including the infiniteplace. Let K be a number field and Σ be the set of places of K above S. Fix a primep ∈ S, and let M be a discrete finite GS–module with p–power order. Then we have
 (1) The Tate–Shafarevich groups W 1S(K,M) and W 2
 S(K,M∗(1)) are finite, andthere exists a canonical perfect pairing:
 W 1S(K,M) ×W 2
 S(K,M∗(1))→ Qp/Zp
 inducing Pontryagin duality between the two groups;(2) The map β0
 S(M) is injective, γ2S(M) is surjective, and we have the identity
 Im(βrS(M)) = Ker(γr
 S(M)) for all r = 0, 1, 2;(3) The map βr
 S(M) induces a surjective isomorphism for all r ≥ 3:
 Hr(GS,M) ∼=∏
 v∈Σ(R)
 Hrct(Kv,M),
 where Σ(R) is the set of real places of K;(4) We have the following exact sequence:
 0→ H0ct(GS,M)
 β0
 −→∏
 v∈ΣH0ct(Kv,M)
 γ0
 −→ H2ct(GS,M
 ∗(1))∗yH1
 ct(GS,M∗(1))
 γ1
 ←−∏
 v∈ΣH1ct(Kv,M)
 β1
 ←− H1ct(GS ,M)y
 H2ct(GS,M)
 β2
 −→∏
 v∈ΣH2ct(Kv,M)
 γ2
 −→ H0ct(GS,M
 ∗(1))∗ → 0;
 (5) Let Σf be the subset of finite places in Σ. Let Bv ⊂ H1(Kv,M) be a submodulefor each finite place v ∈ Σf , and let B⊥
 v ⊂ H1ct(Kv,M
 ∗(1)) be the orthogonalcomplement of Bv under the pairing of Theorems 3.3 and 3.4. Suppose thatp > 2 Then we have the following exact sequence:
 0→ H1B(K,M) → H1
 ct(GS,M)→∏
 v∈Σf
 H1ct(Kv,M)/Bv → H1
 B⊥(K,M∗(1))∗
 → H2ct(GS ,M)→
 ∏
 v∈Σf
 H2ct(Kv,M)→ H0
 ct(GS ,M∗(1))∗ → 0,
 where
 H1B⊥(K,M∗(1)) = β1
 S(M∗(1))−1(∏
 v∈Σf
 B⊥v ) and H1
 B(K,M) = β1S(M)−1(
 ∏
 v∈Σf
 Bv).
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 Proof. We again follow the treatment of Milne [ADT] I.4. We first treat the finitenessof W 1
 S(K,M). We only need to prove that H1ct(GS ,M) is finite. By the inflation-
 restriction sequence (and finiteness of M), we may assume that G acts trivially on M .Then H1
 ct(GS,M) = Homct(G,M), which is finite by global class field theory (becauseS is a finite set). After proving the duality betweenW 1
 S(K,M) andW 2S(K,M∗(1)), the
 finiteness of W 2S(K,M∗(1)) follows from that of W 1
 S(K,M). The duality in questionfollows from the exact sequence of (4), because W 2
 S (K,M∗(1)) = Coker(γ1S(M)).
 We now prove the exact sequence of (4): Let JS = lim−→FF×
 S and ES = lim−→F(OS
 F )×,
 where F runs over all finite extensions of K inside KS. Then by (3.7) and (3.8), wehave the following short exact sequence of discrete G–modules:
 0→ ES → JS → CS → 0.
 Then we apply Proposition 1.9 to this sequence and get the following long exactsequence:
 (3.9) · · · → Ext0C(M
 ∗(1), ES)→ Ext0C(M
 ∗(1), JS)→ Ext0C(M
 ∗(1), CS)
 → Ext1C(M
 ∗(1), ES)→ Ext1C(M
 ∗(1), JS)→ Ext1C(M
 ∗(1), CS)
 → Ext2C(M
 ∗(1), ES)→ Ext2C(M
 ∗(1), JS)→ Ext2C(M
 ∗(1), CS)→ · · · .We shall look into one by one the term of the above exact sequence and relate it withthe corresponding term of the exact sequence of (4).
 Since HomC(X,Y ) = H0(G,HomZ(X,Y )) for discrete G–modules X and Y , we see
 HomC(M∗(1), ES) = HomC(HomZ(M,µp∞), µp∞)
 = H0(G,HomZ(HomZ(M,µp∞), µp∞)) = H0(G,M).
 Take a totally complex (finite) Galois extension F/K inside KS such that Gal(KS/F )fixes M∗(1) element by element. Then
 HomC(M∗(1), JS) = HomZ[Gal(F/K)](M
 ∗(1), F×S ).
 Then F×S =
 ∏p∈Σ
 ∏P|p F
 ×P and
 ∏P|p F
 ×P∼= HomZ[D](Z[Gal(F/K)], F×
 P ), where D is
 the decomposition group of P/p. Shapiro’s lemma Lemma 2.5 can be stated as:
 (3.10) HomZ[H ′](ρ′, IndH ′
 H χ) = H0ct(H
 ′,HomZ(ρ′, IndH ′
 H χ))
 ∼= H0ct(H,HomZ(ρ′|H, χ)) = HomZ[H ](ρ
 ′|H , χ),
 Then we have
 HomC(M∗(1),HomZ[D](Z[Gal(F/K)], F×
 P )) ∼= HomZ[D](M∗(1), F×
 P ).
 Since M is of p–power order, we have
 HomZ[D](M∗(1), F×
 P ) ∼= HomZ[D](M∗(1), µp∞) ∼= H0
 ct(Gal(Kp/Kp),M).
 By Lemma 3.10 which follows this proof, we can replace HomC in the above argumentby Ext1
 C, and we get
 (3.11) Ext1C(M
 ∗(1), JS) ∼=∏
 v∈Σ
 H1ct(Kv,M).
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 We now look into the terms of (3.9) involving ES. Since we find in KS any `–th root of elements of (OS
 F )× for ` ∈ S, ES is in particular p–divisible. Then byProposition 2.12, we have
 ExtqC(M
 ∗(1), ES) ∼= Hq(G,Hom(M∗(1), ES)) ∼= Hq(G,M)
 for all q ≥ 0.Replacing terms of (3.9) by the cohomology groups we have identified, we get the
 exactness of the following sequence:
 0→ H0ct(GS ,M)
 β0
 −→∏
 v∈Σ H0ct(Kv,M)
 γ0
 −→ H2ct(GS,M
 ∗(1))∗yH1
 ct(GS ,M∗(1))
 γ1
 ←−∏
 v∈Σ H1ct(Kv,M)
 β1
 ←− H1ct(GS ,M)y
 H2ct(GS ,M)
 Replacing M by M∗(1) and taking the Pontryagin dual (Corollary 3.8 (1)) of the firstfour terms of the above sequence, we get another exact sequence:
 H1ct(GS ,M
 ∗(1)) −→ H2ct(GS ,M)
 β2
 −→∏
 v∈Σ
 H2ct(Kv,M) −→ H0
 ct(GS ,M∗(1))∗ −→ 0.
 This is the last five terms of the exact sequence in (4), and hence we have finishedthe proof of (4).
 By Lemma 3.10 for q ≥ 2, we have
 (3.12) · · · → H1ct(G,M)→
 ∏
 v∈Σ
 H1ct(Kv,M)→ H1
 ct(G,M∗(1))∗
 → H2ct(G,M)→
 ∏
 v∈Σ
 H2ct(Kv,M)→ H0
 ct(G,M∗(1))∗
 → H3ct(G,M) →
 ∏
 v∈Σ(R)
 H3ct(Gal(Kv/Kv),M)→ 0;
 and
 (3.13) Hqct(G,M) ∼=
 ∏
 v∈Σ(R)
 Hqct(Kv,M) for all q > 3.
 The map:∏
 v∈Σ H2ct(Kv,M) → H0
 ct(G,M∗(1))∗ is surjective, because it is a dual
 of the injection: H0(G,M) ↪→∏
 v∈ΣH0(Kv,M). Thus (3.13) holds even for q = 3.
 This proves (1), (2), (3) and (4).We now prove the last exact sequence (5). Since p is odd, H1(Kv,M) = 0 if v is
 an archimedean place. We write down the last six terms of the exact sequence in (4):
 (3.14) · · · → H1ct(G,M)→
 ∏
 v∈Σf
 H1ct(Kv,M)
 → H1ct(G,M
 ∗(1))∗ → H2ct(G,M)→
 ∏
 v∈Σf
 H2ct(Kv,M)→ H0
 ct(G,M∗(1))∗ → 0.
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 We write simply H1ct(M) for H1
 ct(G,M). From this, we get the following commutativediagram:
 ∏v∈Σf
 Bv∼=
 ∏v∈Σf
 (H1
 ct(Kv,M∗(1))
 B⊥v
 )∗
 ↓ ↓H1
 ct(M)→∏
 v∈ΣfH1
 ct(Kv,M) −→ H1ct(M
 ∗(1))∗ → H2ct(M)
 ‖ ↓ ↓ ‖H1
 ct(M)→∏
 v∈Σf
 H1ct(Kv,M)
 Bv−→ H1
 B(G,M∗(1))∗ → H2ct(M),
 in which middle line and all columns are exact. Then the desired exact sequencefollows from a simple diagram chasing. �
 We now need to prove the following lemma:
 Lemma 3.10. Let the notation be as in Theorem 3.9. Then we have
 ExtqC(M
 ∗(1), JS) ∼=∏
 v∈Σ
 Hqct(Kv,M) for all q ≥ 0.
 Proof. The case q = 0 has been shown in the proof of the above theorem. So wemay assume that q ≥ 1. Let X be a G–module of finite type. For the category C ofdiscrete G–modules, we note that
 (3.15) Ext•C(X,JS) = lim−→F⊂KS
 Ext•Z[Gal(F/K)](X,JGal(KS/F )S )
 = lim−→F⊂KS
 Ext•Z[Gal(F/K)](X,F×S ),
 where F runs over all finite Galois extensions of K inside KS such that Gal(KS/F )acts trivially on X. This follows from Remark 2.2. Let v ∈ S and write G = Gv
 = Gal(Kv/Kv) and H = Gal(Fw/Fw) for a place w of F over v. We consider the
 extension group ExtrGal(F/K)(X, I) for I =∏
 w|v F×w∼= Ind
 Gal(F/K)D PH with P = K
 ×v ,
 where D = G/H is the decomposition group of the place w. We take a resolutionX• � X of free Gal(F/K)–modules. Then X• � X is also a free resolution ofD–modules. Then we have
 ExtqGal(F/K)(X, I) = Hq(HomGal(F/K)(X
 •, I))
 ∼= Hq(HomD(X•, PH)) = ExtqD(X,PH).
 The middle isomorphism follows from the Shapiro’s lemma (see (2.4)).Now suppose q = 1. By Hilbert’s theorem 90, we have the vanishing: H1(H,P ) = 0.
 Thus from Theorem 2.16, we get Ext1D(X,PH) ∼= Ext1
 G(X,PH). Thus we get by (3.15)
 Ext1C(X,JS) ∼=
 ∏
 v∈Σ
 Ext1Gv
 (X,K×v ).
 By Proposition 2.12, we have
 Ext1CGv
 (X,K×v ) ∼= H1
 ct(Kv,X∗(1)).
 This shows the assertion for q = 1.
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 We now treat the case q = 2. We now change the notation and write D for thedecomposition group of v in GS . Write D = G/H. Then H is a closed normalsubgroup of G but is not open. Let U be an open normal subgroup of G. Since thepair (HU,P ) satisfies the axiom of class formation (see Example 3.1), by (CF2), wehave
 H2ct(H,P )[p∞] = lim−→
 U
 H2(H/U ∩ H,PUH)[p∞]
 = lim−→U
 H2(HU/U,PU )[p∞] = lim−→U
 1
 [HU : U ]Zp/Zp,
 where U runs over open normal subgroups of H, [p∞] indicates p–torsion part, andthe last limit is taken with respect to the map iU,V : 1
 [HU :U ]Zp/Zp → 1
 [HV :V ]Zp/Zp
 given by
 iU,V (x) = [UH : V H]x.
 Since p ∈ S, for any given p–power pr, we find V ⊂ U such that pr|[HU : HV ].Thus the last injective limit in the above equation vanishes, and hence
 H2ct(H,P )[p∞] = 0 for q = 2 and H1
 ct(H,P ) = 0
 by Hilbert’s theorem 90. We write CG (resp. CD) for the category of discrete G–modules (resp. discrete D–modules).
 Let P ↪→ I � S be a CG–injective presentation chosen so that PH ↪→ IH � SH isan CD–injective presentation (as chosen in the proof of Theorem 2.16). We recall theexact sequence (2.14) in the proof of Theorem 2.16:
 0 −→ Ext1CD(X,SH)
 inf−−→ Ext1CG
 (X,S)δ−→ HomCG
 (X,H1(H,S)).
 Since we have H2ct(H,P ) ∼= H1
 ct(H,S), we have H1ct(H,S)[p∞] ∼= H2
 ct(H,P )[p∞] = 0.Since we have also
 ExtqCG
 (X,P ) ∼= Extq−1CG
 (X,S) and ExtqCD
 (X,PH) ∼= Extq−1CG
 (X,SH),
 if X is of p-power order, we have
 HomCG(X,H1(H,S)) = HomCG
 (X,H1(H,S)[p∞]) = 0.
 Thus, we get
 Ext2CD
 (X,PH) ∼= Ext2CG
 (X,PH),
 and by Proposition 2.12, we have shown the desired assertion.
 For q > 2, we need to work more. Let µ ⊂ K×v = P be the group of all roots of
 unity. We decompose µ = µp∞ × µ(p). We put Q = µ(p)\P . Note that
 ExtqCG
 (X,µ(p)) = lim−→p-N
 ExtqCG
 (X,µN ),
 and hence ExtqCG
 (X,µN ) is killed by N , because the multiplication byN on µN factors
 through the trivial group 0. Thus ExtqCG
 (X,µ(p)) is a prime-to-p torsion module. If
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 X is of p–power torsion, ExtqCG
 (X,µ(p)) is a p–power torsion, and hence we conclude
 ExtqCG
 (X,µ(p)) = 0. This applied to the (extension) long exact sequence shows
 (3.16) ExtqCG
 (X,P ) ∼= ExtqCG
 (X,Q).
 We also have an exact sequence 0→ H0(H,µ(p))→ PH π−→ QH → H1ct(H,µ
 (p)). ThusQH/ Im(π) is prime-to–p torsion. This shows that Extq
 CD(X,QH/ Im(π)) = 0 for all q
 if X is p–torsion, and hence
 ExtqCD
 (X,QH) ∼= ExtqCD
 (X, Im(π)) and ExtqCD
 (X, Im(π)) ∼= ExtqCD
 (X,PH).
 Thus we get, if X is a p–torsion D–module,
 (3.17) ExtqCD
 (X,PH) ∼= ExtqCD
 (X,QH).
 From the cohomology long exact sequence, we have the following exact sequence:
 Hqct(H,P ) −→ Hq
 ct(H,Q) −→ Hqct(H,µ
 (p)).
 This shows that Hqct(H,Q) is p–torsion-free and is a torsion module for q = 1 and
 q > 2 by the local duality theorem. For q = 2, by the above result, H2ct(H,P ) is
 p–torsion-free and is torsion, the same result holds.
 (3.18) Hqct(H,Q)[p∞] = 0 and Hq
 ct(H,Q) is a torsion module for all q.
 In 2.3, to make an injective presentation: Y ↪→ IY � SY for a given module Y , weused the product of injective modules: HomZ(Y,Q/Z). If y 7→ Ny is an automorphismof Y for all integer N prime to p, we can also use Qp/Zp in place Q/Z, because forany given y ∈ Y , we have a homomorphism φy : Y → Qp/Zp with φy(y) 6= 0 (thisfails when y is a prime-to-p torsion element). Thus we may assume that we have aninjective presentaion Q ↪→ I � S such that
 (1) I is a p–torsion module (and hence so is S);(2) IH is an injective D–module.
 By H1ct(H,Q)[p∞] = 0 combined with p–torsion of SH, we have the exact sequence:
 0 −→ QH −→ IH −→ SH −→ 0.
 From this, we get, for any p–torsion D–module X,
 ExtqCG
 (X,Q) ∼= Extq−1CG
 (X,S), ExtqCD
 (X,QH) ∼= Extq−1CG
 (X,SH)
 and Hqct(H,Q) ∼= Hq−1
 ct (H,S),
 and moreover S is a p–torsion module. Then by an argument similar to the proof ofTheorem 2.16, we get
 ExtqCG
 (X,Q) ∼= ExtqCD
 (X,QH).
 This combined with (3.16) and (3.17) shows
 ExtqCG
 (X,P ) ∼= ExtqCD
 (X,PH),
 as long as X is a p–torsion finite module. Then Proposition 2.12 tells us
 ExtqCG
 (X,P ) ∼= Hqct(G,X
 ∗(1)).
 From this, we conclude the desired assertion. �
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 3.4. Local Euler characteristic formula. Let K/Qp be a finite extension for aprime p. Let | |K be the p–adic absolute value normalized so that |p|K = [OK : pOK ]−1
 for the p–adic integer ring OK of K. We would like to prove the following theorem inthis subsection:
 Theorem 3.11 (J. Tate, 1962). Let G = Gal(Qp/K) and M be a finite (discrete)G–module. Then we have
 |H0ct(G,M)| · |H2
 ct(G,M)||H1
 ct(G,M)| =|H0
 ct(G,M)| · |H0ct(G,M
 ∗(1))||H1
 ct(G,M)| =∣∣|M |
 ∣∣K.
 Proof. In the proof, we simply write Hq(M) for Hqct(G,M). Since M = ⊕`M [`∞] for
 primes `, we may assume that M has an `–power order for a prime `. Then Hq(M)is a Z`–module of finite length. Here length(M) is the length of the Jordan-Holdersequence of the Z`–module M . Thus |M | = `length(M).
 We define the local Euler characteristic of M by
 χ(M) = χ(G,M) =2∑
 j=0
 (−1)j length(Hj(M))
 χ′(M) = χ′(G,M) = logp(∣∣|M |
 ∣∣K
 ) =
 {[K : Qp] lengthZp
 M if ` = p,
 0 if ` 6= p.
 Note that the left-hand-side of the formula is just pχ(M) and the right-hand-side ispχ′(M); so, we need to prove that χ(M) = χ′(M). Let K/L be a finite extension, andwrite H = Gal(Qp/L). By Shapiro’s lemma Lemma 2.5,
 Hqct(G,M) ∼= Hq
 ct(H, IndHG M),
 where IndHG M = HomZ[G](Z[H],M). Since
 | IndHG M | = |M |[K:L],
 we have
 (3.19) χ(G,M) = χ(H, IndHG M).
 It is easy to see that χ′(N) = χ′(M) + χ′(L) if 0→M → N → L → 0 is an exactsequence of finite G–modules. Thus χ′(M) = χ′(M ss), where M ss = ⊕∞
 j=1Mj/Mj−1
 for a Jordan-Holder sequence 0 = M0 ⊂M1 ⊂ · · · ⊂Mn = M of Z`[G]–modules.We see easily that if
 0→ E1 → E2 → · · · → En → 0
 is an exact sequence of finite Z`–modules,
 (3.20)∏
 j
 |Ej|(−1)j
 = 1 ⇐⇒∑
 j
 (−1)j length(Ej) = 0.
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 If 0 → M → N → L → 0 is an exact sequence of finite Z`[G]–modules, we have along exact sequence:
 0→ H0(M) → H0(N)→ H0(L)
 → H1(M) → H1(N)→ H1(L)→ H2(M) → H2(N)→ H2(L)→ 0.
 The sequence is of finite length, since Hq(M) = 0 if q > 2, and all cohomology groupsare finite Z`–modules, both by Theorem 3.3. Then by (3.20), we see χ(N) = χ(M)+χ(L) and therefore χ(M) = χ(M ss). Since M ss is a F[G]–module for F = Z/`Z, wemay assume that M itself is a F[G]–module. Thus hereafter, we assume that all G–modules are F[G]–modules, and we regard χ and χ′ as functions on the Grothendieckgroup RF(G) with values in Z. Thus we need to check the formula for a set ofgenerators of RF(G) ⊗Z Q.
 We first check the formula for the trivial F = Z/`Z. We see
 dimFH0(G,F) = 1 and dimFH
 2(G,F) = dimF H0(G,µ`) = dimF µ`(K),
 where µ`(K) = {z ∈ K|z` = 1}. On the other hand, by local class field theory,
 (3.21) H1ct(G,F) = Homct(G
 ab,F) ∼= K×/(K×)` and H1ct(G,κ)
 ∼=(K×/(K×)`
 )⊗Fκ
 for a finite extension κ/F. Since K× ∼= O× × Z for the p–adic integer ring O of Kand O× ∼= O × µ`(K) up to prime-to-` torsion,
 H1ct(G,F) ∼=
 {Z/`Z ⊕ µ`(K) if ` 6= p,
 O/pO ⊕ Z/pZ ⊕ µp(K) if ` = p.
 This shows the formula holds for Z/`Z and hence for any trivial G–module. By theduality (Theorem 3.3), the formula also holds for M = µ` = F∗(1).
 We take a finite Galois extension F/K such that Gal(Qp/F ) acts trivially on M .
 Write G = Gal(F/K). Then by a well known result of E. Artin (cf. [MFG] Corollary
 2.11), RF(G) ⊗Z Q is generated by IndGHρ for cyclic subgroups H of order prime to
 ` and characters ρ : H → κ× for a finite extension κ/F. Thus we may assume that
 M = IndGH ρ. Then by (3.19), we only need to check the Euler characteristic formula
 for ρ (or for the one dimensional module V = V (ρ) on which H acts via ρ). Thusreplacing K by the fixed field H, we may assume that M = V (ρ) is one dimensionalover a finite extension κ of F and that F/K is cyclic of degree prime to `. ThenHq(G,M) = 0 for all q > 0, and for G′ = Gal(Qp/F ), by the inflation and restrictionsequence, we have
 Hq(G,M) ∼= H0(G,Hq(G′,M)) for q = 0, 1, 2,
 and we note
 Hq(G′,M) =
 κ if q = 0
 H1ct(G
 ′, κ) = {F×/(F×)`} ⊗F κ if q = 1
 H2ct(G
 ′, κ) = H0(G′, κ∗(1)) = µp(F )⊗F κ if q = 2.
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 Thus writing ρ–eigenspace of κ[G]–module X as X[ρ], we see
 χ(G,M) = dimF κ[ρ]− dimF{(F×/(F×)`)⊗F κ}[ρ] + dimF(µ`(F )⊗F κ)[ρ],
 because H0(G,Hq(G′,M)) ∼= Hq(G′,M)[ρ] by the definition of the action of Gon cohomology groups of G′ (one can check it by using inhomogeneous continuouscochains). Since we have already checked the result for M = F and M = µ`, we mayassume that ρ is neither the trivial character nor the cyclotomic character. Thereforeκ[ρ] = (µp(F )⊗F κ)[ρ] = 0, because the action of the Galois group on κ is trivial andon µp is via the cyclotomic character.
 We treat the case where ` = p, leaving the case where ` 6= p to the reader as anexercise. Then
 χ(G,M) = −dimF({(F×/(F×)p)⊗F κ}[ρ]
 ).
 Thus we need to show that
 [K : Qp] dimF M = dimF({(F×/(F×)p)⊗F κ}[ρ]
 ),
 because∣∣|M |
 ∣∣K
 = p−[K:Qp] dimF M . Writing the additive valuation of F as v : F× � Z,we have an exact sequence:
 1→ U/µ→ F×/µv−→ Z→ 0,
 where U = O×F and µ is the maximal torsion-subgroup of F×. Then the above exact
 sequence is torsion-free, and after tensoring κ, we still have an exact sequence:
 0→ (U/µ) ⊗Z κ→ (F×/µ) ⊗Z κv−→ κ→ 0.
 Taking the ρ–isotypical component (after tensoring κ), we get
 {(U/Up)⊗F κ}[ρ] ∼= {(U/µ) ⊗Z κ}[ρ] ∼= {(F×/µ) ⊗Z κ}[ρ].Now we want to lift the representation ρ to characteristic 0 representation ρ. For
 that, we take a unique unramified extension L of Qp of degree dimF κ. Let W be thep–adic integer ring of L. Then we have W/(p) ∼= κ and hence, W× ∼= (1 + pW )× κ×.Using this isomorphism, we may think ρ as having values in W× (and also in L).This new character, we write as ρ : G → W×, which is called the Teichmuller lift ofρ.
 Since (U/µ) is torsion-free and the order of G is prime to p,
 dimF{(U/µ) ⊗Z κ}[ρ] = rankZp{(U/µ) ⊗Z W}[ρ]
 for the unique Teichmuller lift ρ of ρ. By p–adic logarithm, (U/µ) ⊗Z Q ∼= F as G–modules; so, by the normal base theorem F ∼= K[G] ∼= (Qp[G])[K:Qp] as G–modules.This shows that
 [K : Qp] dimFM = [K : Qp] dimF ρ = dimF({(F×/(F×)p)⊗F κ}[ρ]
 )
 as desired.The case where ` 6= p can be treated similarly (it is much easier than the case
 where ` = p) and is left to the reader (Exercise 1). �
 Exercises.
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 (1) Give a detailed proof of Theorem 3.4 when |M | is prime to p.(2) Prove (3.19).
 3.5. Global Euler characteristic formula. We use the notation introduced in 3.2and 3.3. Let M be a finite GS–module with `–power order for ` ∈ S. We define theglobal Euler characteristic of M by
 (3.22) χ(M) = χ(GS,M) =2∑
 q=0
 (−1)q lengthZ`Hq
 ct(GS ,M).
 We would like to prove
 Theorem 3.12 (J. Tate, 1965). Let Σ∞ be the set of archimedean places of K. Wehave
 χ(GS,M) =∑
 v∈Σ∞
 (lengthZ`
 H0(Gal(Kv/Kv),M)− [Kv : R] lengthZ`M).
 Proof. We follow the proof of Milne given in [ADT] I.5. Let ϕ(M) be the differenceof the above formula, and write χ(M) = χ(GS,M). Thus we need to prove
 ϕ(M) = 0.
 We shall prove the theorem here assuming ` > 2. We give a sketch of a proof for` = 2 later (see Remark 3.1). For simplicity, we write Hq(M) (resp. Hq
 v (M))) for thecohomology group Hq
 ct(G,M) (resp. Hq(Gal(Kv/Kv),M)). By Theorem 3.9 (3),
 Hq(M) ∼=∏
 v∈Σ∞
 Hqv (M)
 for q ≥ 3. Thus if ` > 2, Hq(M) = 0 for all q ≥ 3 (see Proposition 2.4). For each
 short exact sequence: 0→ Lα−→ M
 β−→ N → 0 of finite Z`[GS]–modules, we have thelong exact sequence:
 (3.23) 0→ H0(L)α1−→ H0(M)
 β1−→ H0(N)→ · · ·
 → H2(L)α4−→ H2(M)
 β4−→ H2(N)→ 0.
 Thus if ` > 2, χ(L) + χ(N) = χ(M) and hence ϕ(L) + ϕ(N) = ϕ(M), becauseM 7→ lengthZ`
 H0v (M) for v ∈ Σ∞ and M 7→ lengthZ`
 M are both additive (on theGrothendieck group RF(G)).
 Therefore χ and ϕ factor through the Grothendieck group RF(G) for F = Z/`Z andhave values in Q. By Theorem 3.9 (1) and Theorem 3.3, all the terms of the exactsequence of Theorem 3.9 (4) are finite. Then by (3.20), we get
 χ(M) + χ(M∗(1)) =∑
 v∈Σ
 χv(Gv,M),
 where χv(Gv,M) is the local Euler characteristic
 χ(Gv,M) =2∑
 q=0
 (−1)q lengthZ`Hq
 ct(Gv,M)
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 defined for Gv = Gal(Kv/Kv). Thus by Theorem 3.4 (2) and Theorem 3.11,
 ∑
 v∈Σ
 χv(Gv,M) = log`
 (∏
 v∈Σ
 ∣∣|M |∣∣Kv
 ).
 Since∣∣|M |
 ∣∣Kv
 = 1 for v 6∈ Σ, by the product formula:
 ∏
 v∈Σ
 ∣∣|M |∣∣Kv
 =∏
 v
 ∣∣|M |∣∣Kv
 = 1,
 we know that
 χ(M) + χ(M∗(1)) = 0 and ϕ(M) + ϕ(M∗(1)) = 0.
 We now prove that ϕ(M) = ϕ(M∗(1)), which will finish the proof. We take afinite Galois extension F/K such that H = Gal(Q/F ) acts trivially on M and µ`.We write G = Gal(F/K). By the same argument as in the proof of Theorem 3.11,we may assume that F/K is cyclic of degree prime to `. The field F is totallyimaginary; so, by Theorem 3.9 (3), Hq
 F (M) = Hqct(H,M) = 0 if q ≥ 3. Since Hq
 F (M)is a finite Z`[G]–module (see the definition of the action just above Theorem 2.15).
 Thus [M ] 7→∑2
 q=0(−1)q[HqF (M)] defines an additive endomorphism χ′ of RF(G) for
 F = Z/`Z. Similarly, [M ] 7→ [M∗] = [HomZ(M,F)] defines an involution of RF(G).We claim the following facts:
 (1) χ′(M∗(1)) = [M∗] · χ′(µ`);(2) [M ] · [F[G]] = dimF(M)[F[G]].
 Here [M ] · [N ] = [M ⊗F N ] and G acts diagonally on M ⊗F N . Since H = Gal(Q/F )acts trivially on µ` and M , we see that M ⊗F µ`
 ∼= µdim M` as H–modules. The action
 of G is given by σu(h) = σ(u(σ−1hσ)) for cocycle u : Hq → M and σ ∈ G. Fixing abase of M , write the action of σ ∈ G on M as a matrix form ρM(σ). We identify thetwo F–vector spaces M and µdim M
 ` via this base. Thus the matrix ρM (σ) still actson µdim M
 ` . Then G acts on µdim M` by σv = ρM (σ)ω(σ)v for the (mod `) Teichmuller
 character ω. From this, it is clear that
 HqF (µ` ⊗F M) = Hq
 F (µ`)⊗F M
 as G–modules. This shows the first statement. The second follows from the isomor-phism:
 M◦ ⊗F F[G] ∼= M ⊗F F[G]
 given by m ⊗ σ 7→ σm ⊗ σ, where M◦ is the trivial G–module with M◦ ∼= M asF–vector spaces.
 We define θ : RF(G) → Z by θ([M ]) = dimF H0(G,M). Since |G| is prime to
 `, M 7→ H0(G,M) preserves short exact sequences of F[G]–modules, and hence θextends to a homomorphism of RF(G) into Z. Since |G| is prime to `, Hq(G,M) = 0for all q > 0, and hence, by the inflation and restriction sequence Theorem 2.15,
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 Hq(M) ∼= H0(G,HqF (M)). Thus χ(M) = θ(χ′([M ])). Then from the above two
 claims and F[G] ∼= F[G]∗ as F[G]–modules, we find
 χ′(M∗(1)) · [F[G]∗] = [M∗] · [F[G]] · χ′(µ`) = dimF(M)[F[G]∗] · χ′(µ`).
 Since dimF M = dimFM∗(1), the right-hand-side of the above formula is the same
 even if we replace M in the left-hand-side by M∗(1). Thus this shows that χ(M) =χ(M∗(1)), which implies ϕ(M) = ϕ(M∗(1)). This finishes the proof. �
 Remark 3.1. When ` = 2, the above argument works well except for the fact that` > 2 is used to show the additivity of ϕ with respect to short exact sequences.Thus we need to modify the proof of ϕ(M) = ϕ(N) +ϕ(L) for short exact sequences
 0→ Lα−→M
 β−→ N → 0. By definition, we have
 ϕ(M) = χ(M)−∑
 v∈Σ∞
 (lengthZ`
 H0(Gal(Kv/Kv),M)− [Kv : R] lengthZ`M).
 Then we truncate the long exact sequence associated to the short exact sequence asfollows:
 (3.24) 0→ H0(L)α1−→ H0(M)
 β1−→ H0(N)→ · · ·
 → H4(L)α4−→ H4(M)
 β4−→ H4(N)δ−→ Ker(H5(L)
 α5−→ H5(M))→ 0.
 By Theorem 3.9 (3),
 Hq(GS,M) ∼=∏
 v∈Σ∞
 Hqv (M)
 for q ≥ 3. Thus we have
 Ker(H5(L)α5−→ H5(M)) ∼=
 ∏
 v∈Σ∞
 Cv
 for Cv = Ker(H5v (L)
 α5,v−−→ H5v (M)). Since Gal(Kv/Kv) is cyclic of order 1 or 2, it is
 easy to see from Proposition 2.3 that
 length(H3(GS,M)) = length(H4(GS,M)).
 Thus by (3.24) (and (3.20)), we get
 χ(L) + χ(N) = χ(M) +∑
 v∈Σ∞
 length(Cv),
 and hence,
 ϕ(L) + ϕ(N)−X(L)−X(N) = ϕ(M) −X(M)
 +∑
 v∈Σ∞
 (length(Cv)− length(H0
 v (L)) + length(H0v (M))− length(H0
 v (N))),
 where X(M) =∑
 v∈Σ∞[Kv : R] lengthZ`
 M . Since X(L) + X(N) = X(M), we needto prove the vanishing of
 (length(Cv)− length(H0
 v (L)) + length(H0v (M))− length(H0
 v (N))).
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 Again by the periodicity of cohomology groups of cyclic groups: Proposition 2.3, wesee
 Cv∼= Ker(H1
 v (L)α1,v−−→ H1
 v (M)).
 We look at the local truncated exact sequence:
 0→ H0v (L)→ H0
 v (M)→ H0v (N)→ Cv → 0,
 which shows
 length(Cv) = length(H0v (L))− length(H0
 v (M)) + length(H0v (N))
 as desired.
 4. Appendix: Categories and Functors
 In this section, we describe briefly the theory of categories to supply basics for ourlater study of Extension groups.
 4.1. Categories. A category C consists of two data: objects of C and morphismsof C. For any two objects X and Y of C, we have a set HomC(X,Y ) of morphismssatisfying the following three rules:
 (ct1) For three objects X, Y , Z, there is a composition map:
 HomC(Y,Z)×HomC(X,Y )→ HomC(X,Z) : (g, f) 7→ g ◦ f ;
 (ct2) (Associativity). For three morphisms: Xf−→ Y
 g−→ Zh−→ W , we have h◦(g◦f) =
 (h ◦ g) ◦ f ;(ct3) For each object X, there is a specific element 1X ∈ HomC(X,X) such that
 1X ◦ f = f and g ◦ 1X = g for all f : Y → X and g : X → Z.
 For two objects X and Y in C, we write X ∼= Y if there exist morphisms f : X → Yand g : Y → X such that f ◦ g = 1Y and g ◦ f = 1X .
 Example 4.1. Table of some categories used in this book:
 Category Objects Morphisms
 SETS sets maps between setsAB Abelian groups group homomorphismsALG Algebras Algebra homomorphismsA–ALG A–algebras A–algebra homomorphisms
 CLOpro-artinian A ∈ O–ALG
 with A/mA = O/mmorphisms of localO–algebras
 A–MOD A–modules A–linear maps
 G–MODdiscrete G–modules
 for a profinite group Gcontinuous G–linear maps
 A category C′ is a subcategory of C if the following two conditions are satisfied:
 (i) Each object of C′ is an object of C and HomC′(X,Y ) ⊂ HomC(X,Y );(ii) The composition of morphisms is the same in C and C ′.
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 A subcategory C′ is called a full subcategory of C if HomC′(X,Y ) = HomC(X,Y ) forany two objects X and Y in C′.
 4.2. Functors. A covariant (resp. contravariant ) functor F : C → C′ is a ruleassociating an object F (X) of C′ and a morphism F (f) ∈ HomC′(F (X), F (Y ))(resp. F (f) ∈ HomC′(F (Y ), F (X))) to each object X of C and each morphismf ∈ HomC(X,Y ) satisfying
 (F) F (f ◦ h) = F (f) ◦ F (h) (resp. F (f ◦ h) = F (h) ◦ F (f))
 and F (1X) = 1F (X).
 Example 4.2. Let G be a profinite group. Then the category G–MOD of discreteG–modules consists of discrete modules with continuous G–action and continuousG–linear maps. Then the association of the G–invariant submodule to each object inthe category:
 M 7→ H0(G,M) ={m ∈M
 ∣∣gm = m ∀g ∈ G}
 is a covariant functor from G–MOD into AB. Each G–linear homomorphism φ :M → N induces φG : MG → NG by G–linearity, which satisfies (F).
 A morphism f between two contravariant functors F , G : C → C′ is a system ofmorphisms {φ(X) ∈ HomC′(F (X), G(X))}X∈C making the following diagram com-mutative for all u ∈ HomC(X,Y ):
 (4.1)
 F (Y )F (u)−−−→ F (X)
 φ(Y )
 yyφ(X)
 G(Y ) −−−→G(u)
 G(X).
 Thus we can define the category of contravariant functors CTF (C, C′) using theabove definition of morphisms between functors. Similarly, we can define the cat-egory COF (C, C′) of covariant functors by reversing the direction of morphisms F (u)and G(u). We write idC : C → C for the identity functor taking each object X to Xand each morphism φ to φ. When we have two functors F : C → C ′ and G : C′ → Csuch that G◦F ∼= idC and F ◦G ∼= idC′ (in the categories COF (C, C) and COF (C′, C′),respectively) for each object Y of C and X of C′, we say that the two categories areequivalent. When a functor F : C → C′ gives an equivalence of C to a full subcategoryof C′, we call F fully faithful.
 4.3. Representability. Fix a category C. For each object X in C, we associate acontravariant functor X : C → SETS by
 X(S) = HomC(S,X).
 For each morphism φ : T → S, X(φ) : X(S)→ X(T ) is given by
 X(φ) : (Sη−→ X) 7→ η ◦ φ ∈ HomC(T,X) = X(T ).
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 If f : X → Y be a morphism in C, we have ι(f) ∈ HomCTF (X,Y ) given by
 ι(f)(S)(φ : S → X) = f ◦ φ.
 We leave the reader the task of verifying ι(f ◦ g) = ι(f) ◦ ι(g).
 Lemma 4.1 (Unicity-lemma). The above functor: C → CTF given by X 7→ X isfully faithful.
 Proof. We only need to prove HomC(X,Y ) ∼= HomCTF (X,Y ) functorially. Here theword “functorial” means that the isomorphism commutes with composition of themorphisms. If this is true, X ∼= Y implies X ∼= Y , and thus the functor ι gives rise toan equivalence of C with a full subcategory of CTF . The morphism ι : HomC(X,Y )→HomCTF (X,Y ) is given by f 7→ ι(f). We define the inverse π : HomCTF (X,Y ) →HomC(X,Y ) of ι by
 F 7→ F (X)(1X) ∈ Y (X) = HomC(X,Y ),
 where F (X) : X(X)→ Y (X) by definition. We compute
 π(ι(f)) = ι(f)(X)(1X ) = f ◦ 1X = f.
 Thus π ◦ ι is the identity map.
 We shall show ι(π(F )) = F . We put f = F (X)(1X) = π(F ). If Sφ−→ X ∈ X(S) is
 a morphism, then the following diagram is commutative:
 (4.2)
 1X 7→ F (X)(1X) = f
 ξ ∈ X(X)F (X)−−−→ Y (X) 3 ηy
 yX(φ) Y (φ)y
 y
 ξ ◦ φ ∈ X(S)F (S)−−−→ Y (S) 3 η ◦ φ,
 Then we have
 ι(π(F ))(S)(φ) = ι(f)(S) ◦ φ = f ◦ φ = F (X)(1X) ◦ φ = F (S)(1X ◦ φ) = F (S)(φ).
 This shows ι ◦ π is the identity map. Since ι is compatible with composition, π hasto be compatible with composition. �
 Let C be a category. We consider the functors ι : C → CTF (C, SETS) and ι′ : C →COF (C, SETS) given by ι(X)(S) = X(S) = HomC(S,X) and ι′(X)(S) = X(S) =HomC(X,S), which can be checked to be fully faithful by the same argument as above(reversing appropriate arrows). If F ∈ COF (C, SETS) (resp. F ∈ CTF (C, SETS))and we find X ∈ C such that I : X ∼= F (resp. I : X ∼= F ), F is called representable
 by X. Then for Sφ−→ X ∈ X(S) (resp. X
 φ−→ S ∈ X(S)), the following diagrams are
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 commutative:
 1X 7→ I(X)(1X) = ξ
 1X ∈ X(X)I(X)−−→ F (X) 3 ξy
 yX(φ) F (φ)y
 y
 φ ∈ X(S)I(S)−−→ F (S) 3 F (φ)(ξ)
 φ 7→ F (φ)(ξ),
 (4.3)
 1X 7→ I(X)(1X) = ξ
 1X ∈ X(X)I(X)−−→ F (X) 3 ξy
 yX(φ) F (φ)y
 y
 φ ∈ X(S)I(S)−−→ F (S) 3 F (φ)(ξ)
 φ 7→ F (φ)(ξ),
 (4.4)
 Start from an element η ∈ F (S). The above diagram tells us that there exists aunique φ such that η is given by F (φ)(ξ) for ξ = I(X)(1X). Therefore each η is aspecialization under a unique φ of the universal object ξ. If there is another ξ′ whichis universal in the above sense, then there exist φ : X → X such that F (φ)(ξ) = ξ′
 and φ′ : X → X such that F (φ′)(ξ′) = ξ. Both φ and φ′ are unique under the aboverequirement. By the uniqueness, φ ◦ φ′ = φ′ ◦ φ = 1X , because, for example, α = 1X
 and α = φ◦φ′ both satisfy F (α)(ξ′) = ξ′. Thus ξ is determined up to automorphismsof X.
 If X ∼= Y in CTF (C, SETS), then we have
 f ∈ HomCTF (X,Y ) ∼= HomC(X,Y ) and g ∈ HomCTF (Y,X) ∼= HomC(Y,X)
 such that f ◦ g = 1Y and g ◦ f = 1X . This implies X ∼= Y . That is,
 X ∼= Y ⇐⇒ X ∼= Y
 Similarly we haveX ∼= Y ⇐⇒ X ∼= Y .
 Example 4.3. Let O be a valuation ring finite flat over Zp. We consider the Galoisgroup G = Gp = Gal(Q(p,∞)/Q) (unramified outside p and ∞). We fix a Galoisrepresentation ρ : G → GL2(F) for the residue field F of O and define the followingcovariant functor F : CLO → SETS by
 (4.5) F(A) ={ρ : G→ GL2(A)
 ∣∣ρ mod mA = ρ}/ ≈,
 where “≈” is the strict equivalence, that is, conjugation by GL2(A) = 12 +M2(mA).Each element ρ ∈ F(A) is of course supposed to be a continuous representation. Forany morphism α ∈ HomCL(A,B), we define F(α) : F(A) → F(B) by F(α)(ρ) =α ◦ ρ. In this way, F forms a covariant functor. Under the absolute irreducibilityof ρ, Mazur’s theorem tells us that there exists a universal couple (R, %) made of% : G→ GL2(R) ∈ F(R) with R ∈ CLO such that
 F(A) ∼= HomCL(R,A) via ρ 7→ α ⇐⇒ α ◦ % ≈ ρ.
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 This shows that the covariant functor F is representable by R ∈ CLO, and theuniversal object in F(R) is given by %.
 We pick a character φ : G → O× such that φ mod mO = det(ρ). Then we canthink of the following three subfunctors of F :
 Fφ(A) ={ρ ∈ F(A)
 ∣∣det(ρ) = φ}
 Ford(A) ={ρ ∈ F(A)
 ∣∣ρ is p–ordinary}
 (4.6)
 Ford,φ(A) = Ford(A) ∩ Fφ(A),
 where we regard φ as a character with valued in A× projecting the original φ downto A by the structure morphism O → A. Here we recall that ρ is called p–ordinary ifρ|Dp
 ∼= ( e ∗0 δ ) with unramified δ. Of course, the last two functors have meaning only
 when ρ is p–ordinary. Let CNLO be the subcategory of CLO made of noetherian localO–algebras. Under the absolute irreducibility of ρ, Fφ is representable in CLO andeven in CNLO, and Ford and Ford,φ are also representable in CNLO if ρ is absolutelyirreducible and regular
 4.4. Abelian categories. If one can equip HomC(X,Y ) with a functorial additionmaking it into an abelian group, C is called an additive category. An abelian categoryC is an additive category which has a (functorial) notion of cokernel, kernel and image.For example, A–MOD, AB, G–MOD etc. are abelian categories.
 Let us recall the formal definition of additive and abelian categories in the followingparagraphs. Let {0} be a set made of a single element “0”. We consider the covariantfunctor F0 : C → SETS given by F0(Y ) = {0} for all Y ∈ C and F0(φ) = 1{0} for anymorphism φ in C. If F0 is representable by an object X0 ∈ C, X0 is called an initialobject. Thus, for each X ∈ C, F0(X) = {0} = HomC(X0,X) is made of a uniqueelement i. In other words, for each X ∈ C, there is a unique morphism i : X0 → Xsuch that F0(i) = 1{0}.
 We can also consider the contravariant functor F 0 : C → SETS given by F 0(Y ) ={0} for all Y ∈ C and F 0(φ) = 1{0} for any morphism φ in C. If F 0 is representableby X0 ∈ C, X0 is called a final object of C. Thus, for each X ∈ C, there is a uniquemorphism p : X → X0 such that F 0(p) = 1{0}. By definition, we have a uniquemorphism e : X0 → X0 such that e = p ◦ i.
 We consider the following condition:
 (Ab0) C has an initial and a final object which are isomorphic under e.
 If C satisfies (Ab0), we identify the initial and the final object by e and call it thezero-object 0 = 0C. We write X0 (resp. 0X) for the unique element in HomC(0,X)(resp. HomC(X,0)). We assume that (Ab0) holds. Then we have a unique 0X,Y ∈HomC(X,Y ) given by 0X,Y = 0Y ◦ X0, which is called the zero-map.
 For two objects X,Y ∈ C, we consider the covariant functor X ⊕ Y : C → SETSdefined by Z 7→ HomC(X,Z) × HomC(Y,Z). If this functor is representable by anobject, we call the object the direct sum of X and Y , and write it as X ⊕ Y . Inother words, there exists ιX : X → X ⊕ Y and ιY : Y → X ⊕ Y such that the map
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 HomC(X ⊕ Y,Z) 3 f 7→ (f ◦ ιX , f ◦ ιY ) ∈ HomC(X,Z) ×HomC(Y,Z) is bijective forall Z, that is, (ιX , ιY ) is the universal object. The morphism ιX : X → X ⊕ Y iscalled the inclusion of X into X ⊕ Y .
 Similarly we consider the contravariant functor X × Y : C → SETS defined byZ 7→ HomC(Z,X) × HomC(Z, Y ). If this functor is representable by an object, wecall the object the direct product of X and Y , and write it as X × Y . In otherwords, there exists πX : X × Y → X and πY : X × Y → Y such that the mapHomC(Z,X × Y ) 3 f 7→ (πX ◦ f, πY ◦ f) ∈ HomC(Z,X)×HomC(Z, Y ) is bijective forall Z, that is, (πX, πY ) is the universal object. The morphism πX : X × Y → X iscalled the projection of X × Y onto X.
 We have a unique morphism θ : X ⊕ Y → X × Y such that
 πX ◦ θ ◦ ιX = 1X , πX ◦ θ ◦ ιY = 0Y,X , πY ◦ θ ◦ ιX = 0X,Y , πY ◦ θ ◦ ιY = 1Y .
 We consider the following condition:
 (Ab1) For any two objects X,Y ∈ C, there exist X ⊕ Y and X × Y in C, andθ : X ⊕ Y ∼= X × Y .
 Suppose (Ab1). Let
 MX : X → X ×X = X ⊕X (resp. OX : X ×X = X ⊕X → X)
 be the morphism corresponding to (1X , 1X). For f, g ∈ HomC(X,Y ), let (f, g) :X ×X → Y × Y be the corresponding morphism. And we define
 f + g : X → Y ∈ HomC(X,Y ) by OY ◦ (f, g)◦ MX .
 We then have
 (f + g) + h = f + (g + h) and 0X,Y + f = f + 0X,Y = f.
 We consider the following condition:
 (Ab2) HomC(X,Y ) is an abelian group under “+” with identity 0X,Y .
 A category satisfying (Ab0-2) is called an additive category.
 Suppose that C is an additive category. For the category C to form an abeliancategory, C need to have “kernel”, “cokernel” and “image” of morphisms. Here anobject K ∈ C with i : K → X is called a kernel of f : X → Y if
 0 −→ HomC(Z,K)i−→ HomC(Z,X)
 f−→ HomC(Z, Y )
 is an exact sequence in AB for all Z, where f(φ) = f ◦ φ. Similarly p : Y → C iscalled a cokernel of p if
 0 −→ HomC(C,Z)p−→ HomC(Y,Z)
 f−→ HomC(X,Z)
 is exact for all Z ∈ C, where f(φ) = φ ◦ f . If Yp−→ C is a cokernel of X
 f−→ Y ,I = Im(f) is defined to be the kernel of p. Thus we have j : I → Y . Similarly, the
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 cokernel of Ki−→ X is defined to be the coimage of f , and we write q : X → L for
 the canonical map. Looking into the following two exact sequences:
 0 −→ HomC(L, Y )q−→ HomC(X,Y )
 i−→ HomC(K,Y )(4.7)
 0 −→ HomC(L, I)j−→ HomC(L, Y )
 p−→ HomC(L,C),(4.8)
 we claim to have a unique τ : L→ I such that f = j ◦ τ ◦ q. In fact, f ◦ i = 0 implies
 f ◦ i = 0 ⇔ f ∈ Ker(i) by the unicity-lemma. This shows that f = g ◦ q ∈ Im(q)for g ∈ HomC(L, Y ) by the exactness of (4.7). By f ◦ p = 0, we similarly havep ◦ f = 0 and hence, q(p ◦ g) = p ◦ g ◦ q = 0. By the injectivity of q, we havep(g) = p ◦ g = 0 ⇔ g ∈ Ker(p) = Im(j), and hence g = j ◦ τ for τ ∈ HomC(L, I).This shows the claim.
 An additive category C is called abelian if the following two conditions are satisfied:
 (Ab3) For every morphism Xf−→ Y in C, its kernel and cokernel exist in C;
 (Ab4) The morphism τ : L→ I as above is an isomorphism.
 Suppose now that C is an abelian category. Then X(Y ) = HomC(X,Y ) is anabelian group. That is X ∈ COF (C, AB). A sequence F → G → H of functorsin COF (C, AB) is called exact if F (X) → G(X) → H(X) is exact for all X in C.If X
 α−→ Y is a morphism in C, then Xα−→ Y → Coker(α) → 0 is exact. Then by
 definition and the unicity-lemma, we see
 0 −→ Coker(α) −→ Yα−→ X
 is exact in COF (C, AB). That is Coker(α) = Ker(α). Then we see
 (4.9) 0→ Xα−→ Y → βZ is exact ⇐⇒ Coker(β) = Ker(β) ∼= X via α
 ⇐⇒ Coker(β) ∼= X via α by the unicity-lemma
 ⇐⇒ Zβ−→ Y
 α−→ X → 0 is exact.
 A similar assertion also holds for X.
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