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CIMPA School 2018
 "Elliptic problems and applications in geometry"
 Singular Spectral Perturbations
 Colette Anné, Laboratoire de Mathématiques Jean Leray, Nantes
 February 26 - March 07 � Beyrouth (February 26, 2018)
 Contents
 1 Introduction 1
 2 Spectral theory of bounded self-adjoint operators 1
 3 Self-Adjoint unbounded operators and quadratic forms 8
 4 Sobolev embedding theorem and Rellich theorem 14
 5 Excision 19
 6 Partial collapsing 20
 7 Adding handles 22
 8 Sierpinski gasket 24
 1 Introduction
 I will concider spectral perturbations of the operator Laplacian such as mak-ing small holes or adding thin handles. These perturbations are not smoothand can be tackled with the general theory of self-adjoint operators and pos-itive quadratic forms (see Fig. 1 below for an example).General and good references are
 � Reed M. & Simon B. Functional Analysis I, Academic Press 1980.
 1

Page 2
                        

� Kato T. Perturbation Theory for Linear Operators, Springer 1976.
 � Simon B. A comprehensive Course in Analysis IV, AMS 2015.
 Figure 1: Adding handles (the vertical dotlines realize identi�cations).
 2 Spectral theory of bounded self-adjoint operators
 2.1 Requirements
 Hilbert spaces, bounded (or continuous) operators, open map theorem.
 2.1.1 Open Map Theorem:
 Let X and Y be two Banach spaces and T : X → Y a bounded linear operator.If T is surjective then T is open.
 2.1.2 Corollary: Inverse Theorem:
 Let X and Y be two Banach spaces and T : X → Y a bounded linear operator.If T is bijective then T−1 is continuous.
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2.1.3 Corollary: Closed Graph Theorem:
 Let X and Y be two Banach spaces and T : X → Y a linear operator. ThenT is continuous (or bounded) if and only if
 Gr(T ) = {(x, Tx), x ∈ X} ⊂ X × Y
 is closed.
 2.1.4 Banach-Steinhaus Theorem:
 Let X be a Banach space, Y a normed space and F a family of boundedoperators from X to Y . If for any x ∈ X the set {A(x), A ∈ F} is bounded(in Y ) then F is bounded (in norm of operator).
 2.2 Adjoint of an operator
 H is a separable Hilbert space on C and A an operator de�ned on it. By theRiesz Lemma, for all x ∈ H there is a unique vector, denoted A∗x, such that
 ∀y ∈ H < Ay, x >=< y,A∗x >
 A∗ is the adjoint of A.
 2.2.1 Properties
 � A∗ is a bounded operator
 � ‖A∗‖ = ‖A‖
 � if B is an other operator, (AB)∗ = B∗A∗
 � if A is invertible, then A∗ is invertible and (A−1)∗ = (A∗)−1.
 � ‖AA∗‖ = ‖A‖2.
 2.2.2 Exercise
 � calculate the adjoint of the operator An : l2(N)→ l2(N)
 de�ned by
 An(x1, x2, . . . ) = (
 n︷ ︸︸ ︷0, 0, . . ., x1, x2, . . . )
 � Do An and A∗n have strong limit ?
 � conclusion ?
 3
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2.2.3 Self-Adjointness
 We say that A is self-adjoint if A = A∗ or
 ∀x, y ∈ H < Ax, y >=< x,Ay >
 Example. Let P be a projector : P 2 = P then P is self-adjoint if andonly if P is an orthogonal projector : KerP and ImP are orthogonal spaces.
 2.2.4 Theorem of Hellinger-Toeplitz:
 A self-adjoint operator de�ned on all the Hilbert space is bounded.Proof: it is su�cient to prove that its graph is closed.
 2.3 Spectral theory
 Let H = Rn. We know that any symmetric matrix can be diagonized in anorthonormal basis. In the in�nite dimensional case it is not always the case.
 2.3.1 Example: Combinatorial Laplacian
 Let H = l2(Z) and concider the following operator
 f ∈ l2(Z), A(f)(n) = 2f(n)− f(n+ 1)− f(n− 1)
 We can consider this operator through the Fourier transform, if f(θ) =∑n∈Z f(n)einθ then
 Af(θ) = (2− e−iθ − eiθ)f(θ) = 2(1− cos(θ))f(θ)
 For any λ ∈ R the equation 2(1−cos(θ))F = λF has no non zero solutionfor F ∈ L2([0, 2π]) A has no eigenvalue.
 2.3.2 Spectrum
 Let A be a bounded operator de�ned on H, the resolvent set of A is
 ρ(A) = {λ ∈ C, (A− λId) invertible}
 The spectrum of A is σ(A) = C \ ρ(A). In the preceding example$σ(A)=[0,4].$λ ∈ σ(A) is an eigenvalue of A if (A− λId) is not injective.For λ ∈ ρ(A) the operator (A− λId)−1 is the resolvent of A at λ.
 4
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1. Theorem: The resolvent set of a bounded operator is an open subsetof C and the resolvent is an analytic function on it.
 2. Corollary: The spectrum of a bounded operator is never empty.
 3. Exercise: the resolvent set of a bounded operator is never empty.
 4. De�nition: The spectral radius of A is
 r(A) = supλ∈σ(A)
 |λ|
 5. Proposition:
 � r(A) = limn→∞ ‖An‖1/n
 � If A is self-adjoint, then the spectrum of A is real.
 indication: show that (Im(A))⊥ = KerA∗ and that if A is self-adjoint‖(A− λId)(x)‖ ≥ |=(λ)| ‖x‖.
 6. Example: Let H = l2(N) and look at the operator
 A(
 (xn)n∈N
 )= (
 1
 n+ 1xn)n∈N
 A is injective but 0 ∈ σ(A). Indeed, the image of A is dense but A isnot surjective.
 2.3.3 Compact operator
 1. De�nition: Let X be a Banach space, Y a normed space and A : X →Y a bounded operator. The operator is compact if for any boundedsubset B of X, A(B) is relatively compact in Y .
 2. Example: Let K be a continuous function on the product space [0, 1]×[0, 1] and de�ne the operator A acting in C([0, 1],R) by:
 A(f)(x) =
 ∫K(x, y)f(y)dy
 A is compact by the theorem of Ascoli.
 3. Theorem: If the operator A : X → Y is compact and if (xn)n∈N is asequence, weakly convergent to x, then (A(xn))n∈N converges in normto A(x).
 5
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4. Properties:
 � a limit in norm of a sequence of compact operators is compact
 (diagonal principle)
 � if A or B are compact, then A ◦B is compact
 � if X = Y Hilbert, the operator A is compact if and only if A∗ is
 compact (admitted: use the polar decomposition)
 2.3.4 Compact operators in a Hilbert space
 Let H be a separable Hilbert space.
 1. Theorem: If A is a compact operator in H, then A is the limit (innorm of operators) of operators with �nite rank.
 Proof: Let ϕn, n ∈ N be an orthonormal basis of H and consider theoperators An(f) =
 ∑j≤n < f, φj > A(φj). As A is compact, we have
 limn→∞ ‖A−An‖ = 0.
 2. Fredholm alternative: If A is a compact operator acting in H and(Id−A) is injective then (Id−A) is invertible (and continuous).
 Proof: De�ne Φ = (Id−A) and show that if Φ is injective there existsa constant C > 0 such that for all x ∈ H, ‖x‖ ≤ C ‖Φ(x)‖. It means,in particular, that Im(Φ) is closed, as well as Im(Φk) for all integerk show now that the decreasing sequence of spaces Im(Φk), k ∈ N isstationnary, and conclude. (a proof due to Terence Tao).
 indication: If Im(Φk), k ∈ N is not stationnary there exists a sequenceyk ∈ Im(Φk) with ‖yk‖ = 1 and d(yk, Im(Φk+1)) ≥ 1/2.
 3. Theorem [Riesz-Schauder] Let A be a compact operator acting inH, then σ(A) is a discrete set, with only 0 as possible accumulationpoint, the non zero elements of σ(A) are all eigenvalues with �nitemultiplicity.
 Proof: Indeed for any ε > 0 the set {λ ∈ σ(A), |λ| ≥ ε} is �nite: if itis in�nite take λn, n ∈ N all distincts in this space. By the Fredholmalternative there exists xn, ‖xn‖ = 1 and A(xn) = λnxn.
 (a) The xn, n ∈ N are linearly independant: if
 6
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∑Nj=0 αj xj = 0 with αN 6= 0, then
 N−1∏j=0
 (A− λj)(N∑j=0
 αj xj) = αN
 N−1∏j=0
 (λN − λj)xN = 0.
 (a) As a consequence, if En is the vector space generated by
 xj , 0 ≤ j ≤ n, it de�nes a strctly increasing sequence. Thus, thereexist yn ∈ En with ‖yn‖ = 1 and d(yn, En−1) ≥ 1/2. We remark thatEn is stable by A and (A− λn)(En) ⊂ En−1 and if m > n
 ‖A(ym)−A(yn)‖ = ‖λmym + (A− λm)ym −A(yn)‖ ≥ ε
 2
 because(
 (A − λm)ym − A(yn))/λm is in Em−1. But A is compact,
 this inequality cannot hold.
 4. Question: Is the operator of the example 2.3.1 compact?
 5. Theorem [Hilbert-Schmidt] Let A be a self-adjoint compact oper-ator acting in H of in�nite dimension, then there is an orthonormalbasis (φn)n∈N of eigenvectors:
 A(φn) = λnφn limn→∞
 λn = 0
 Moreover, the non zero eigenvalues have �nite multiplicity.
 Proof: as A is self-adjoint its spectrum is real, as it is compact itis a set of eigenvalues with �nite multiplicity (why?), plus 0. As His separable, the set of eigenvalues is at most countable. Let H0 =⊕λ∈σ(A)Ker(A− λ)
 (a) This direct sum is orthonormal
 (b) A(H0) ⊂ H0
 (c) A(H⊥0 ) ⊂ H⊥0 and A|H⊥0is self-adjoint
 and compact, its spectrum consists on eigenvalues of A, so H⊥0 = {0}.
 6. Exercise: In l2(N) let consider the Hilbert spaces
 hs = {(xn) ∈ l2; ((1 + n2)s/2 ∈ l2}
 for which scalar product ? (take s ≥ 0)Show that Id:hs → hs′ is compact if s > s′ (as a limit of �nite rankoperators).
 7
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2.3.5 Fondamental theorem: Spectral representation
 (admitted, see Reed Simon I) Let A be a bounded self-adjoint operator in theHilbert space H there exists a unique continuous morphism of ∗-algebra
 Φ : B(R)→ L(H)
 if B(R) denote the set of bounded borelian real functions and L(H) is thespace of bounded operator on H, such that
 � if the support of f is included in the resolvent set ρ(A) then Φ(f) = 0
 � Φ(x 7→ x) = A
 � Aψ = λψ ⇒ Φ(f)ψ = f(λ)ψ
 � If B commute with A then it commutes with all the Φ(f)
 � If f ≥ 0 then the operator Φ(f) is positive
 We denote Φ(f) = f(A).If f = χI the characteristic function of the interval I ⊂ R then χI(A) is anorthogonal projector, the orthogonal projector on the total eigenspacecorresponding to σ(A) ∩ I and denoted EI(A).
 2.3.6 Example: Let us turn back to the example H = L2([0, 2π])
 A(ϕ) = 2(1 − cos(θ))ϕ. We �x F (θ) = 2(1 − cos(θ)) then for any intervalI, χI(A)(ϕ) = (χI ◦ F ).ϕ = χF−1I .ϕ. As a consequence, C0(F−1I) is asubspace of EI(A) which is always of in�nite dimension.A has only an essential spectrum.
 3 Self-Adjoint unbounded operators and quadratic
 forms
 Look at the operator Laplacian: for f ∈ C2(Rn)
 ∆(f) = −n∑1
 ∂2
 ∂x2j
 (f)
 C2 is not an Hilbert space, we can look at the Sobolev space
 H2(Rn) = {f ∈ L2(Rn), (1 + |ξ|2)f ∈ L2(Rn)}
 8
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where ∆ is well de�ned, but ∆(f) is not in H2,That is why we introduce the concept of unbounded operators: H
 is a separable Hilbert space and S an operator de�ned on its domain D(S)which is dense in H.
 example: H = L2(Rn), ∆ with domain D(∆) = H2(Rn).
 3.1 De�nitions
 � Let (S,D(S)) be an operator on the Hilbert space H, the graph of Sis the subset of H×H
 Γ(S) = {(f, S(f)), f ∈ D(S)}
 � the operator (S,D(S)) is closed if Γ(S) is closed in H×H
 � Let (S,D(S)) and (T,D(T )) be two operators on the same Hilbertspace, T is an extension of S (denoted S ⊂ T ) if D(S) ⊂ D(T ) and
 ∀f ∈ D(S), T (f) = S(f)
 � Proposition: If the operator (S,D(S)) admits a closed extension,we say that S is closable, (S,D(S)) is closable if and only if Γ(S)is a graph, the graph of S, the closure of S and the smallest closedextension of S.
 3.2 Examples
 � H = L2(R), functions with complex values,
 D(T ) = C∞0 (R) and T (f) = i ∂∂xf . This operator is closable and the domainof its closure is H1(R).
 This operator is also symmetric:
 ∀f1, f2 ∈ D(T ), 〈T (f1), f2〉 = 〈f1, T (f2)〉
 � H = L2([0, 1]). Let ϕ0 ∈ H and de�ne D(T ) = C0(]0, 1[)
 and T (f) = f(1/2)ϕ0. This operator is not closable: there exists a sequencefn ∈ C0(]0, 1[) such that fn(1/2) = 1 and limn→∞
 ∫ 10 |fn|
 2 = 0.
 9
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3.3 Self-Adjointness
 Let (S,D(S)) be an operator on the Hilbert space H, the adjoint of S,denoted (S∗, D(S∗)) is de�ned by
 D(S∗) ={f ∈ H; ∃h ∈ H such that ∀g ∈ D(S), 〈S(g), f〉 = 〈g, h〉
 }If f ∈ D(S∗) we de�ne S∗(f) = h.
 3.3.1 Proposition:
 � The operator S is closable if and only if D(S∗) is dense in H.
 � If S is closable, then S = (S∗)∗.
 � If S is symmetric, S∗ is a closed extension of S, and so, S is closable.
 3.3.2 Examples
 1. H = L2(R), D(T ) = L1(R) ∩ L2(R), T (f) = (∫f)ψ0 for some ψ0 ∈
 L2(R), ψ0 6= 0. Then D(T ∗) = ψ⊥0 is not dense! So T is not closable.
 2. H = L2(]0, 1[), D(T ) = C∞0 (]0, 1[), T (f) = i ∂∂xf T is symmetric,D(T ∗) = H1([0, 1]) and D(T ) = H1
 0 ([0, 1]).
 3.3.3 De�nition
 The operator (S,D(S)) is self-adjoint if S is symmetric and D(S∗) = D(S).(S,D(S)) is essentially self-adjoint if S is self-adjoint.
 3.3.4 Fondamental property
 Let (S,D(S)) be a symmetric operator on the Hilbert space H, then thefollowing properties are equivalent
 � (S,D(S)) is self-adjoint
 � (S,D(S)) is closed and Ker(S∗ ± i) = {0}
 � Im (S ± i) = H.
 10
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3.3.5 Exercise:
 The operator of the previous example (3.3.2-2) has in�nitly many self-adjointextensions:
 Let D(Tα) = {f ∈ H1([0, 1]), f(1) = αf(0)} for which α is (Tα, D(Tα))with Tα(f) = i ∂∂xf self-adjoint ?
 3.4 Spectral theory of self-adjoint operators
 Let (S,D(S)) be a closed operator on the Hilbert space H. Then D(S) is aBanach space for the norm of operator
 ∀f ∈ D(S) ‖f‖2S = ‖f‖2 + ‖S(f)‖2
 indeed a Hilbert space. The resolvent set of S is
 ρ(S) = {λ ∈ C, (S − λId) : D(S)→ H bijective}
 and the spectrum set is σ(S) = C \ ρ(S).
 3.4.1 Exercise
 If the self-adjoint operator (S,D(S)) is positive (any f ∈ D(S) satis�es〈S(f), f〉 ≥ 0) then −1 ∈ ρ(S) (or any strictly negative number).
 3.4.2 Remark
 As D(S) is a Banach space if S is closed and for any λ ∈ ρ(S) the map(S−λId) : D(S)→ H is continuous for this norm, the resolvent (S−λId)−1 :H → D(S) is continuous, and it is also continuous if we regard it to arrivein H.
 For λ ∈ ρ(S), we de�ne Rλ(S) = (S − λId)−1.
 3.4.3 Proposition
 ρ(S) is open, (Rλ(S))λ∈ρ(S) is a commutative family of bounded operatorssatisfying
 Rλ(S)−Rµ(S) = (λ− µ)Rµ(S)Rλ(S).
 3.4.4 Proposition
 If (S,D(S)) is self-adjoint, then σ(S) ⊂ RLet λ ∈ C such that =λ 6= 0 then
 ‖Rλ(S)‖H→H ≤1
 |=λ|
 11
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3.4.5 Fondamental theorem: Spectral representation
 Let (S,D(S)) be a self-adjoint operator in the Hilbert space H there exists aunique continuous morphism of ∗-algebra
 Φ : B(R)→ L(H)
 (B(R) /the set of bounded borelian real functions,/ L(H) is the space ofbounded operator on H),/ /such that
 � Sψ = λψ ⇒ Φ(f)ψ = f(λ)ψ
 � If B commute with S then it commutes with all the Φ(f)
 � If f ≥ 0 then the operator Φ(f) is positive
 We denote Φ(f) = f(S).It is an application of the theorem on bounded operators to Rλ(S), but
 Rλ(S) is not self-adjoint if =λ 6= 0 it is just normal : the operator commuteswith its adjoint, so we have �rst to extend the previous theorem to normaloperators.
 3.5 Quadratic forms
 Any self-adjoint operator (S,D(S)) de�nes a quadratic form in H with do-main (containing) D(S) : q(f, f) = 〈S(f), f〉. But for the Laplacian actingon Rn for instance we have, for f ∈ C∞0 (Rn)
 〈∆(f), f〉 =
 ∫Rn|df |2
 which can be de�ned in a bigger space than H2, namely H1(Rn). So thereare correspondance between self-adjoint operators and quadratic forms if wetake care of the domains.
 3.5.1 De�nitions
 1. A quadratic form (q,D(q)) on its domain D(q), a dense subspacein the Hilbert space H, is q : D(q) × D(q) → C sesquilinear andsymmetric:
 q(f1, f2) = q(f2, f1)
 The quadratic form is semibounded if there exists M ≥ 0 such that∀f ∈ D(q), q(f, f) ≥ −M‖f‖2 and if we can take M = 0 we say thatq is positive.
 12
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2. Remark. A sesquilinear semibounded form is symmetric (exercise)
 3. The semibounded (by −M) quadratic form is closed if the space D(q)is complete as a normed space with norm ‖.‖q
 f ∈ D(q), ‖f‖2q = q(f, f) + (1 +M)‖f‖2
 Thuse D(q) is an Hilbert space for the scalar product 〈f1, f2〉q =q(f1, f2) + (1 +M)〈f1, f2〉.
 4. Example (E,H1(Rn)) with E(f) =∫|df |2 is closed. It is the quadratic
 form of energy.
 3.5.2 Fondamental Theorem
 If (q,D(q)) is a closed semibounded quadratic form, then q is the quadraticform of a unique self-adjoint operator.
 There exists (S,D(S)) unique such that
 D(S) = {f ∈ D(q), ∃ϕ ∈ H, ∀ψ ∈ D(q) q(f, ψ) = 〈ϕ,ψ〉}
 and S(f) = ϕ.Indeed, let us suppose for simplicity that q is positive (ie. M = 0), for
 any ψ ∈ H, the linear form lψ(f) = 〈f, ψ〉 is continuous on the Hilbert space(D(q), 〈., .〉q). Let us denote A(ψ) the element of D(q) satisfying
 ∀f ∈ D(q), 〈f, ψ〉 = 〈f,A(ψ)〉q
 The operator A is bounded: ‖A(ψ)‖q ≤ ‖ψ‖, injective, and Im(A) is densein D(q). The solution is D(S) = Im(A) and if f = A(ψ) then S(f) = ψ− f .
 3.5.3 Examples
 The Laplacian is the operator associated to the energy form.
 1. Let H = L2(]0, 1[), and q(f1, f2) =∫df1df2 on D(q) = H1
 0 ([0, 1])The self-adjoint operator associated is the Laplacian with Dirichletboundary conditions.
 2. Let H = L2(]0, 1[), and q(f1, f2) =∫df1df2 on D(q) = H1([0, 1])
 The self-adjoint operator associated is the Laplacian with Neumannboundary conditions.
 3. These examples can be generalized to all the Riemannian manifoldswith boundary.
 13
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3.5.4 Friedrich's extension
 Let (S,D(S)) be a positive symmetric operator, it de�nes a quadratic formD(q) = D(S) and q(f, f) = 〈S(f), f〉.
 1. This quadratic form is closable: As S is symmetric and positive,
 〈f1, f2〉1 = 〈f1, f2〉+ q(f1, f2)
 de�nes a scalar product, let denote ‖.‖1 the norm associated and H1
 the completion of D(S) for this norm. All we have to do is to showthat H1 is a subspace of H. Let ι : D(S)→ H be the natural injection,and ι its prolongation to H1.
 Lemma: ι is injective.
 Indeed, let f = lim(H1)fn and fn ∈ D(S). If ι(f) = 0 thenlimn→∞ ‖fn‖ = 0. But
 ‖f‖21 = limm→∞
 ( limn→∞
 〈fn, fm〉1) = limm→∞
 ( limn→∞
 〈fn, (1 + S)fm〉) = 0
 2. The self-adjoint operator associated to this closure is the Friedrich'sextension of (S,D(S)).
 3. Example: The Friedrich's extension of (∆, C∞0 (Rn)) is (∆, H2(Rn)).
 4 Sobolev embedding theorem and Rellich theorem
 These theorems permit the Laplacian to have a compact resolvent in certaincases and then to have a discret spectrum. References:
 4.1 References for this part
 � Roe J. Elliptic operators, topology and asymptotic methods Pitman1998.
 � Grigor'yan A. Heat Kernel and Analysis on Manifolds AMS 2009.
 � Hebey E. Nonlinear Analysis on Manifolds: Sobolev Spaces and In-equalities AMS 1999.
 � Hörmander L. The Analysis of Linear Partial Di�erential OperatorsSpringer 1985.
 Requirement: Manifolds, Riemannian metrics, Fourier transform.
 14
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4.2 The case of Tn = Rn/Zn
 4.2.1 Plancherel formula
 Let f ∈ L2(Tn) then the Fourier coe�cients of f are
 f(ν) =
 ∫Tnf(x) exp−i2πν.x dx, ν ∈ Zn
 The functions eν(x) = expi2πν.x form an orthonormal basis of the Hilbertspace L2(Tn) and we can write in L2(Tn): f =
 ∑ν∈Zn f(ν)eν .
 4.2.2 Proposition
 If f ∈ C∞(Tn) then its Fourier coe�cients are rapidly decreasing: for anypositive integer N there exists C(N) > 0 such that for any ν ∈ Zn, |f(ν)| ≤CN (1 + |ν|2)−N .
 There are theorems in the other direction.
 4.2.3 De�nition k'th Sobolev space W k
 Let k be a positive integer,W k is the closure of C∞(Tn) for the norm comingfrom the scalar product
 〈f, f〉k =∑ν∈Zn
 |f(ν)|2(1 + |ν|2)k
 Proposition Ck(Tn) is continously included in W k.(exercise)
 4.2.4 The Sobolev embedding theorem
 For any integer p > n/2 the (k+p)'th Sobolev space is continously includedin Ck(Tn).Proof: there exists ck > 0 such that for any f ∈ C∞(Tn),
 ‖f‖Ck ≤ ck∑ν∈Zn
 |f(ν)|(1 + |ν|2)k/2
 but by assumption on p the serie of general term (1 + |ν|2)−p is convergent,the Cauchy-Schwarz inequality gives then
 ‖f‖Ck ≤ ck‖f‖Wk+p
 √∑ν∈Zn
 (1 + |ν|2)−p
 15
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4.2.5 The Rellich's theorem
 If k1 < k2 the inclusion W k2 ↪→W k1 is compact.Proof: see that this inclusion is the limit of operators of �nit rank. (comparewith the exercise 2.3.4.6)
 4.3 On a compact Riemannian manifold M (general case)
 The manifold M of dimension n can be covered by a �nite atlas whereit works as before, so the same theorem holds because we have uniformcomparison estimates.Be careful that this is in general not true when M is not compact.
 More precisely, let (Ui, φi)1≤i≤N be a �nite atlas of M and ψ1 a partitionof 1 subordinated to this cover. We de�ne the Sobolev k-norm of f ∈ C∞(M)by
 ‖f‖k =∑
 1≤i≤N‖(ψi.f) ◦ φ−1
 i ‖k.
 Indeed we can suppose that the open set Vi = φi(Ui) satis�es Vi ⊂ [0, 1]n,thuse the function (ψi.f)◦φ−1
 i a priori de�ned on Vi can be prolongated by 0and de�ne a function on Tn. The k'th Sobolev space of M , W k(M), is thenthe completion of C∞(M) for this norm. Remark that the norm depends onthe atlas but given two atlas give two equivalent norms. The same theoremshold for M as for Tn:
 4.3.1 Ck(M) is continously included in W k(M).
 4.3.2 Sobolev embedding theorem
 For any integer p > n/2, W (k+p)(M) is continously included in Ck(M).
 4.3.3 Rellich's theorem
 If k1 < k2 the inclusion W k2(M) ↪→W k1(M) is compact.
 4.4 The spectrum of the Laplacian of a compact Riemannianmanifold
 Let (M, g) be a compact Riemannian manifold. In local coordinates(x1, . . . , xn) the metric de�nes a symmetric, positive de�ned matrix gij(x) =gx(∂xi , ∂xj ). It de�nes also a scalar product on the cotangent space by[gij(x)], the inverse matrix of [gij(x)], if ξ ∈ T ∗x (M) we denote it (ξ, ξ)g(x).
 16
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It de�nes also a volume form dvolg = (det[gij)])1/2dx1 . . . dxn. Let ρ(x) =
 (det[gij)])1/2(x).
 We can now de�ne the energy form
 q(f, f) =
 ∫M|df |2gdvolg
 The local expression of the Laplacian is then
 ∆(f)(x) =−1
 ρ(x)
 ∑1≤i,j≤n
 ∂xj (ρgij∂xi(f))(x).
 The domain of q is H1(M, g) = {f ∈ L2(M, g), |df |g ∈ L2(M, g)}. We haveclearly H1(M, g) = W 1(M) and q,D(q) = H1(M, g) is closed.
 4.4.1 Proposition:
 The self-adjoint operator associated to the closed quadratic form (q,H1(M, g))is ∆ with domain W 2(M).Proof (sketch): By the theorem about closed quadratic form the operator(∆, D(∆)) is self-adjoint on the domain
 D(∆) = {f ∈ H1(M, g),∆(f) ∈ L2(M, g)}
 The inclusion W 2(M) ⊂ D(∆) is clear but the inverse inclusion is far fromtrivial and not systematic. It uses the ellipticity of the Laplacian on M : theprincipal symbol of ∆ is invertible.
 The point is to obtain this formula: there exists a constant c > 0 suchthat
 ∀f ∈ C∞(M), ‖f‖W2(M) ≤ c (‖f‖+ ‖∆(f)‖)
 Remark. This control is clear on Tn: we have to control the L2-normof any derivative of f of order less than 2 by the right hand term. It is aconsequence (via the Fourier transform) of the fact that for any homogeneouspolynomial P on Rn of degree less than 2 there exists a constant c > 0 suchthat P (x) ≤ c (x2
 1 + · · ·+ x2n).
 Few methods can be used, one is to construct a parametrix (going back toHadamard) in the framework of pseudodi�erential operators, see Hörmander.One is to make local elliptic estimates, see Grigor'yan Thm. 6.9. One is todo Riemannian geometry, see Hebey:Bochner-Weitzenböck formula. Let∇ denote the Levi-Civita connectionof (M, g), we de�ne the rough Laplacian ∆ acting on 1-forms (and more
 17
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generally on p-forms) by the formula ∆ = ∇∗∇. On the other hand theLaplacian on p-forms is de�ned by the formula ∆ = (d+δ)2 if δ is the adjointof d called the co-di�erential. Let α a 1-form on M these two operators arerelated by the Weitzenböck formula
 ∆(α) = ∆(α) +Ricci(α)
 where Ricci is a curvature term, without derivative.applying it to the 1-form df and making the scalar product with df gives
 ∀f ∈ C∞(M)
 ∫|∇(df)|2 =
 ∫M|∆(f)|2 −
 ∫M
 Ric(∇f,∇f)
 where the gradiant ∇f of f is de�ned by: g(x)(∇f,X) = dfx(X) and Ric isthe Ricci curvature of M .
 The left handle term is equivalent to the term concerning the secondderivatives in the norm of W2(M). So we are done if the Ricci curvature isbounded from below.
 By this kind of calculus you see how to obtain such results in the noncompact case : you need curvature hypothesis!
 4.4.2 Theorem
 Let (M, g) be a compact connected Riemannian manifold, then there existsan orthonormal basis (ϕj)j∈N of L2(M) consisting of eigenfunctions of itsLaplacian ∆: there exists
 0 = λ0 < λ1 ≤ . . .
 with limj→∞ λj = +∞ and ∀j,∆(ϕj) = λjϕjIndeed, the resolvent (∆ + 1)−1 : L2(M, g) → L2(M, g) is compact self-
 adjoint.
 4.4.3 Minimax formula
 With the same notation than in the theorem one has
 ∀j ∈ N, λj = inf{
 supf∈E\{0}
 ∫M |df |
 2∫M |f |2
 ;E subspace H1(M, g) dimE = (j + 1)}
 The Rayleigh-Ritz quotient of f ∈ H1(M, g) \ {0} is R(f) =∫M |df |
 2∫M |f |2
 .
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Proof: For j ∈ N let Ej be the space generated by ϕi, 0 ≤ i ≤ j then
 λj = supf∈Ej\{0}
 ∫M |df |
 2∫M |f |2
 On the other hand, if E ⊂ H1(M, g) satis�es dimE = (j + 1) then considerπj : E → Ej the orthogonal projector on Ej restricted to E.
 If πj is not a bijection, then there exists f ∈ E⊥j ∩E non zero, R(f) ≥ λjand supf∈E\{0}R(f) ≥ supf∈Ej\{0}R(f).
 If πj is a bijection, then there exists fj ∈ E⊥j such that f = fj +ϕj ∈ E.But again R(f) ≥ λj .
 (Remark that ϕj , j ∈ N is also orthonormal for <,>q.)
 4.4.4 Relatively compact manifolds or domains with boundary
 The same result holds if the Laplacian on study is selfadjoint (boundaryconditions as Dirichlet or Neumann).
 5 Excision
 5.1 Mε = M \Bε.
 Let (Mn, g) be a compact Riemannian manifold, x0 ∈ M We construct thefollowing perturbation: For ε > 0 we denote Bε = {x ∈M,d(x0, x) < ε} andde�ne Mε = M \Bε a manifold with boundary.
 5.2 Proposition
 If n ≥ 2 the Laplacian with Dirichlet or Neumann boundary conditionsconverges to the Laplacian on M . For which convergence ?
 5.2.1 convergence of the eigenvalues and the eigenfunctions.
 5.2.2 generalization to Mε = M \ TUBε(Y )
 for Y ⊂M a submanifold of codimension bigger than 2.
 5.2.3 convergence in norm of the resolvent.
 We suppose that two closed positive quadratic forms q and q, living in theHilbert spaces H resp. H are δ- quasi unitarily equivalent (of order k ≥ 1):
 there exist linear bounded operators J : H → H and J ′ :H → H and
 19
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also J1 : H1 → H1 and J ′1 : H1 → H1 on the energy form domains whichsatisfy:
 1. for all f ∈ H, u ∈ H‖Jf‖ ≤ (1 + δ)‖f, ‖ |〈Jf, u〉 − 〈f, J ′u〉| ≤ δ‖f‖‖u‖ (1a)
 2. for all f ∈ H1, u ∈ H1
 ‖f − J ′Jf‖ ≤ δ‖f‖1, ‖u− J ′Ju‖ ≤ δ‖u‖ (1b)
 3. for all f ∈ H1, u ∈ H1
 ‖J1f − Jf‖ ≤ δ‖f‖1, ‖J ′1u− J ′u‖ ≤ δ‖u‖1 (1c)
 4. for all f ∈ Hk, u ∈ H1
 |q(J1f, u)− q(f, J ′1u)| ≤ δ‖f‖k‖u‖1 (1d)
 Then the following holds true:
 ‖(JR− RJ
 )R(k−2)/2‖ ≤ 7δ and (2a)
 ‖(∆ + 1)1/2(J1R− R(J ′1)∗
 )R(k−2)/2‖ ≤ 4δ. (2b)
 where R := (∆ + 1)−1 resp. R := (∆ + 1)−1 denotes the resolvent of ∆ resp.∆. Via functionnal calculus, these kind of estimates give the convergence ofthe spectrum and of the eigenfunctions. It applies for excision, see
 � Anné C. & Post O. Wildly perturbed manifolds: norm resolvent andspectral convergence arXiv:1802.01124
 6 Partial collapsing
 I present here a result of Takahashi:
 � J. Takahashi Collapsing of connected sums and the eigenvalues of theLaplacian, J. Geom. Phys. 40 no 3-4(2002), 201�208.
 He conciders the following perturbation: Let M1,M2 be two compact con-nected Riemannian manifolds (metrics g1, g2) of dimension n ≥ 2 andtwo points x1 ∈ M1 and x2 ∈ M2. Let M1(ε) = M1 \ B(x1, ε) andM2(ε) = ε.(M2 \ B(x2, 1). It means that we concider on M2 \ B(x2, 1) themetric ε2g2. To make this construction we need that the injectivity radius ofM2 is bigger than 1, what is always possible by a scaling. But we ask more:the balls B(x1, ε0) and B(x2, 1) must be euclidean.
 Then we can construct Mε = M1(ε) ∪M2(ε) and we ask What happensat the limit?
 20
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6.1 the quadratic form
 We �x the Hilbert spaces as follows. Let
 H = L2(M1)× L2(M2 \B(x2, 1)) Hε = L2(M1(ε))× L2(M2 \B(x2, 1))
 using the isometry between L2(M2(ε)) and L2(M2 \B(x2, 1)) given by h→εn/2h. We �x normal coordinates around the two points x1, x2. Then thequadratic form of the energy is
 D(qε) ={
 (f, h) ∈ H1(M1(ε))×H1(M2 \B(x2, 1)),
 f(x1 + εθ) = ε−n/2h(x2 + θ), ∀θ ∈ Sn−1}
 qε((f, h), (f, h)) =
 ∫M1(ε)
 |df |2dvolg1 +1
 ε2
 ∫M2\B(x2,1)
 |dh|2dvolg2
 6.2 the result
 The limit spectrum is the spectrum of the Laplacian ∆1 on (M1, g1).Indeed, it is a consequence of the Minimax formula. We denote by
 0 = λ0(ε) < λ1(ε) ≤ λ2(ε) . . .
 the spectrum of the perturbed manifold and by 0 = λ0 < λ1 ≤ λ2 . . . thespectrum of ∆1.
 1. Any function f ∈ H10 (M1(ε)) de�nes (f, 0) ∈ D(qε), so the Minimax
 formula tells us that for any k ∈ N λk(ε) is bounded by the kth eigen-value of the Dirichlet problem on M1(ε) and �nally, using the previousresult
 ∀k ∈ N lim supε→0
 λk(ε) ≤ λk.
 2. Now, for k ∈ N �xed, let (fε, hε) be a normed eigenfunction of theoperator de�ned by qε relative to the eigenvalue λk(ε). By the previouspoint we have
 ∫M2\B(x2,1) |dh|
 2dvolg2 = O(ε2) thuse hε is approximatelyconstant, and because of the boundary condition this constant is 0.More precisely, by the Rellich theorem we have limε→0 ‖hε‖ = 0 inL2(M2 \B(x2, 1)).
 On the other hand fε ∈ H10 (M1(ε)) satis�es
 ∫M1(ε) |dfε|
 2dvolg1 ≤ λk(ε).To conclude, by the Minimax formula, that
 λk ≤ lim infε→0
 λk(ε)
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we have to proceed by recurrence on k and to do these estimates for
 an orthonormal family(
 (f jε , hjε))
 0≤j≤kof eigenfunctions relative to(
 λj(ε))
 0≤j≤k. We restrict to a subfamily such that limm→∞ λk(εm) =
 lim infε→0 λk(ε) and for this subfamily apply the previous estimates onhjεm . Then the family (f jεm)0≤j≤k is almost orthonormal and the spaceEm they generate is a good candidate to estimate the kth eigenvalueof the Neumann problem on M1(ε). The result of the previous sectiongives then the conclusion.
 6.3 applications
 6.3.1 we cannot hear the topology of a manifold.
 First proof by Chavel & Feldmann (Spectra of manifolds with small handlesCommen. Math. Helv. 56, 83�102 (1981).
 6.3.2 minoration of the conformal spectrum
 On a compact Riemannian manifold by the one of a Sphere, volume �xed. SeeColbois & El Sou� : Extremal Eigenvalues of the Laplacian in a ConformalClass of Metrics: The `Conformal Spectrum' Annals Global An. and Geo.24, 337�349, 2003.
 7 Adding handles
 7.1 The construction
 Let (Mn, g) be a compact Riemannian manifold, x0, x1 ∈ M . We constructthe following perturbation: For ε > 0 we denote Bε(xj) = {x ∈M,d(xj , x) <ε} and de�ne M0
 ε = M \ (Bε(x0) ∪ Bε(x1)) a manifold with boundary, andan (abstract) handle of lengh L: Cε = [0, L]× εSn−1.
 The perturbation Mε results from the glueing of Cε on M0ε , we remark
 that they have the same boundary: we �x normal charts around x0 and x1
 the boundary are asymptotically isometric. We de�ne
 L2(Mε) = L2(M0ε , g)× L2([0, L]× Sn−1, ds2 + ε2gcan) (3)
 H1(Mε) = {(f, h) ∈ H1(M0ε )×H1(Cε)f = h on ∂Cε} (4)
 q(
 (f, h), (f, h))
 =
 ∫M0ε
 |df |2 +
 ∫[0,L]×εSn−1
 (|∂sh|2 +1
 ε2|∂θh|2) (5)
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7.2 Proposition
 The spectrum, and the eigenfunctions ofMε converge, as ε→ 0, to the unionof the spectrum of M and the Dirichlet spectrum of the interval [0, L].
 7.2.1 Proof:
 We de�ne the limit spaces H = L2(M, g) × L2([0, L], ds2) and H1 =H1(M, g) × H1
 0 ([0, L], ds2). We concider the union of the two limit spec-tra repeted as the total multiplicity and denote it
 0 = µ0 < µ1 ≤ µ2 . . .
 In a same way we denote the spectrum on Mε
 0 = λ0(ε) < λ1(ε) ≤ λ2(ε) . . .
 1. If ϕ ∈ H1(M, g) is an eigenfunction ∆M (ϕ) = λϕ, it corresponds tothe element (ϕ, 0) ∈ H1 and we transplant it on Mε as follows: weknow that there exists an eigenfunction ϕε ∈ H2
 0 (M0ε )
 ∆(ϕε) = λεϕε on M0ε
 for the Dirichlet boundary problem. Indeed (ϕε, 0) ∈ H1(Mε). In thesame way if ψ ∈ H1
 0 ([0, L], ds2) is an eigenfunction of the Dirichletproblem ∆(ψ) = λψ on the interval [0, L], we can see it as a functionon the handle constant on the �bers (εSn−1) and �nally as an element(0, ψ) ∈ H1(Mε). The minimax formula then tells us
 ∀j ∈ N lim supε→0
 λj(ε) ≤ µj .
 2. Concider now, for j ∈ N, µ = lim infε→0 λj(ε). If fε = (ϕε, ψε) ∈H1(Mε) is a normed eigenfunction ∆ε(fε) = λj(ε)fε, we de�ne ϕε theharmonic prolongation of ϕε on (Bε(x0) ∪Bε(x1))
 We know that the family (ϕε, ψε) is bounded in the �xed spaceH1(M, g)×H1([0, L]× Sn−1, ds2 + gcan) and that
 ‖∂θψε‖ = O(ε)
 by the Rellich theorem we can extract a sequence (εm) such thatϕεm ,m ∈ N converges in L2 and wealky in H1 to an eigenfunctionφ on M with eigenvalue µ and in the same way ψεm ,m ∈ N converge
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in L2 and wealky in H1 to a function ψ on [0, L] satisfying ∆(ψ) = µψweakly.
 To obtain the Dirichlet boundary condition we apply the followingestimate given in polar coordinates: let f ∈ H1(B1(0) \ Bε(0)) with 0value on the external boundary ∂(B1(0))
 εn−1
 ∫Sn−1
 |f(ε, θ)|2 ≤ ε‖f‖21
 if the dimension n ≥ 3, for n = 2 we have to multiply the write handside by log ε. Any way the bounday term goes to 0 with ε and the limitfunction ψ is in H1
 0 ([0, L]).
 Finally as the eigenfunctions were taken with L2-norm equal to 1 wecannot have in the same time φ and ψ equal to 0.
 Doing this for the j �rst eigenvalues, we obtain by the minimax formulathat
 lim infε→0
 λj(ε) ≥ µj .
 This conclude the proof.
 7.3 Convergence in norm of the resolvent
 The same general result apply here, as for the excision problem.
 8 Sierpinski gasket
 The Sierpinski gasket, denoted SG, is an example of a self similar fractalset which can be viewed as a limit of more regular set. We introduce theapproach of
 � R. Strichartz Di�erential Equations on Fractals Princeton universityPress (2006).
 We consider SG as the limit of �nite graphs:
 8.1 Description
 Let Γ0 be the triangle graph: 3 vertices qi, 0 ≤ i ≤ 2, and 3 edges andconstruct Γ1 from Γ0 by taking 3 new vertices: the middle of the edges and
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Figure 2: Sierpinski gasket
 3 new edges: the edges between them. We introduce the three mappings ofR2 de�ned by the three vertices of Γ0
 Fi(x) =1
 2(x− qi) + qi
 We remark that Γ1 = ∪iFi(Γ0) and we de�ne recursively Γm+1 = ∪iFi(Γm).Hence, every vertex v of Γm can be de�ned by a word in the letters 0, 1, 2 oflengh m+ 1: ij , 0 ≤ j ≤ m by
 v = Fim ◦ Fim−1 · · · ◦ Fi1(qi0)
 but the writing is not unique in general.We denote Vm the set of vertices of Γm and v = Fı(qi0) for ı = (i1, . . . , im)
 and |ı| = m.Each word ij , 1 ≤ j ≤ m of lengh m de�nes a cell Fı(Γ0) = Fim ◦
 Fim−1 · · · ◦ Fi1(Γ0) and x ∼ y in Γm if and only if they are in the same cell.The graph Γm has bounded degree: each vertex has 2 or 4 neighbors. We
 concider on it a combinatoric Laplacian: so we need a weight on the verticesand on the edges. What is the good choice ? Indeed we begin by the energyform.
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8.2 Functions on SG
 Let C(SG) denote the set of continuous functions de�ned on SG = ∪m∈NΓm.A continuous function on SG is caracterized by its values on the dense subsetV∞ = ∪m∈NVm.
 8.2.1 Self-similar measure µ
 We choose µ as a regular probability measure on SG such that any cell ofdepth m has measure 3−m. Thus,
 � any point has measure 0
 � µ is self-similar in the sense that for any A ⊂ SG
 µ(A) =1
 3
 ∑0≤i≤2
 µ(F−1i A)
 or equivalently
 ∀f ∈ C(SG)
 ∫SGf dµ =
 1
 3
 ∑0≤i≤2
 ∫SGf ◦ Fi dµ
 � ∀f ∈ C(SG),∫
 SG f dµ = limm→∞1
 3m+1
 ∑j=0,1,2
 ∑|ı|=m f(Fıqj)
 Indeed, by the Riemann rule we have∫
 SG f dµ = limm→∞1
 3m∑|ı|=m f(xı)
 where we have for all ı : xı ∈ Fı(SG) and we can take xı = Fı(qj) whichgives the formula by taking the three qj .
 By this last formula, we can de�ne a weight µm on Vm which satisfy∫SG fdµ = limm→∞
 ∑v∈Vm f(v)µm(v) this is obtained with µm(v) = 1
 3m+1 if
 v ∈ V0 and µm(v) = 23m+1 for the other points which are indeed always in 2
 cells of level m.
 � The points of V0 are concidered as the boundary points of SG: indeed
 we have also∫
 SG fdµ = limm→∞∑
 v∈Vm\V02
 3m+1 f(v).
 8.3 Quadratic form of energy
 The Hilbert space for Γm is l2(Vm, µm) and the energy form:
 qm(f, f) =cm2
 ∑x∼y|f(x)− f(y)|2
 where cm is a constant of normalization to be explained.
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To construct a limit we need a map Hm : l2(Vm)→ l2(Vm+1) such that
 qm+1(Hmf,Hmf) = qm(f, f)
 We choose the harmonic prolongation which indeed minimizes the energy(de�nition).
 � exercise: calculate the harmonic prolongation on one triangle.
 This imposes the value of cm:
 cm =(5
 3
 )m� Property: let f a function on Vm+1 and u de�ned on Vm. Then
 qm+1(f,Hm(u)) = qm(f|Vm , u).
 Indeed, qm(f|Vm , u) = qm+1(Hm(f|Vm), Hm(u)) thus concider φ = f −Hm(f|Vm), it is a function on Vm+1 which is 0 on Vm. It is easy to seethat qm+1(φ,Hm(u)) = 0: let u = Hm(u)
 2
 cmqm+1(φ, u) =
 ∑x∼m+1y
 (φ(x)− φ(y))(u(x)− u(y))
 = 2∑
 x∈Vm+1\Vm
 φ(x)( ∑y∼m+1x
 (u(x)− u(y)))
 because φ is 0 on Vm. But u is harmonic at x ∈ Vm+1 \Vm, this concludethe proof.
 8.3.1 Laplacian on Γm
 The polarization formula gives then, for all function f de�ned on Vm
 ∆m(f)(x) =cm
 µm(x)
 ∑y∼x
 (f(x)− f(y)).
 This gives two di�erent formula
 x ∈ V0 ⇒ ∆m(f)(x) = 3.5m∑y∼x
 (f(x)− f(y))
 x ∈ Vm \ V0 ⇒ ∆m(f)(x) =3.5m
 2
 ∑y∼x
 (f(x)− f(y))
 � exercise: verify the formula of ∆m
 (We have already concidered this kind of formula, see 2.3.1)
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8.3.2 Limit
 1. Property ∀f ∈ l2(Vm+1)
 qm+1(f, f) ≥ qm+1(Hm(f|Vm), Hm(f|Vm)) = qm(f|Vm , f|Vm).
 For f ∈ C(SG) the family (qm(f|Vm , f|Vm))m∈N is increasing. We de�nethe limit energy q by this limit, when it exists:
 D(q) ={f ∈ C(SG), lim
 m→∞qm(f|Vm , f|Vm) <∞
 }2. Lemma. (q,D(q)) is closed. We see that if f is a function on SG with
 �nite energy E then f is continuous. Denote fm = f|Vm , we have forx ∼ y ∈ Vm
 (5
 3)m|f(x)− f(y)|2 ≤ 2qm(fm, fm) ≤ 2E
 Thus |f(x)− f(y)| ≤ rm√
 2E with r =√
 35 < 1.
 Now if xm+i ∈ Vm+i, 0 ≤ i ≤ k is a path (xm+i ∼ xm+i+1 in Γm+i+1)then
 |f(xm)− f(xm+k)| ≤k∑i=1
 |f(xm+i−1)− f(xm+i)| ≤k∑i=1
 rm+i√
 2E
 It follows that if x, y ∈ V∞ and d(x, y) ≤ 2−m they are in the same cellof level m and |f(x)− f(y)| ≤ Crm for a constant C ≥
 √2E/(1− r).
 (Indeed f is Hölder)
 Finally, if q(f, f) = 0 then for all m, qm(fm, fm) = 0 and f is constant.So we concider q on D0(q) = {f ∈ D(q), f|V0 = 0.
 � Property (D0(q), q) is an Hilbert space.
 3. Laplacian ∆µ on SG We de�ne on Γm, ∆m(f)(x) = 3.5m
 2
 ∑y∼mx(f(x)−
 f(y)) and put∆µ(f)(x) = lim
 m→∞∆m(f)(x)
 with domain the functions f ∈ D(q) such that this limit exists inL2(SG, dµ).
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4. Green's formula Let f ∈ D(q),for all m ∈ N, considering the formulaof ∆m in section 8.3.1, we have
 qm(f, f) =∑x∈Vm
 µm(x)f(x)3.5m
 2
 ∑y∼mx
 (f(x)− f(y))+
 ∑x∈V0
 µm(x)f(x)3.5m
 2
 ∑y∼mx
 (f(x)− f(y))
 When m→∞ we �nd
 q(f, f) =
 ∫SGf∆µ(f)dµ+
 ∑x∈V0
 f(x)∂ν(f)(x)
 where ∂ν(f)(x) is the normal derivative of f at the boundary pointx ∈ V0 given by
 ∂ν(f)(x) = limm→∞
 5m
 2.3m
 ∑y∼mx
 (f(x)− f(y))
 If we write V0 = {qi, i ∈ Z/3Z} then
 ∂ν(f)(qi) = limm→∞
 5m
 3m
 (f(qi)−
 f(Fmi (qi+1)) + f(Fmi (qi−1))
 2
 )and if f is harmonic
 ∂ν(f)(qi) = f(qi)−f(qi+1) + f(qi−1)
 2.
 8.4 Spectrum
 We consider the Dirichlet Laplacian with domain included in D0(q). Thus 0is not an eigenvalue.
 An eigenvalue λm on Γm de�nes an eigenvalue λm+1 solution of λm =λm+1(5 − λm+1) The sequence de�nes a limit eigenvalue λ = 3
 2 lim 5mλm.But the eigenfunctions may be localized. . .
 8.5 exercise
 Do the same with I = [0, 1] concidered as the limit of the graphs Γm withVm = { k
 2m , 0 ≤ k ≤ 2m} and edges ( k2m ∼
 k+12m ).
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