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 Rational Errors and the Mathematical Mind
 Talia Ben-ZeevBrown University
 What do errors reveal about the mathematical mind? Intriguingly, errors are oftenlogically consistent and rule based rather than being random. Investigating errors,therefore, presents an opportunity for uncovering the mental representations underlyingmathematical reasoning. A useful question is whether errors break down into differentcategories or types. If this were the case, then one could explain a variety of seeminglydifferent problem-solving behaviors by using only a few principles. The aim of thisarticle is to provide a taxonomy of rule-based errors in mathematical reasoning thatillustrates how a few basic mental processes may be responsible for generating myriaddifferent errors. Implications for general processes of reasoning and problem solvingare discussed.
 Human problem solving is paradoxical. Onthe one hand, when people are faced withsolving an unfamiliar problem, they usually donot give up but construct rules or strategies inorder to solve it (Ashlock, 1976; J. S. Brown &VanLehn, 1980; Buswell, 1926; Cox, 1975;Lankford, 1972; VanLehn, 1983). These strate-gies tend to be systematic and internallyconsistent rather than being random, and oftenthese strategies make "sense" to the people whocreated them. On the other hand, these sameprocedures often lead to erroneous solutions.What goes wrong in the problem-solvingprocess? At what point does a logically consis-tent algorithm result in an error? What can theserule-based errors or rational errors (Ben-Zeev,1995,1996) reveal about processes of reasoningand problem solving?
 In this article, I intend to demonstrate howerrors that are rule based, deliberate, andsystematic open a window into the mathematicalmind by pointing to principled (misunderstand-ings. For instance, consider the commonlyobserved subtraction error illustrated below
 I wish to thank, in alphabetical order, Henry Kaufman,John Kihlstrom, Liz Phelps, Bob Sternberg, and Mike Tarrfor their extremely valuable and insightful comments onearlier versions of this article.
 The writing of this article was made possible by a facultygrant from Brown University.
 Correspondence concerning this article should be ad-dressed to Talia. Ben-Zeev, Department of Cognitive andLinguistic Sciences, Brown University, Box 1978, Provi-dence, Rhode Island 02912. Electronic mail may be sent toTalia [email protected].
 (VanLehn, 1986):
 23
 24
 What does this error reveal about the logic ofthe student who produced it? VanLehn (1986)argued that this error stems from applying asmaller-from-larger rule. That is, when a studentdoes not know how to borrow, he or she willsubtract the smaller digit (e.g., the 3) from thelarger digit (e.g., the 7) regardless of the positionof each. This error can be considered a rationalerror because the student's behavior makesprobabilistic sense. In past problem-solvingepisodes, namely, single-digit subtraction, thestudent has always learned to subtract smallerfrom larger numbers (negative numbers are nottaught at this point in the curriculum). Thus, thestudent applies a rule that has worked in a pastproblem-solving episode successfully to a newand similar episode.1
 A useful question is whether there are broadcategories of rational errors. If so, could weexplain a variety of seemingly different behav-iors by using only a few principles? To date,there has not been such an integrative account of
 1 Rational errors do not include "fact errors," such as 3 x4 = 7, that result from associations or priming effects (e.g.,an intrusion of an addition fact in a multiplication problem;Zbrodoff & Logan, 1986). In contrast to fact errors, rationalerrors refer to a higher level problem-solving performancethat goes beyond simple memory effects.
 366
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RATIONAL ERRORS 367
 error production in mathematical cognition.There is thus a need for (a) a comprehensivereview of the literature on rational errors and (b)a categorization scheme or a taxonomy thatwould set the stage for future empirical andcomputational investigations.
 The aim of this article is to provide a first steptoward satisfying these goals by introducing anew taxonomy of rational errors in mathemati-cal reasoning. The taxonomy is built ondomain-specific knowledge in mathematics buthas implications toward more general theoriesof human cognition also. For example, inlanguage development, young children havebeen shown to make grammatical errors onverbs they had previously acquired correctly,such as erroneously adding the past form -ed, toroots of familiar verbs (e.g., when children saygoed when previously they said went; seeKarmiloff-Smith, 1986). This process of overgen-eralization or induction is elaborated on in thediscussion of the new taxonomy presented inthis article.
 In fact, there are many examples of system-atic errors in human cognition, such as attribu-tion biases in social psychology (e.g., Jones &Davis, 1965; Jones & Nisbett, 1971, 1987; L.Ross, 1977), biases in reasoning under uncer-tainty in cognitive psychology (e.g., Kahneman& Tversky, 1973), and the cognitive distortionsfound in the clinical literature (e.g., Beck, 1967,1985, 1991) among populations such as theclinically depressed, to name just a few. Thisresearch on human error follows a historicaltradition. Piaget, for example, was as interestedin children's erroneous answers to test problemsas he was in their correct ones, for understand-ing human intelligence.
 The new taxonomy presented in this article,therefore, should be of interest to researchers ina variety of fields, including but not confined tomathematical cognition, language, reasoning,and problem solving. The taxonomy may alsoprove useful for educators. One of its educa-tional implications is that instead of targeting amyriad of different errors, the teacher couldfocus on correcting the few principles that mayunderlie them (also see Hennessy, 1993).
 Before presenting the specifics of the tax-onomy, the reader is invited to get a flavor of afew common rational errors from differentmathematical problem-solving domains. Thus,
 the next section provides a phenomenology ofrational errors.
 The Nature of Rational Errorsin Mathematical Thinking: A Few
 Examples From Counting to Calculus
 This section provides a description of com-mon rational errors and highlights the rule-basedprocesses that may govern their production.
 Counting
 In the process of learning to count, childrenquickly learn how to add on single digits to atwo-digit number (e.g., "Twenty-one, twenty-two, twenty-three . . . twenty-nine"), but oncethey add on the "nine" and are asked to proceedto the next two-digit number, children oftenexperience difficulties (Ginsburg, 1996). Inorder to solve the problem, many childrendecide that after twenty-nine, for example,comes twenty-ten. This error is rational becausealthough twenty-ten is not the right linguisticlabel for thirty, it nevertheless captures itsmagnitude correctly (for a more detailed ac-count of children's rule-based inventions incounting, see German & Meek, 1986; Siegler &Shrager, 1984).
 Algebraic Problem Solving
 In the domain of algebraic manipulation,students commonly produce the followingprecedence error (Payne & Squibb, 1990;Sleeman, 1984): mX + n=>(n + m)X, where =>stands for erroneous equivalence, m and n arenumbers, and X is the unknown. Payne andSquibb (1990) argued that the precedence errormay result, in part, from forming an analogy tolanguage constructions such as three apples plusfour gives seven apples.
 Geometrical Problem Solving
 Dugdale (1993) described an interesting errorthat occurred in a high school geometry class inwhich students were asked to match polynomi-als to functions (i.e., they were shown a graphand asked to write its corresponding equation).The error consisted of confusing the >• interceptof a parabola with its vertex (i.e., the "visual"
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 center of the graph). For example, students whocommit this error would decide that the vintercept in Figure 1A is —1 instead of —.6.Dugdale explains the confusion between the yintercept and the vertex by pointing out that inprevious examples students were given, the vintercept had always coincided with the vertexof the parabola (see Figure 1B and Figure 1C).The students had thus invented a functionalinvariance between the two features. This errorillustrates that students may pick up on spuriouscorrelations that the teacher had not intendedthem to.
 Calculus
 Several researchers have examined students'understanding of the concept of limit in calculus(e.g., Davis & Vinner, 1986; Dreyfus, 1990).They found that a common error was errone-ously to assert that the terms in an infinitesequence get closer and closer to the limit butnever reach it, such that for all n,an^ L (wherean is the nth term of the sequence and L is thelimit value). This conception may be rationalbecause it applies to the most frequentlyencountered examples of infinite sequences,namely, monotonic sequences such as, .1, .01,.001, .0001 It fails, however, because itdoes not hold for all sequences, such as 1, 1, 1,1, . . ., where an — L.
 There is no single scheme that helps explainthe origin of the above errors. In fact, errorproduction has not been subject to muchempirical research and has been dominated byprimarily observational and computational inves-tigations. To date, the main contribution tounderstanding errors in mathematical cognitioncomes from J. S. Brown and VanLehn's (1980)repair theory and its later version, Sierra(VanLehn, 1987, 1990). Even though thesetheories provide an invaluable account of errorproduction, they only cover a small subset oferrors, and thus only convey a part of therational error story. As I demonstrate shortly,there is a need for a more general taxonomy oferrors.
 The Origin of Rational Errors:Contributions and Limitationsof Repair Theory and Sierra
 Repair theory and Sierra are examples of acomputational approach to testing hypothesesabout procedural learning by implementingpeople's problem-solving behavior in computeralgorithms (Anderson, 1993; J. S. Brown &VanLehn, 1980; Langley & Ohllson, 1984;VanLehn, 1983, 1986; Young & O'Shea, 1981).The computational modeling of proceduralerrors is most often a variation on a productionsystem, made up of ffC then A rules, where C is
 Figure 1. The confusion between the vertex and y intercept. In Panel A, the parabola isnonsymmetrical about the y axis, resulting in different values for the vertex and the y intercept.In Panel B, the parabola is symmetrical about the y axis, resulting in the same positive value for(he vertex and the y intercept. In Panel C, the parabola is symmetrical about the y axis and is atthe origin, resulting in a value of 0 for both the vertex and the y intercept.
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 the condition and A is the action (see Klahr,Langley, & Neches, 1987). For instance, when Ccorresponds to a situation where the top digit issmaller than the bottom digit in a multicolumnsubtraction problem, then A may correspond to aborrowing action.
 Young and O'Shea (1981) created a produc-tion-system model for simulating children'ssubtraction errors. Their first step was to usecondition-action rules to model correct subtrac-tion. Then, they added or omitted rules from thecorrect production system to simulate howstudents produce rational errors. For example,Young and O'Shea modeled the subtract-the-smaller-from-larger error, presented at the begin-ning of this article, by omitting a rule thattriggers the borrowing procedure.
 Even though Young and O'Shea's production-system approach is useful for constructing afine-grained analysis of error production, itsuffers from being post hoc because then-production system was designed to match thestudent's actions after the student has alreadyexecuted them. Young and O'Shea did notprovide a theoretical motivation for why particu-lar rules are added to or deleted from the correctsubtraction algorithm in order to simulate thestudent's production of rational errors.
 In contrast, J. S. Brown and VanLehn's (1980)repair theory, and its later development intoSierra (VanLehn, 1983,1990), is a theory-drivencomputational model of rational errors. Brownand VanLehn suggest that a child first learns toexecute a prefix of the subtraction algorithm.The prefix incorporates the current instructionalsegment of the subtraction curriculum (e.g., howto borrow from a non-zero digit) and allsegments leading up to it (e.g., how to subtractwithout borrowing). The student's mental repre-sentation of the prefix is called a core procedure.
 When the child attempts to solve a problemthat requires adding new rules to his or her coreprocedure, the student reaches an impasse. Thestudent then selects a repair, or a set of actionsthat modifies the core procedure and gets thestudent "unstuck." Repair theory (J. S. Brown& VanLehn, 1980), however, leaves open thequestion of how people select the particularsolution strategies that get them unstuck in thefirst place. More recently, VanLehn (1987,1990)attempted to answer this question by forming acomputational theory called Sierra. In Sierra'sframework, solution strategies are induced from
 examples. For instance, a student who has onlylearned how to borrow on two-column subtrac-tion problems may induce that borrowing onlyoccurs in the adjacent and left-most digitbecause in all the examples the student receives,borrowing only occurs in this digit. Thisovergeneralization leads to errors on problemsthat have more than two columns such as thefollowing (VanLehn, 1986):
 -219312
 The student who demonstrates this error hasadequately borrowed a 10 in the units column(11 - 9 = 2), but instead of decrementing thetop digit in the ten's column, the student decidedto decrement the left-most top digit in thehundred's column. As this example illustrates,the nature of this type of induction relies on asyntactic process of manipulating symbolswithout regard to the procedure's underlyingprinciples. This kind of problem solving cantherefore be termed as syntactic induction.
 Sierra's account is extremely valuable be-cause it allows for an a priori prediction oferrors. That is, Sierra predicts what kind ofmistakes people would make before peopleactually commit them. However, Sierra suffersfrom a few limitations that prevent it from beinga general theory of rational errors. Specifically,it focuses on a particular kind of induction (i.e.,syntactic); encompasses repairs that are onlypreceded by impasses and therefore only occurduring the execution of a procedure; and focuseson subtraction errors, which are clearly a smallsubset of all mathematical errors (Davis, 1982).Each of these points is discussed in more detailin the following subsections.
 There Is More and Less to Rational ErrorsThan Syntactic Induction
 Although syntactic induction is an importantmechanism of error production, it does notcapture the full nature of rational errors inmathematical reasoning. For example, errorsmay occur from semantic induction, or problemsolvers' active attempts to understand theproblem situation and map it to everyday lifeexperience. For instance, many errors occur on
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 problems that involve the digit 0 becausestudents tend to think of 0 as being nothing andtherefore as being insignificant. In making acomparison between 0.5 and 0.25, studentsoften ignore the zeros and conclude that,because 25 is larger than 5, 0.25 is larger than0.5 (Resnick et al., 1989). As this exampleillustrates, semantic induction can be thought ofas a form of intuitive mathematics, a conceptinspired from intuitive physics (Chi & Slotta,1993; diSessa, 1982, 1993; McCloskey,Caramazza, & Green, 1980).
 There may also be a "less-than-syntactic"component to error production, which involvesfailures of internal "critics," or mechanisms thatsignal that a rule violation has occurred(Rissland, 1985). For instance, a person may failto develop adequate mechanisms for detecting ifhe or she has committed a violation. In sum,although syntactic induction is an importantmechanism of error production, there is clearly aneed for an account of errors that wouldencompass critic-related failures, through syntac-tic induction, to semantically based failures.
 Encoding- Versus Execution-Based Errors
 The second limitation of repair theory andSierra is that they only encompass errors thatoccur when a person reaches an impasse andtries to get unstuck by applying a repair strategy"on-line" or during the execution of problem-solving algorithms. Reaching an impasse, how-ever, is not a necessary condition for producingrational errors. Errors not only happen duringthe execution of a procedure but may also occurduring encoding or procedural acquisition (seealso Sleeman, 1984). Thus, problem solverswho abstract an erroneous rule during learningmay later execute that rule smoothly and may doso without reaching an impasse.
 For instance, students who give an erroneousdefinition of equating a limit of an infinitesequence with a bound may have constrainedtheir definition to examples of monotonicallyincreasing or decreasing sequences. Thus whenthese students are asked to provide a definitionof a limit, they do so without reaching animpasse. These kinds of errors that are createdduring learning and do not meet impasses onnew problem states are encoding errors.
 Indeed, Sierra agrees that repairs are inducedfrom examples during the learning process andshould thus allow for encoding-based errors that
 do not meet impasses. Sierra, like repair theory,however, is an impasse-driven theory of rationalerrors. VanLehn (1990) explained the inductionprocess by arguing that problem solvers incorpo-rate all the relevant features of an example into asingle, large conjunction (e.g., if only shownhow to subtract on two-digit problems, thestudent may reason that borrowing only occursfrom the adjacent and left-most digit). Later on,when the conjunction fails (e.g., on three-column subtraction problems where borrowingoccurs from the second digit), the studentreaches an impasse. Sierra does not make anexplicit distinction between errors in which theconjunction fails (or is met with disconforma-tion) and errors in which it does not.
 There is a need, therefore, for a clearerdistinction between errors that occur duringexecution and those that occur during encoding.The idea that errors can also originate from thelearning-acquisition phase and do not necessar-ily meet with impasses expands on rather thancontradicts repair theory and Sierra's accountsof error production.
 Domain Specificity VersusDomain Generality
 In addition, repair theory, Sierra, and manyother accounts of rational errors tend to bedomain specific (but for an exception see Davis,1982). They thereby offer a fragmented view oferror production in mathematical thinking as awhole. Repair theory, for example, focuses onsubtraction errors. Other accounts of rationalerrors have been restricted to specific mathemati-cal domains also, such as counting (Ginsburg,1996), arithmetic (Ben-Zeev, 1995; J. S. Brown& Burton, 1978; J. S. Brown & VanLehn, 1980;Young & O'Shea, 1981), algebra (Matz, 1982;Payne & Squibb, 1990; Sleeman, 1984), geom-etry (Anderson, 1989, 1993; Dugdale, 1993),and calculus (Davis & Vinner, 1986).
 Conducting domain-specific research hasboth advantages and disadvantages. As VanLehn(1990) himself suggested, arithmetic proceduresare "dry, formal, and isolated from every-dayinterests" and are, therefore, a "bane of teachersbut a boon for psychologists" (p. 13). However,as VanLehn went on to admit, "The methodologi-cal advantages of these task domains are so greatthat all the major computational theories of skillacquisition address formal, common-sense-free
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 task domains, even though they risk lack ofgenerality by doing so [italics added]" (p. 13).
 Thus although many domain-specific ac-counts have provided important mechanisms oferror production, such as underspecification ofconstraints (Matz, 1982) or faulty generalization(Sleeman, 1984) within their respective do-mains, they have not been integrated into moregeneral explanations of error production.
 The Need for a Taxonomy of Errors
 In sum, error production (a) has componentsthat encompass more and less than syntacticinduction; (b) involves encoding and execution-based errors that do not meet with an impasse;and (c) has been primarily explained bydomain-specific accounts. There is thus a needfor creating a more general account of errors thatwould incorporate the above components. Thefirst step towards doing so is to establish ataxonomy. In the remainder of this article, Iattempt to categorize errors and identify themechanisms underlying them by integratingfindings from different studies.
 A Taxonomy of Rational Errors
 A useful preliminary classification of rationalerrors is whether they result primarily fromeither critic-related or inductive failures (seeFigure 2). Again, critic-related failures occurwhen a problem solver fails to develop internalmechanisms for detecting violations in theproblem-solving process. Inductive failures oc-cur when the person overgeneralizes or overspe-
 cializes a rule from familiar examples. Each ofthese components is discussed in detail in thesections that follow.
 Critic-Based Failures
 The first level of error production involves themalfunction of internal critics, or mechanismsthat signal that a number-representation or ruleviolation has occurred. In artificial intelligence,a critic is a procedure that monitors the currentproblem state and signals when a constraint isviolated (Rissland, 1985). The activation of acritic may therefore cause the problem solver toreach an impasse at a particular problem state.The critic can be formally represented as aproduction rule with a condition that lacks anaction (i.e., If C then ?) and fires when it reachesan unfamiliar problem state (C).
 Failures may result from three kinds ofsituations: (a) the critic is absent, (b) the critic isweak and can thus be inhibited by a strongerprior-knowledge rule, and (c) the person en-gages in negation of the condition that activatedthe critic.
 The Critic Is Absent: When a "Slip "Becomes an Erroneous Rule
 The absence of a critic can lead to rationalerrors. For example, VanLehn (1990) describeda subtraction error in which students failed todecrement the digit from which they hadborrowed. If such a "partially correct" erroroccurs only a few random times and can becorrected once it is pointed out, then it is
 Unfamilar problem slate
 Competition
 1
 Critic-related failures
 / I \Absentcritic
 Weakcritic
 Negation
 Inductive failures
 Syntactic induction Semantic induction
 IPartialmatching
 Mis-specification
 Spuriouscorrelation
 Real-lifeanalogy
 Figure 2. A taxonomy of rational errors.
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 considered a "slip," or an unintentional overlook-ing of a step rather than a rational error(Norman, 1981). However, as VanLehn sug-gested, a slip may eventually become a full-fledged erroneous rule if it is not adequatelycorrected. In other words, the student does notreceive enough negative feedback that wouldlead her or him to develop an appropriate critic.
 Computationally, this account of error produc-tion can be modeled by deletion (VanLehn,1990; Young & O'Shea, 1981). For example,Young and O'Shea used production rules tomodel correct subtraction. Then, in order tosimulate students' rational errors, they omittedrules from the correct production system. Forinstance, they modeled the smaller-from-largerbug by omitting a rule that triggers theborrowing procedure.
 Once partial rules become systematic, theyare extremely resilient to change (Resnick &Omanson, 1987; Rosnick & Clement, 1984). Inturn, they hinder future formation of adequatecritics. Thus, the absence of a rule may result inpartial knowledge that is applied appropriatelybut still results in a rational error because thereis no adequate monitoring mechanism to signalotherwise.
 The Critic Is in CompetitionWith a Prior-Knowledge Rule
 Even if a critic exists, it can still beoverwritten or inhibited by a stronger prior-knowledge rule from a different domain. Thestrength of a rule is primarily affected by howsuccessfully the rule has performed in pastproblem-solving episodes (Anderson, 1993;Holland, Holyoak, Nisbett, & Thagard, 1986).
 For example, Ben-Zeev (1995) instructedcollege students to perform addition in a newnumber system called NewAbacus (see Appen-dix A). Participants were first given a list ofNewAbacus numbers and their representation inthe Base 10 system. They were explicitly taughtthat the digits 7 through 9 do not exist inNewAbacus. However, during the addition test,many people failed to convert these illicitnumbers into their proper representations. Apossible explanation is that these numbers werevalid in the old and familiar Base 10 system andthus inhibited the newly formed NewAbacusnumber-representation critics. The fact thatparticipants had indeed developed the adequatecritics that recognized violations, such as 9 is
 not a NewAbacus digit, was determined by a testof number representation where students weregiven a number and had to decide if it was validin NewAbacus and to state why or why not.
 Competition between a current critic and aprior-knowledge rule does not result in animpasse because the critic does not reach anadequate level of activation for "firing." Thethird critic-related failure, on the other hand,originates from a situation where the criticactually signals a violation and is describednext.
 The Critic's Condition Is Negated
 When a person reaches an unfamiliar problem-state and the critic signals that a violation hasoccurred, that person may attempt to remedy theviolation by simply removing it and therebyforce the problem to assume its valid form. Inorder to remove the violation, people maynegate the condition of the critic. The negationaction makes the problem seem valid andtherefore prevents the critic from re-signaling.More formally, when a person reaches anunfamiliar problem state (C) and the critic firesIf C then ?, the person may attempt to remedythe violation by simply removing it and therebyforce the problem to assume its valid form. Inorder to remove the violation, people negate thecondition of the critic. Thus, if the critic signalsIf C then ?, people proceed to change theproblem's form from C into ~C. The negationaction makes the problem seem valid andtherefore prevents the critic from re-firing. Thismechanism is different from an absent criticbecause the critic exists and signals a violation,but the person gets rid of the violation instead offixing the problem. In essence, the person"fools" the critic by preventing it from re-firing.
 For example, in the domain of algebra,Sleeman (1984) showed that high schoolstudents tend to follow a procedure that collectsall the variable terms in the equation on theleft-hand side and all the numbers on the right-hand side. In the process of doing so, somestudents get rid of "extra" multiplication signsby a process of normalization (i.e., forcing theproblem to acquire what they believe is a validor normal form). Consider the following prob-lem-solving steps:
 m X X + n X X = p (1)

Page 8
                        
                        

RATIONAL ERRORS 373
 XXXX = p-m- n (2)
 XXX=p- m-n (3)
 The above protocol shows that the studentdecides to isolate the unknown (X) by errone-ously subtracting the m and the n from bothsides of the equation, treating multiplication asaddition. This behavior leads to too manymultiplication signs on the left side of theequation (e.g., X X X X) in Equation 2. Thestudent's critic then signals the violation toomany multiplication signs, which may cause thestudent to negate that condition by simplyremoving the multiplication sign that is inexcess. This action, which results in Equation 3,prevents that specific critic from re-signaling.
 Adults, as well as children, can engage innegating the condition of the critic. Ben-Zeev(1995) found that college students produced adeletion error on NewAbacus addition. That is,instead of changing an illicit number in anintermediate problem solving phase into itscorrect representation, participants simply de-leted it.
 One may question the "rational" aspect ofnegation. The rationality lies in the fact thatpeople invent a rule in order to correct aviolation. Fortunately, not all errors have thisform of extreme constraint satisfaction. In fact,most rational errors have been shown to arisefrom inductive processes that draw on the natureof worked-out examples. In particular, studentshave been shown to rely on a process ofsyntactic induction.
 Syntactic Induction
 In the process of syntactic induction, peopleovergeneralize or overspecialize algorithms fromthe surface-structural characteristics of familiarexamples in a given domain. For instance,consider the following subtraction error, or"bug," called N-N-causes-borrow (VanLehn,1986):
 452- 1 2
 that says to borrow when T < B and not toborrow when T> B. However, when the studentencounters a new problem where T = B, he orshe overgeneralizes the rule borrow when T < Bto become the rule borrow when T ^ B. Thus,the student exhibits an innovative and system-atic approach while violating mathematicalprinciples at the same time. VanLehn (1986)discovered that only 33% of rational errorscould be explained by this kind of syntacticinduction.2
 Additional support for syntactic induction hasbeen provided by Ben-Zeev's (1995) empiricaland computational work on rational errors in theNewAbacus number system. Specifically, afterthe initial instruction of the NewAbacus numberrepresentation, participants were divided intodifferent groups. Each group received an ex-ample of a certain part of the NewAbacusaddition algorithm. Then, participants weregiven a range of addition problems in New-Abacus, where some were familiar and somewere new.
 The experimental investigation of the datashowed that participants who received the sametype of worked-out examples produced catego-ries of similar rational errors. Similar errorswere defined to be algorithmic variations of oneanother. For instance, one set of worked-outexamples participants received illustrated howcorrectly to carry the digit 6. When participantsin this condition reached impasses on newproblems, they produced a variety of illicitcarries of 6 in response (for a quick tutorial inNewAbacus, see Appendixes A and B).
 Using computational modeling in LISPshowed that participants' rational errors weremodeled best by modifying the correct proce-dure for the set of worked-out examplesparticipants received. For example, illicit carriesof the digit 6 were traced computationally to theexample condition that illustrated how to carrythe digit 6 correctly. The modifications werehighly syntactic; that is, they were based on thesuperficial features of the examples and tended
 310
 The student who demonstrates N-N-causes-borrow has adequately acquired the example
 2 In a more "liberal" analysis, one modifying the correctprocedure for subtraction based on visual-numerical fea-tures of subtraction problems (e.g., top-of, left-of, bottom-equal-zero, etc.), VanLehn (1986) explained 85% of secondthrough fifth graders' subtraction errors as originating frominduction. He admits, however, that this approach is moreliberal because it does not show a direct link between theexamples students receive in the instructional phases and therational errors they produce.
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 to create principled violations. Overall, Ben-Zeev (1995) found that 67% of participants'rational errors were induced from examples.
 Syntactic induction plays an important role inerror production. However, syntactic inductionmay be a rubric for a variety of reasoningmechanisms. Thus, I now turn to a more fine-grained analysis of syntactic induction that in-cludes the processes of partial matching, mis-specification, and forming spurious correlations.
 Partial Matching
 When a person reaches a new problem state,she or he may search for a familiar example orrule that shares some of the features of thecurrent problem and has successfully worked inthe past. Once a familiar example is found, itsprocedure is then implemented. This process istermed partial matching. More formally, when aperson reaches a new problem state (C), and thecritic signals a violation of the form If C then ?,where C itself is a composite of conditions suchthat C = Cx and C2 and . . . and Cn, the personsearches for a familiar example or rule thatcontains one or more of the conditions. Once thefamiliar rule is found, its corresponding action(A) is fired.
 For instance, in NewAbacus addition, whenpeople learn how to carry a 6 when the rightdigit in a NewAbacus pair is larger than 6 (seeTable B1, Example 2, in Appendix B) but do notknow how to proceed when the left digit in apair is greater than 6, they know how to carrywithin but not between a pair of NewAbacusnumbers. When they encounter a new situationwhere the sum of digits in a left column isgreater than 6 (see Table Bl, Example 3, inAppendix B), they reach an impasse that can beformalized as follows: If there is a digit greaterthan 6 and the digit is a left digit then ?.
 During partial matching, a person who istrained on how to solve Example-2 typeproblems (see Table Bl in Appendix B) willlook for a familiar rule and may find thefollowing: If there is a digit greater than 6 andthe digit is a right digit, then carry a 6 and leavethe remainder.
 The first part of the familiar rule matches thatof the current problem, and thus the action partof the familiar rule is executed. This notion isbuilt on partial matching as suggested by ACT*(Anderson, 1983). If there is more than onepartially matching rule that could be activated,
 there is a need to select the best fitting one by aprocess of conflict resolution (Anderson, 1993).
 As I have shown, partial matching occurswhen the person reaches an impasse and makesan active attempt to match the current problemwith an existing one. Alternatively, if during therule-acquisition phase the person has failed toencode the condition regarding the specific digitinvolved (i.e., left or right), then that person willnot reach an impasse but proceed to simplyexecute the rule "as is." This encoding-basederror is suggested to result from a process ofmisspecification, which is described next.
 Misspecification of Constraints
 Rational errors may also arise as a result ofmisspecification of constraints during the proce-dural-acquisition process. That is, people mayabstract rules from examples but may notadequately constrain them. These processesoccur during the encoding or the procedure-acquisition phase. Misspecification is best illus-trated by Matz's (1982) work on the processesunderlying the learning of algebraic problemsolving. Matz proposed that when problemsolvers encounter an unfamiliar problem state,they modify a familiar rule in order to solve theproblem, a process she terms extrapolation.She offers two main examples of extrapola-tion techniques: linear decomposition andgeneralization.
 Linear decomposition refers to a process inwhich an operator is applied to each subpart of aproblem independently and then the partialresults from each operation are combined into acomplete result. A correct use of linear decompo-sition can be illustrated by the distributive lawof multiplication: A(B + C) = AB + AC. Anincorrect use of linear decomposition can beexemplified by the following common error:
 4(A + B) = VA + JB.
 Based on this error and similar ones, Matz(1982) suggested that people use schemata suchas: U{X A Y) = \JX • D Y, which lead toerroneous solutions when applied surface-structurally. A similar mechanism was offeredby Davis, Young, and McLoughlin (1982) ascited in Rissland (1985). Linear decompositionleads to underspecified schemata where anyvariable or operator can fill in the missing slots.
 Generalization revises a new rule in order to
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 fit an unfamiliar situation. For example, infactoring polynomials, the following is true:
 - n)(X-m) = 0,
 then either (X - n) = 0 or (X - m) = 0.
 Thus X = n or X = m.
 Matz (1982) suggested that some people failto recognize that the n and m are incidental tothe problem, and can thus be replaced by anynumber, but that the 0 is an essential feature thatcannot be replaced. Underspecification of con-straints causes people to abstract the followingerroneous schema:
 {X-n)(X-m) = K
 {X-n) = K or (X - m) = K
 X = K + n or X = K + m
 Anderson's (1989) account of the analogicalorigins of rational errors is another example ofhow misspecification may lead to the productionof rational errors. He suggested that peoplecorrectly solve new problems by forming ananalogy to familiar problems. According to thePenultimate Production System Theory of Prob-lem Solving by Analogy (PUPS; Anderson &Thompson, 1989), examples are first encodedinto declarative structures. In trying to solve anew problem, the problem solver uses thedeclarative structure of the familiar problem toextrapolate or map a solution. If the analogyproves successful, the declarative structurebecomes proceduralized into a set of productionrules. A correct analogy requires that one mapone member of a category onto another (e.g.,any integer can be mapped onto any otherinteger).
 Anderson (1989) suggested that there may betwo origins of rational errors. The first occurs ifthe category in the declarative structure ismisspecified (e.g., a 2 may be defined as anumber instead of an integer). The secondsource of errors may lie in the mapping processitself (e.g., incorrectly mapping any numberonto an integer). Anderson demonstrated avariety of LISP, geometry, and algebra errorsthat result from these kinds of analogicalprocesses. Although, unlike Matz's (1982)
 account of errors, Anderson's (1989) account itis not schema-based, it is presented in thissection because it too emphasizes the importantrole of misspecification in the production ofrational errors. (For more details on the role ofanalogical thinking in error production seeBen-Zeev, 1996.)
 There are other inductive mechanisms thatoperate during the procedural-acquisition orlearning phase that can also lead to rationalerrors. One such inductive mechanism may beresponsible for forming spurious correlationsbetween irrelevant features in a problem and aparticular rule or algorithm that solves thatproblem.
 Spurious Correlations
 In the learning process, either verbal orwritten worked-out examples may contain amisleading or spurious correlation between aparticular feature and a specific algorithm,which the problem solver may then abstract intoan erroneous rule. A particularly compellingexample comes from the vertex-intercept confu-sion that was presented previously. The origin ofthis confusion may be traced to a spuriouscorrelation in parabolas that are symmetricalabout the y axis where the y intercept and thevertex of the parabola lie on the same point.Students may have encoded this relationshipinto the following erroneous rule: when I amasked to find the value of the y intercept I lookfor the lowest or highest point in the parabola.
 Recently, Ben-Zeev (1998) conducted a seriesof experiments to examine whether peopleencode spurious correlations in memory, exhibitthem during the learning process, and commitpredictable mistakes as a result. The experi-ments contained a learning phase followed by atesting phase. During the learning phase,participants were instructed on how to solveproblems called quantitative comparisons byusing two different algorithms: multiply one sideby n/n, and multiply both sides by n (seeTable 1).
 As can be seen in Table 1, a quantitativecomparison is a problem that contains twoquantities: one in Column A and the other inColumn B. The problem solver's task is todecide whether the quantity in Column A issmaller than, larger than, or equal to the quantityin Column B or whether the relationshipbetween the two columns cannot be determined.
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 In the experimental materials, Column A andColumn B were fractions. Each algorithm(multiply one side by n/n, and multiply bothsides by n) was correlated spuriously with anirrelevant feature in the denominators of thesefractions. For half the participants in the study,multiply one side by n/n was correlated with alogarithm in the denominator, and multiply bothsides by n was correlated with a radical in thedenominator. For the other half, the feature-algorithm correlations were flipped: multiplyone side by n/n was correlated with a radical inthe denominator, and multiply both sides by nwas correlated with a logarithm in the denomina-tor. This manipulation ensured that the feature-algorithm correlations were arbitrary and thateither algorithm was just as useful for solvingproblems containing either a radical or alogarithm, rendering the feature-algorithm corre-lations spurious.
 During the testing phase, participants weregiven a range of memory and problem-solvingtasks. Results on all these tasks showed thatparticipants preferred using the algorithm thatwas correlated with the irrelevant feature in agiven problem for solving that problem. That is,the presence of a particular irrelevant featurecued the use of the algorithm with which it wasassociated during learning, leading to ineffectiveand at times erroneous problem solving.
 Another example comes from the domain ofmathematical word problems. B. Ross (1984)taught college students elementary probabilityprinciples (e.g., permutation) by providing themwith worked-out examples. Each example had a
 particular content (e.g., involving dice). Whenparticipants were tested on the probabilityprinciples, Ross found that they associated theparticular problem content with the specificprobability principle with which it had appearedin the worked-out example. Thus, when thesame content appeared in a problem requiring adifferent probability principle, participants werereminded of the original principle the contentwas associated with and proceeded to apply iterroneously.
 Relying on such a correlation heuristic, evenwhen it is spurious, may be adaptive because itoften leads to correct solutions (also see Lewis& Anderson, 1985). For instance, in schoolsettings, a common practice of teaching arith-metic word problems is to instruct students toexplicitly search for a "cue" word in a problem,and then to associate that cue with a particularsolution strategy. Specifically, teachers ofteninstruct students to associate the word left withperforming subtraction on problems such as thefollowing: "Tom has 5 apples. Jerry takes away3. How many apples are left?" This strategy isfairly adaptive in that children quickly learn touse it on new problems. However, Schoenfeld(1988) noted that several children who are thengiven the word left in nonsensical wordproblems containing premises such as "Tom sitsto the left of Jerry" proceed to subtract the givenquantities in the problem, signifying that whatwas a well-intended strategy on the part of theteacher fostered rote learning.
 The idea that attending to correlationalstructure may be adaptive is supported by the
 Table 1Algorithms 1 and 2 and Their Correlated Features in the Quantitative Comparisons
 Feature
 Given
 Instructions
 Strategy
 Result
 Algorithm 1
 Multiply one column by n/nx>0
 Column A Column Bx + 4 2x+ 6log 3 2 log 3
 Determine whether the quantity in Column A issmaller than, larger than, or equal to the quan-tity in Column B or whether the relationshipcannot be determined.
 Multiply Column A by 2/2. This gives us (2x +8)/(2 log 3) in Column A.By comparing the 2 numerators we find that
 because 2x + 8 is larger than 2x + 6, thenColumn A is larger.
 Algorithm 2
 Multiply both columns by nx > 0
 Column A Column Bx + 2 2 t + 4
 V5 2 ^Determine whether the quantity in Column A is
 smaller than, larger than, or equal to the quan-tity in Column B, or whether the relationshipcannot be determined.
 Multiply both columns by y5.
 This action cancels the ^5 in both columns, andleaves us with x + 2 in Column A and (2x +4) /2or*+ 2 in Column B.Therefore, the quantities are equal.
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 finding that even experienced problem solverscan fall prey to spurious correlations. Forexample, Ben-Zeev (1998) used experiencedproblem solvers in her study (Yale undergradu-ates with high math scores on the MathScholastic Aptitude Test). The fact that, contraryto common lore, experienced problem solversalso tend to rely on surface-structural featuresmay be because there often is a predictivecorrelation between a problem's content and itsdeeper structure (the mathematical principlesthat are required for solving the problemmeaningfully; see also Blessing & Ross, 1996).
 Overall, syntactic induction provides a richaccount of error production. However, it doesnot tell the whole rational-error story. Next, Idiscuss a second level of inductive failures inwhich rational errors are produced by semanti-cally based processes.
 Semantic Induction
 People appear to possess a sense of "intuitivemathematics" akin to that of intuitive physics(Chi & Slotta, 1993; diSessa, 1982, 1993;McCloskey et al., 1980). Studies in intuitivephysics have shown that as a result of theirexperiences with the world, people develop a setof naive beliefs. For example, McCloskey et al.(1980) found that when adults were asked todraw the path of a moving object shot through acurved tube, they believed that the object wouldmove along a curved (instead of a straight) patheven in the absence of external forces. Such aconceptualization, although mistaken, is reason-able because one may draw an incorrect analogyto the Earth's circular movement around the sun(one does not "see" the forces that sustain sucha movement).
 Although physics seems to be more appli-cable to events in the world, whereas mathemat-ics appears to be more abstract, one can findsimilar intuitions in mathematics also. Inparticular, a student's mathematical intuitionmay draw on examples that go beyond theclassroom. Such knowledge may lead thestudent astray because of analogical failures toreal-world examples. In problem solving byanalogy, the student tries to solve the currentproblem (the target) by retrieving a familiarproblem (the source) and creating a mappingbetween the source and target problems (e.g.,Gentner, 1983; Holyoak & Thagard, 1989;Novick & Holyoak, 1991).
 The problem arises when people form aninadequate analogy to real-life examples orconcepts. In mathematics, a common erroramong students who start learning about expo-nents is that of asserting that n° = 0 rather thann° = 1. Duffin and Simpson (1993) reported thatstudents who participated in a workshop onprimes and factorization believed that 2° = 0because, as one of the instructors had stated, "2°was no twos multiplied together, so it had to bezero." Duffin and Simpson concluded that doingnothing equals nothing is a "natural" argumentthat stems from real-world experience. Thestudent may form the analogy that doingnothing:nothing.vno:O.
 Rational errors may also occur as a result oflinguistic influences. Payne and Squibb (1990)argued that many of Matz's (1982) and Slee-man's (1984) examples of errors in algebraicmanipulation problems are a consequence ofsuch effects. For example, as was previouslymentioned, Payne and Squibb argued that theprecedence error [n + m X •=> (n + m)X] mayresult, in part, from forming a linguistic analogysuch as three apples plus four gives sevenapples.
 Davis and Vinner (1986) also suggested thatlanguage affects mathematical meaning. Davisand Vinner, remember, showed an example ofstudents who equated the limit in calculus with aboundary that can never be reached. In terms ofa linguistic explanation, Davis and Vinnerargued that this confusion may originate fromthe fact that in everyday language the word limitdoes imply a boundary that cannot not bereached, such as in the phrases the outer limit ofthe universe and the limits of our understanding.
 So far the focus has been on the categories ofmental mechanisms that may underlie errorproduction. Another question altogether is theapplication of such a taxonomy to educationalpurposes. In other words, can the taxonomy beuseful for understanding and correcting stu-dents' errors? Reviewing the educational litera-ture and relating it to rational errors is beyondthe scope of this article, but the followingsection is written in an attempt to present a fewgeneral prescriptions.
 Some General Prescriptions
 A useful prescription for remedying errorproduction may be to provide students with"nonexamples" of a particular concept or
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 algorithm (also see Shaughnessy, 1985). Worked-out examples may have a crucial impact on errorproduction. Examples may contain a highcorrelation between a spurious feature and aparticular algorithm that the student picks up on,such as in the case of students who confused theintercept of the parabola with its vertex becausethey were always given examples where the twocoincided. Thus, when examples contain nodisconfirmatory information (e.g., parabolas inwhich the y intercept and vertex lie on differentpoints), they may facilitate the production ofrational errors. Nonexamples should be pre-sented from the very beginning of skill acquisi-tion because errors have been shown to beextremely resibent to change once they areformed (Resnick & Omanson, 1987; Rosnick &Clement, 1984).
 Repair theory, Sierra, and other accounts oferrors emphasize the role of syntactic inductionof errors. They show that students often try tosolve problems by using surface- rather thandeep-structural features. Thus, the second pre-scription is that mathematical problem solvingbe presented as sense-making activity (Brans-ford, Sherwood, & Sturdevant, 1987; Bransford& Stein, 1984; S. I. Brown & Walter, 1993;Davis & Vinner, 1986; Greeno, 1983; Resnick &Omanson, 1987; Schoenfeld, 1988, 1991) bycreating classroom environments that teach formeaning rather than rote. Teaching for meaningis not a trivial task. As Schoenfeld (1991)suggested, productive teaching entails a negotia-tion of understanding between teacher andstudents. The goal is to create appropriate socialenvironments where students are active collabo-rators in the learning process.
 One such approach to creating meaningfullearning environments is S. I. Brown andWalter's (1993) what-if-not (WIN) technique.WIN approaches a problem by making it into a"situation." That is, it deletes the problem'soriginal question and explores new questions orproblems that arise from the situation. Forinstance, in exploring a geometrical problem,WIN would ask, "What if we were dealing withthree dimensions and not with two?" Effortsaimed at challenging the givens and exploringalternative questions may help provide a richerframework for understanding the mathematicsinvolved. It can also turn mathematical thinkinginto a discovery process instead of a problem-solving activity alone.
 Finally, remedies should be directly targeted
 toward the specific mechanisms of error produc-tion. An important diagnosis to make is whethera rational error originates from the encoding orexecution phase of skill acquisition. If thestudent reaches an impasse and then creates asolution on-line, then it means that the studenthas developed the appropriate critic but stillneeds to receive more instruction on theparticular skill. If, on the other hand, the studentdoes not reach an impasse, then the culprit maybe a faulty rule that the student had previouslycreated during the encoding or initial skill-acquisition phase. The teacher then needs tohelp the student uncover the rule and relate it toworked-out examples the student was givenduring the acquisition phase. A taxonomy oferrors can prove to be a valuable diagnostic aswell as an instructional tool for teachers.
 A caveat is in order, however. Errors may berelative to a given curriculum. For example,Fuson (1992) demonstrated that students pro-duce different arithmetic errors in Japan, Tai-wan, Korea, the former Soviet Union, and theUnited States. Indeed, in Japan, teachers usestudents' common errors for instructional pur-poses (Stigler, Fernandez, & Yoshida, 1996).Thus, the current taxonomy of errors may bemost useful as an instructional tool primarily forU.S. teachers. More work needs to be dedicatedtoward uncovering the commonalties and differ-ences among errors across different cultures.Such an investigation could yield more insightson domain-specific versus domain-general com-ponents of procedural learning.
 In sum, rational errors do not have to be ahindrance to the mathematical learning process.They can also serve as constructive and adaptivetools for promoting understanding (see alsoSmith, diSessa, & Roschelle, 1993). That is, inthe process of "debugging," or searching for theorigin of one's errors, the student may reach abetter understanding of his or her own math-ematical reasoning. By committing errors andunderstanding their origins, students may achievea stronger conceptual basis for reasoningcorrectly than if they had never committed theerrors in the first place.
 Discussion: What Can Be Learned Froma Taxonomy of Rational Errors?
 As this article has shown, a person oftenmeets the challenge of solving a new mathemati-cal problem state by creating rule-based but
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 erroneous algorithms that lead to rational errors.These erroneous algorithms are the problemsolver's attempt to create a reasonable solutionin a relatively short period of time with minimalcomputational cost. In essence, the person'sefforts are directed toward interpreting andadapting to the mathematical environment inmuch the same way that he or she would adaptto a social or physical environment. That is, theperson's cognition can be characterized by a"bounded rationality" (Simon, 1957), aiming toachieve what seems to be a viable rather than anoptimal solution.
 This article supports the idea that there are afew mechanisms underlying the seeminglydiverse collection of rule-based errors. The newtaxonomy posits that rational errors can becategorized as resulting from critic-relatedfailures, through syntactic misinduction, tosemantic misinduction. Such a taxonomy addsto existing accounts that suggest that rationalerrors are primarily produced by syntacticinduction or "symbol pushing" alone.
 The less-than-syntactic component, or critic-related failures, emphasizes the role of internalcritics in error production. The more-than-syntactic component contains errors that resultfrom semantic induction or intuitive mathemat-ics. Similarly to intuitive physics, mathematicalknowledge may also draw on a person'sexperience with real-world examples.
 Regarding the conceptualization of syntacticinduction itself, even when a person engages insymbol manipulation without regard to underly-ing principles, often his or her performancemakes probabilistic sense. Worked-out ex-amples most often contain a high co-occurrencebetween a particular feature and a specificalgorithm without providing enough, if any,disconfirming instances where the same featureco-occurs with a different operator. Therefore,from a probabilistic perspective, it is adaptivefor a person to create a spurious feature-algorithm correlation.
 Spurious correlations and other erroneousrules that are formed during the encoding orskill-acquisition phase and do not meet withimpasses are overlooked by accounts such asrepair theory and Sierra. The idea is that sucherroneous rules are induced primarily fromexamples and are then added to the problemsolver's collection of all available rules for theskill. When a relevant problem state is activated,the spurious rules may be executed smoothly.
 On the other hand, in accordance with repairtheory and Sierra, I have discussed mechanismsthat are created on-line, or during the executionstage of problem solving. For instance, negationoccurs as a result of an impasse or when a criticfires a violation or detects an unfamiliarproblem-state. The present taxonomy, therefore,expands on rather than contradicts repair theoryand Sierra's impasse-and-repair account of errorproduction.
 The discussion of the mechanisms underlyingrational errors has provided answers to severalquestions but leaves others open. For example,to what extent do rational errors in mathematicsshare commonalties with rational errors in otherspecific domains such as physics, statistics, andlogic, as well as with broader domains such aslanguage acquisition, social cognition, andreasoning?
 For instance, one may wish to explore thecommonalties between mathematical and linguis-tic errors. Specifically, do both types of errorsshare similar mechanisms and developmentalpatterns? Karmiloff-Smith (1986) argued thatthere exist developmental shifts in languageacquisition ranging from procedural throughmeta-procedural (i.e., marked by an awarenessof one's own rules) to conceptual phases. In theshift from the procedural to the meta-proceduralphase, for instance, young children tend to makegrammatical errors on verbs they had previouslyacquired correctly, such as erroneously addingthe past form -ed to roots of familiar verbsbefore developing a more permanent and correctknowledge base.
 The parallels to an account of mathematicalerrors may be that (a) the child applies linguisticrules systematically rather than randomly andtherefore produces rational errors, and (b) thechild overgeneralizes from correct rules ofgrammar and thus produces inductive-basederrors (also see Pinker, 1994).
 In contrast to linguistic errors, however,rational errors in mathematics do not appear tofollow a clear developmental pattern wherechildren versus adults engage in more syntacticperformance that, in turn, provides a steppingstone for subsequent development of moreconceptual representations. In fact, adults' per-formance on arithmetic in a new number system(Ben-Zeev, 1995) mirrors young children'sperformance on addition and subtraction prob-lems. Both populations rely heavily on syntactic
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 induction and engage in constraint satisfactionsuch as negating the condition of the critic.
 In order to investigate the generality oferror-production mechanisms and to furtherexplore error production in mathematical reason-ing, there is need for new methodologies.Currently, empirical work is sorely lacking inresearch on the production of rule-based errors.For the most part, the investigator "waits" for aperson to commit an error. Only then, in a posthoc fashion, does the investigator proceed eitherto computationally model the error, or toprovide mechanisms underlying its origin, orboth. In contrast, it may be useful to "force"people into making errors. In other words, inorder to understand truly the origin of errors,researchers need to predict a priori the kinds oferrors that people will create in a given domainbefore people actually commit them.
 Finally, there are important educational ques-tions to pursue. Specifically, how can knowl-edge about mathematical error production beused toward teaching students the correctacquisition of mathematical concepts and proce-dures? The prescriptions section has offeredseveral strategies for achieving this aim, such asusing one's own errors as a vehicle for acquiringa better understanding of correct problemsolving. However, unless we fully understandthe theoretical underpinnings of rational errorsin mathematical thinking first, people willcontinue correctly, meticulously, and creativelyto follow their incorrect rules.
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 Appendix A
 The NewAbacus System
 I have constructed a new number system based onthe Base 10 abacus system, which is a written versionof number representation on the abacus. This newnumber system is called NewAbacus (see Figure Al),and is described in more detail in Ben-Zeev (1995). Inthe NewAbacus system each Base 10 digit is repre-sented as two digits. The left digit can either be 6 or 0,whereas the right digit can range from 0 through 5.The Base 10 digit is represented by the sum of left andright digits. For example, 8 in Base 10 is equivalent to62 in NewAbacus (6 + 2 = 8). Although 64 and 65 inNewAbacus sum up to be 10 and 11 in Base 10respectively, they are "illegal" in new abacus because64 and 65 violate the basic number-representationrule that requires each Base 10 digit to be representedby two digits in NewAbacus. The correct representa-tions for 10 and 11 in NewAbacus are 0100 and 0101,respectively.
 0 = 00
 1 -01
 2 = 02
 3=03
 4 = 04
 5 = 05
 6 = 60
 7 = 61
 8 = 62
 9 = 63
 10 = 0100
 11=0101
 12 = 0102
 13=0103
 14 = 0104
 15 = 0105
 16 = 0160
 17=0161
 18 = 0162
 19 = 0163
 20 =
 30 =
 40 =
 50 =
 60 =
 70 =
 80 =
 90 =
 100 =
 0200
 0300
 0400
 0500
 6000
 6100
 6200
 6300
 =010000
 Figure Al. Base 10 numbers (to the left of the equals sign)and their representation in new abacus (to the right of theequals sign). From "The Nature and Origin of RationalErrors in Arithmetic Thinking: Induction From Examplesand Prior Knowledge," by T. Ben-Zeev, 1995, CognitiveScience, 19. p. 350. Copyright 1995 by Cognitive ScienceSociety Incorporated. Reprinted with permission.
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 Appendix B
 Addition in New Abacus
 Table BlExamples That Illustrate Parts of theNewAbacus Addition AlgorithmExample noAule
 1. No carry
 2. Carry into 6
 3. Carry from 6
 4. Carry into andfrom 6
 Example
 6002+ 0202
 6204
 + 05"563
 0462+ 0161
 032303330305
 1663+ 0405
 «
 052205230504
 Action—
 Invalid numberCany a 6, leave aremainder
 Sum colums, cany a 10Add digitsForm valid number
 Invalid number, socarry a 6 and leaveremainderSum columns, carry a 10Add digitsForm valid number
 Note. From "The Nature and Origin of Rational Errors inArithmetic Thinking: Induction From Examples and PriorKnowledge," by T. Ben-Zeev, 1995, Cognitive Science, 19,p. 351. Copyright 1995 by Cognitive Science SocietyIncorporated. Adapted with permission.
 The NewAbacus addition algorithm is divided into fourmain parts. They are (a) no carry, (b) carry into the 6 digit,(c) carry from the 6 digit, and (d) carry into and from the 6digit. Each part is illustrated by an example (see TableBl). In the no carry example, NewAbacus addition isidentical to addition in Base 10. Addition is done columnby column without any carries. In the carry into the 6 digitexample, the addition results in an intermediate solutionwhere the right digit in a pair is equal to or greater than 6.This step, therefore, results in a violation. The correctalgorithm is to carry the 6 to the left and leave theremainder. For example, when the right column in theintermediate solution is 9, one carries a 6 and leaves aremainder of 3. Note that carrying a 6 only occurs withina pair of NewAbacus digits.
 In the carry from the 6 digit example two 6s are addedin one column to produce a sum of 12. In this case, onecarries a 1 to the next pair, and leaves a remainder of 2.Thus, a carry of 1 only occurs between a pair of newabacus digits. However, one should still contend with Ihe2 in the left digit because it violates the left-digit rule (i.e.,a left digit can only be 6 or 0). The correct algorithm is tosum the 2 with the right digit to form a valid NewAbacuspair. Finally, the carry into and from the 6 digit example issimply a combination of the last two cases.
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