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The Dirichlet Problem for Nonlinear Second-Order Elliptic Equations I. Monge-Ampere Equation
 L. CAFFARELLI University of Chicago
 L. NIRENBERG Courant Institute
 AND
 J. SPRUCK Brooklyn College
 Dedicated to Eugene Calabi on his sixtieth birthday
 1. Introduction
 This is the first of a series of papers, some jointly with J. J. Kohn, devoted to the Dirichlet problem for nonlinear elliptic equations for a real function u defined in the closure d of a bounded domain R in R" with C" boundary an. We shall study the Dirichlet problem: find a solution u E C"(fi) of an elliptic equation
 (1.1) F ( x , u, ui, u j k ) = O in R, u = d on 3 0 .
 Here q5 E C"(~3l-l) and ui = & / a x i , uij = a2u/axiaxj . Various classes of functions u, for which the equation is also assumed to be
 elliptic, i.e., the matrix aF/auij is positive definite, will be considered, as well as special classes of functions F.
 In this paper we confine ourselves primarily to Monge-Ampkre equations in a strictly convex domain R, of the form
 det ( u i j ) = $ ( x ) in R,
 u = + on aR, where J, E C"(d), J, > 0 in a, 4 E C"(d). We shall prove
 THEOREM 1.1. There exists a unique strictly convex solution u E C"(d) of (1.2).
 In Sections 7 and 8 we take up slightly more general Monge-Ampkre equations.
 Monge-Ampere equations figure in various geometric problems such as the Minkowski problem (see A. V. Pogorelov [18]). The Dirichlet problem has received considerable study. In 1971, Pogorelov published three papers [ 15H171
 Communications on Pure and Applied Mathematics, Vol. XXXVII, 369-402 (1984) @ 1984 John Wiley & Sons, Inc. CCC 0010-3640/84/030369-34504.00
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3 70 L. CAFFARELLI. L. NIRENBERG. A N D I. SPRUCK
 in which he described briefly how to obtain solutions which are smooth in the interior of R. This work is also described in [18]. In estimating third derivatives of the solution in any compact subset of R, he relied on ideas of E. Calabi [3]. In 1974, Calabi and Nirenberg studied the problem of finding solutions (also for more general Monge-Ampere equations) belonging to C" (0). They obtained a priori estimates, up to the boundary, for derivatives of the solution up to third order. Some of their results were described in [13]. Their estimates would have been sufficient for obtaining solutions in C"(fi) via the classical continuity method which goes back to S. Bernstein. Unfortunately, as they discovered, their estimates near the boundary of the derivatives of third order were incomplete. They could only obtain one-sided bounds for some of the third-order derivatives. S. Cheng and S. T. Yau had also been studying the problem, and ran into the same difficulties with the third-order derivatives. Some of the proofs of Pogorelov are difficult to follow, and Cheng and Yau gave complete proofs in [4], [5] for the Minkowski problem on a sphere, and then for the existence of solutions U E Lip (fi) n C"(R) of the Dirichlet problem (1.2). Their treatment of the Dirichlet problem went via the solution of the Minkowski problem on the sphere. Sub- sequently in [6], they gave a more direct proof in the spirit of partial differential equations alone. Recently, P. L. Lions [9]<1 I ] gave an independent (P.D.E.) proof of the existence of such solutions using the penalty method, and treated more general equations. See also T. Aubin [2].
 Up to now the existence of solutions which are smooth up to the boundary has remained open. In this paper we obtain such solutions by establishing an a priori estimate which supplement those of Calabi, Nirenberg, and thus enable us to carry out the classical continuity method. First, recall the continuity method. Let U"E C"(fi) be a strictly convex function which equals 9 on an. We may easily find such a function satisfying, in addition,
 (1.3) t,b0=det(u:)2+ in R.
 For each t in OS t S 1 we wish to find a strictly convex solution u' in C2'u(fi) of
 (1.2)' det(u:,)=tt,b+(l-t)t,b" in R, u ' = 4 on 8 0 .
 The space C2+n, 0 < (x < I , consists of functions u E C2(fi) whose second deriva- tives satisfy a Holder condition with a fixed exponent (x in fi; the corresponding norm is
 (1.4)
 i.i
 For t = O we have a solution uo. Using the implicit function theorem, and the classical Schauder theory for second-order equations with coefficients in C", one finds that the set of I for which (1.2)' has a solution is open. If one can establish
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DIRICHLET PROBLEM FOR NONLINEAR ELLIPTIC EQUATIONS 371
 the a priori estimate (1.5) 5 K independent of t,
 it follows that the set of such f is also closed-and hence the whole unit interval. The function u’ is then our desired solution of (1.2).
 We shall derive a priori estimates Iulz+u 5 R for solutions of (1.2) which apply to the solutions of (1.2)‘, for the constant K will depend only on R, on the C3 norm l(1,I3 of 4, max I,-’, and on 1414. Using, essentially, only the maximum principle we shall derive the Pollowing a priori estimates for solutions of (1.2):
 (1.6) IulzsK,
 (1 .7)
 i.e., a logarithmic modulus of continuity for the second derivatives of the solution (with K depending on R, (1, and 4 as described above). Such constants will be denoted by K, C, etc., and we shall refer to them as being “controlled” or “under control”.
 Once one has an estimate of IuIz and of the modulus of continuity of the second derivative of u it follows from standard elliptic theory (see [12], or the Lp theory in [l]) that one can estimate IuIZ+a and, in fact, it follows that u E C”(fi). Thus the desired estimate
 (1.8) IuIZ+a S K is obtained.
 Remark 1. Though it is not so well known, to derive the a priori estimate (1.8) it suffices to have the estimate (1.6) and a weaker form of (1.7), namely: there is a constant E > 0 which depends on K in (1.6) and on the equation ( 1 . l ) , such that if for some 6 > 0 one has
 (1.9) l u i j ( x ) - ui,(y)l 5 E for x, y E fi, Ix - yI s 6,
 then the estimate (1.8) holds with K depending on 6 as well as K, etc. This result follows easily from the proof of the results in [12] and also from the L, theory of [l]. This is, in fact, an essentially local result. It is proved by considering the linear equation for first derivatives of the solution u. If the coefficients of this equation are sufficiently close to constants in balls of fixed size, then one can estimate (locally) the C’+” norm of the first derivatives, and obtain an estimate (locally) for the C2+“ norm of u. In subsequent papers in this series we shall make use of this remark.
 11
 Remark 2 . It also follows from standard elliptic thcory that if $ c C’(fi), 4 c C k t u ( X l ) for k an integer greater than or equal to 4 and 12 max (3, k-2+cr), then there is a solution u E Ck+u(fi) .
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 As we observed, our proofs of (1.6), (1.7) are based on the maximum principle. Uniqueness also follows immediately from the principle, for if u and u are strictly convex solutions of (1.2), then w = u - u satisfies an elliptic equation
 Lw = a”wij = 0, w = 0 on an, and so w = 0. Here
 matrix uij = I,: [cofactor matrix of {tu,, + (1 - t ) u i j } ] dt.
 This proof of uniqueness of strictly convex solutions clearly extends to equations (1.2) for $ = $ ( x , u , V u ) incase J I U 2 O .
 For the convenience of the reader, in Section 2, we shall present complete proofs of (1.6)-our proofs are a slight modification of those of Calabi and Nirenberg. The proof of (1.7) in this paper relies on their one-sided estimates for the third derivatives (which we present in Section 4). This seems surprising, and is a novel element in the theory of a priori estimates. Using the maximum principle and a crucial result, Lemma 5.1, we shall establish, in Section 6, the new estimate
 i.e., the logarithmic modulus of continuity of u,, at every boundary point x. In addition we shall rely on the interior estimates for the third derivatives:
 (1.10)
 where d ( x ) represents the distance of x to an. This estimate is based on arguments of Calabi [3]. For completeness, we also present its proof in Section 3. Inequality (1.7) then follows easily from (1.7)’ and (1.10). as we show at the end of Section 6.
 In place of (1.10) one may use the recent estimates for nonlinear uniformly elliptic concave equations due to L. C. Evans [7]; see also N. S. Trudinger [20] for a shorter proof (also [21]). From (1.6) we know that the equation (1.2) is uniformly elliptic (concavity will be explained later). The results of [7], [20] yield, for any compact subset U of R,
 IuI*+a 5 C(W, for some positive a < 1. If one combines this result with (1.7)’ and makes use of Remark 1, the estimate (1.8) follows.
 We remark that, by a slight modification of our argument it is possible to avoid the interior estimate (l.lO), as well as the estimate (1.7). Namely, using (1.7)’ and a suitable barrier function, one may estimate the third derivatives on
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 an. By the estimates of Section 3 we know that the sum of squares of the third derivatives essentially satisfies the maximum principle. Thus one finds (d3ul 5 C in a.
 We wish to express our thanks to E. Calabi for permission to include the estimates that he and Nirenberg established in 1974. Our thanks also to P. L. Lions who pointed out the argument in step (d) of the proof of Theorem 7.1.
 In the summer of 1983, P. L. Lions called the papers [22]<24] of N. V. Krylov to our attention. In these papers he establishes the existence of smooth solutions in a, which are constant on the boundary, for Monge-Ampere equations. He also proves similar results for other classes of fully nonlinear elliptic second-order equations which are concave in the second derivatives. His deriva- tion of the Holder continuity near the boundary of the second derivatives is quite different from ours. In November 1983, we also learned of the paper [25] by N. M. Ivochkina in which estimates for the C2 norm of solutions of (7.1) are derived.
 2. A Priori Estimates for Derivatives up to Second Order
 We shall prove here the known estimates ( 1.6). Our proofs will lend themselves to later generalizations. First we estimate 1u(. Since u is convex, we have
 u 5 max 9.
 Furthermore it follows as above, with the aid of the maximum principle, that n (2.1) u s u .
 Thus we have the a priori estimate
 (2.1)' IuIS K1.
 Next we estimate IVul. Since u is convex, lVul takes its maximum on the boundary. If u, is the exterior normal derivative of u on an, it suffices to estimate Iu,I on dR, since the tangential derivatives are known. From (2.1) we see that
 (2.2) u,suO, on an. To estimate u, from below we simply make use of the convexity of u. Consider any point on dR. We may suppose it is the origin and that the x,-axis is interior normal to an. Let y E an be the point where the positive &-axis exits from R. By convexity,
 (2.3) - U,(O) = u, (0) 9 u, ( y ) 5 21v u"( y)I
 by (2.2). Thus we have
 (2.4) lVulSK2 on dR and hence on fi. The constant K 2 depends on Iunl1.

Page 6
                        

374 L. CAFFARELLI. L. NIRENBERG. AND J . SPRUCK
 Turning to the second derivatives of u we shall first estimate them on the boundary with the aid of suitable barrier functions. If we take the logarithms of both sides of the equation and differentiate with respect to x k we find, using summation convention,
 (2 .5 ) Luk = ul’ukI, = (log $)k,
 where { u ” } is the inverse of the Hessian matrix H = { u,,}. We denote by A = { A ” } the cofactor matrix of the Hermitian matrix H = { u y } , i.e., A = (det H ) * H-I . L is the linearized operator
 L = u l~a la l .
 Note that
 (2.6) L( X l u k - xku,) = ( x l d k - xkd/) log $.
 This simply reflects the fact that the operator xlak is an angular derivative (on 1x1 =constant) and the expression det (u,,) is invariant under rotation of coordinates.
 Consider any boundary point; without loss of generality we may take it to be the origin and the x,-axis to be interior normal. Then, near the origin, aR is represented by
 (2.7) x, = p ( x ’ ) = t ~ , , ~ , ~ , + 0( lx’13);
 here x’ = (x, , n - 1. On aR we have u - 4 = 0 (recall 4 is defined in a), so also
 , x,-~). In the summation, Greek letters a, p, etc. go from 1 to
 ( d , + p , d n ) ( u - c b ) = O for a < n ,
 ~ e . ,
 I ( u - c b ) , + ( u - 4 ) , ~ P p ~ p I ~ C I x 1 2 .
 Since ( V u l S K , on do the constant C is under control. Furthermore, on all we have (a, +ppd, ) (a , +p,d,)( u - 4) =O. In particular, at the origin, of course,
 (2.8) IU,BI 5 c, a , p < n .
 We wish, in addition, to establish the estimate
 (2.9)
 for any unit vector 6 = ( & , . . . , t1 = 1 ; we wish then to show that
 There is no loss of generality in assuming
 (2.9)’
 We may suppose, furthermore, that
 U ] ] (0) 2 cg > 0.
 u(0) = u,(O) = 0, Q < n.
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 To prove (2 .9) ' we shall make use of a more carefully constructed barrier function and redo the proof of ( 2 . 4 ) . On df2 we have ( 2 . 7 ) and
 u = 4 =$yaaxmxa +cubic in x '+ 0(1xl4) .
 With A = y1 B I the function
 (2.10) u'=u-Ax, ,
 still satisfies (1.2). We claim that
 ( 2.1 0)' u'l,]*S U 1 j X 1 X j + C ( 1<p<fl 1 x;+lxl4). l < j 5 f l
 This is because in the error term, x: may be replaced by U ~ , , X ~ X , , (with suitable
 Now choose as barrier function a ," ) modulo an error controlled by the last term in (2 .10) ' .
 By taking B >> C, and then fixing S > 0 small, and E << 6, we can ensure that
 h z u ' on an. Observe that 26 is the smallest eigenvalue of { h,} and that all other eigenvalues are uniformly bounded from above, independent of S. Choosing S small we have
 det ( h i j ) < I, in R.
 Thus h is an upper barrier for u', i.e., by the maximum principle,
 u' 5 h.
 Consequently,
 u',(O) 5 h,(O) = --E.
 By construction we have
 a' ax: -u ' (x ' , p ( x ' ) ) = O at the origin,
 i.e., u'I1+fi,,pll=O at 0.
 U I l ( 0 ) = u'Il(0) =-u'fl(o)Pll(o)
 Thus
 2 E P I I ( 0 ) ;
 (2.9)' and ( 2 . 9 ) are proved. The constant co depends only on max I,, max I,-', R and Id4.
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 Next we shall estimate the mixed derivative u,,(O). Consider the vector field (directional derivative)
 (2.11)
 In view of (2.6) we have
 (2.11)' L( Tu) = T(l0g G). Since uii is positive definite,
 (2.12) IL( T ( u - 4))I s C ( 1 +c uii)
 and
 (2.13) I T ( u - 411 5 clx12 on a ~ .
 We shall use
 w = - & I 2 + bx,,
 LW = -2a 2 uli
 I L ( T ( u - 4 ) ) I + L w S - a c uz i+C.
 for suitable positive constants a, b, as barrier function. We have
 and hence for a large,
 By the theorem of the arithmetic, geometric mean,
 -x 1 uii=.(det .. ( u i j ) ) l / n = + - l / n
 n
 Choosing a large, we may then assure that
 ( L ( T ( u - ~ ) ) ( + L w S O in R.
 By (2.13), since R is strictly convex, we may then choose b so large that
 I T ( u - 4 ) l s w on an. Applying the maximum principle we infer that
 l ~ ( u - 4 ) J ~ w in R
 and hence
 lanT( u - 4)lS b at 0.
 Thus we have proved the estimate
 a < n.
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 Finally we use the equation (1.2) to estimate u,,(0). We have
 + ( O ) =det (u , ) =I Afllu,,.
 By the estimates already established we see that the first (n-1) terms in the sum are bounded so that A""u,, S C at the origin. From (2.9) we obtain a bound from below for A""(0). Hence we infer that
 (2.14)' u,, (0) 5 c. Having an upper bound for all the eigenvalues of H = { ull}, we obtain also a lower bound for each, since their product equals I+%. Thus we have
 (2.14)"
 for some co under control. The last step is to estimate the second derivatives in the interior. We do this
 by showing that, essentially, u, satisfies a maximum principle. Write the equation (1.2) in the form
 (2.15) F(a2u) = log det ( u y ) = log JI.
 As we remarked, the linearized operator is
 ~ = ~ ~ , a , a , = u ~ ~ a , a , .
 u,, (0 ) 2 co > 0
 Claim. F ( H ) is a concave function of its arguments, the positive definite symmetric matrices H = { uij}.
 In fact, a computation yields
 a2F a d 1 - auijauk/ auk1
 - _ - U i k U / j
 and the corresponding quadratic form on symmetric matrices M = { mlj} ,
 a2F mij mkl , auijaUk,
 is negative definite, as is easily seen by diagonalizing H. Now we differentiate (2.15) twice with respect to x,. We find first
 and then
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 By concavity established above we have
 (2.1 5) '
 for some constant C depending only on $. This same estimate holds for any constant directional derivative T = 1 cjaj , cf = 1, i.e.,
 (2.16) L T ~ U 2 -c. Since Lu = n, we find
 L( u, + C U ) 2 0
 and hence u,, + Cu achieves its maximum on the boundary. We conclude therefore that
 urrS K in R.
 Since the equation is invariant under orthogonal change of coordinates, we see that for any directional derivative operator T = x cia,, c, constant, 1 cf = 1, we have
 (2.17) T 2 u S K in R.
 Taking T = ( 1/J2)(di fa,) and recalling that uii > 0, we find also
 (2.17)' lu i j lSK in R
 and (1.6) is proved. Since the eigenvalues of H are bounded from above by K and their product
 is equal to $, we obtain positive lower bounds for each one. Having established I U ( ~ S K , we know that the linearized operator L is uni-
 formly elliptic. Furthermore, returning to the preceding calculation we see that for any T as above
 (2.18)
 where co, C are positive constants under control; in particular, one has a positive lower bound for ell.
 3. Calabi's Interior Estimates for the Third Derivatives
 We shall first describe the Calabi computation, used by Pogorelov, to estimate the third derivatives in the interior. With {ui'} = H - ' , H = {u i j } , the following
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 expression
 (3 .1 )
 measures the square of the third derivatives in terms of the Riemannian metric ds2 = u, dx, dx,. (To be more consistent geometrically, we should use covariant derivatives.) We shall show that, for some positive constants cl, c2 (depending only on the estimates already established),
 (3.2)
 Since L is uniformly elliptic it will then follow with the aid of the maximum principle that,
 La = U l b l i e c1 a2 - c* .
 (3.2)' c3 a(x)S- d 2 ( x ) '
 where d ( x ) is the distance of x to 3 0 . (For completeness we include the derivation of (3.2)' at the end of this section.) Thus we obtain (1.10).
 Here is a concise presentation of the ingenious computation of Calabi [3] (the reader may wish to skip this):
 u 9 u k i ] = (log $1 k 3
 u"Ukpi ] = u m ~ a b p u b ' u k # ] + ( l o g $ ) k p ,
 la b] (3.1) UI'Ukpn, = u UabrU Ukpq + UIaUabprUhlUkll
 + u"Uabpu blUknl - 2u"U,drUdaUabpU blukI]
 +(log $)kpr .
 Setting uklupqursulq, = ukp', this is symmetric in k, p, r, we obtain u k ~ r $1 u Ukprrl = ukp'[(log ~)kpr+3U"Ub1UabrUlcpr l
 - 2U iCUdaU blUcdrUabpUkl,].
 Next
 At any point x where we are evaluating, we may assume, after a suitable rotation, that uij is diagonal. Thus we find, at this point, using summation
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 convention,
 UkprUlqruk/iUpqi + 6 UkliUplrUkpri - 12 ukk Ulluppurruii uk k upp'rruI/uqquii
 Now, from (3.31,
 u kpr Ulpr u kabula b ( + (log k / ) . UkprUlprUklii - - UkkUppUnUIlki ukkuppurruII UaaUbb
 Insert this in the preceding and complete the square cleverly; we find, after some tedious calculation,
 1 ulla.. 11 = 2 c (ukpr i - G ( U k l i U p l r + UpliUklr+ ur l iukp l )
 UiiUkkUppUrr
 (3 .4 )
 where
 Thus
 = -C - CU - 2 B - 3 A + 3 B + 2A,
 as direct calculation of the lengthy square shows,
 ( 3 . 5 ) = ;B - c - ca +$( B - A).
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 Claim. B 2 A .
 Proof: For convenience, set
 Ukpr(UkkUppUrr-1'2 = v k p r -
 Then we have to show that
 B = v k p r v l p ~ k a i ~ l o i 2 vkprvk~rvklivpqi = A
 for v symmetric in all indices. Direct computation shows that
 and the claim follows. Thus from (3.5) we find
 for suitable (controlled) constant C. Finally we see that
 by Schwarz inequality
 Inserting this into ( 3 . 6 ) we find, for suitable constant C,
 1 u'lg.. =. - - c. 11 = 4,,
 Inequality ( 3 . 2 ) is proved. We conclude this section with a proof of (3.2)' and hence of (1.10). It is due to H. BrCzis and is taken from [14], page 404. As remarked on page 372 this may be avoided.
 We formulate this result ih a more general form.
 LEMMA 3.1. In a domain fl let w satisfy an elliptic inequality:
 Acr = a "( x ) a i j + a i (x )u i 2 c1 w 2 - c2,
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 where A is a uniformly elliptic operator with bounded coefficients and c , > 0, c2 are constants. Then for some constant c3 depending only on c l , c 2 , the uniform ellipticity, and bounds on the coefficients on A, and R, we have
 (3.2)" c3 L+(x)S- d 2 ( x ) '
 where d ( x ) is the distance of x to dR.
 Proof: To estimate u at any point ~ E R which we take to be the origin, whose distance to aR is 2R, we make use of the function 5 = R 2 - 1x1' in 1x1 < R, 5 = 0 for 1x1 2 R. Set
 2 T = l a.
 Then for 1x1 5 R we have
 c115-2712s c2+ La
 = c 2 + 5 - 2 ~ ~ - 2 c - 3 a i i 5 i ~ j + TL(~-~).
 At a point R in 1x1 5 R, where T takes its maximum, T, = 0 and LT 5 0 and so at f:
 with C under control. Since R 5 diam R, it follows that
 ~ ( n ) 5 CR'
 with different C. The same bound must hold for ~ ( 0 ) . Hence
 ~ ~ ~ ( 0 ) s CR
 which yields (3.2)".
 4. One-sided Estimates at the Boundary for Some Third Derivatives
 the origin and suppose fl is described near 0 as in Section 2 page 314, i.e., In this section we argue locally near a point on dR; we take the point to be
 R: { x , > p ( x ' ) } locally.
 Let T denote the differential operator
 T = a, + P a a n ,
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 which on aR acts tangentially to the boundary. In this section, we shall compute LT’u and construct a suitable barrier function in order to obtain an estimate, from above:
 (4.1) -a,T2u 5 K on aR.
 Here u is the unit exterior normal. We shall carry out the estimate at the origin. A similar estimate holds for any point nearby. Thus we are going to establish
 (4.1)’ (d,T2u)(0) 5 K.
 Applying T to the equation log det ( uij) = log $, we find
 ~“Tuij = T log $. Now the commutator
 (4.2) [a ia j , TI = Paianaj + P a j a n a i +Pajian and so
 uijaiaj(Tu)= T log J I + p a i ~ n , + p a j ~ n i + p l r i i ~ n ,
 Apply T once more:
 U”TaiajTU = U i o ( TU,b)Ubi(didjTU)+ T’ log $
 + PaiTUnj + PajTUni +f = U ia ( TU)abU ” ( TU)ij + Pai( TU)nj + Pa,( Tu)ni +J
 where f represents bounded functions (under control) since lu12S K. Using (4.2) again we obtain
 LT2UZ U%”(TU),b(TU)ij-cz I(TU)ijl-c. ii
 Thus
 (4.3) 2 LT u 2 - C in R near 0,
 for a suitable constant C under control. In a region
 R, = R n { x, < E } ,
 with fixed, small, E > 0, we shall take as barrier function
 w = T’4 + QX, - b( u - U( 0) - C x j ~ j ( 0 ) ) .
 Recall that T2u = T 2 4 on aQ. We have
 Lw = LT24 - nb S -C 5 LT’u in R,
 if we fix b sufficiently large. Having thus fixed b, we may choose a so large that
 w 2 T 2 u on an,.
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 Thus w is an upper barrier and we have 2 T u S w in a,
 while equality holds at the origin. Hence
 a,T*u(O) 5 a,w(o) 5 a +a ,T24(0 )
 5 K ,
 establishing (4.1)'. We have described all the estimates that were proved by Calabi and Nirenberg
 in 1974 (some proofs have been modified). In the next section we shall see how to exploit (4.1). First we will reformulate it. It is clear that also
 T ~ U , S K on an near 0,
 and w = u, satisfies the linear equation
 Lun = (log $ I n *
 It is convenient, for direct application of the crucial lemma of the next section, to straighten the boundary dR near R. Let us do so by introducing new variables y: yu = x, for a < n, y, = x, - p ( x ' ) . Then, if we set
 n - 1
 u = K C Y',-w,
 (4.4) I
 w = u,,
 for K a large constant, we see that, in a half-ball 1x1 5 6, x, 2 0, (4.5) lLul= 11 U " U i j ~ S c, where L is a uniformly elliptic operator; also
 (4.6) Iu l+ lVulS K ,
 and
 (4.7) u ( y ' , 0) is conuex,
 provided K is chosen sufficiently large. Formula (4.7) is the key for our next argument.
 5. A Lemma
 In this section we present a useful result. When applied to u given by (4.41, which satisfies (4.5)-(4.7), it will yield a logarithmic modulus of continuity of v, on xn = O for a < n.

Page 17
                        

DlRlCHLET PROBLEM FOR NONLINEAR ELLIITIC EOUATIONS 385
 We formulate it for a general uniformly elliptic operator
 L = a “( x ) ay + a i ( x) ai + a ( x ) ,
 M-’151’5 a”&[j 5 M15l2,
 with a S O ,
 lail, la1 S M,
 in a half-ball
 B i in R ” = (1x1 < R, x,, > 0).
 LEMMA 5.1. Let u E C2(BA) n C ’ ( z ) satisfy
 (i) LuS C, (ii) IulSC in BL, (iii) I v X , u ( x ’ , 011 s C, (iv) u,(x’ , 0) 5 C, (v) u ( x ’ , 0) is convex.
 Then
 where c depends only on n, M, R and C
 For application to more general nonlinear equations, including complex Monge-Ampkre equations, we will have need of a still more general result-in which the condition (v) is weakened further. This will be contained in a subsequent paper.
 We remark that, even for a bounded harmonic function u in B i , in general, if (iii) holds and V , , u ( x ’ , O ) is continuous, the function u,(x’ ,O) need not be bounded. It is, provided V x , u ( x ’ , 0) is Dini continuous. This lemma is a kind of converse of that fact. It says that if (iv) and (v) hold, then (5.2) necessarily holds-somewhat surprising.
 - Proof: y e may suppose R < 1. It suffices to prove (5.2) for x’ = 0 and Ix’I
 small, say, lx‘l S $8 < $R. We may assume v ( 0 ) = IV,.u(O)( = 0-after subtracting an affine function.
 Furthermore, after rotating coordinates we may suppose -
 VX‘U(X’ , 0) =(a, 0, - - - , O ) , a>o.
 We have a S C. If a =0, there is nothing to prove; we wish to prove that
 (5.2)‘
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 By convexity we have u ( x , 0) 2 0 and
 (5.3) O ( X ‘ , O ) Z u ( ~ , O ) + a ( x * - ~ ) = a ( X 1 - p ) , -
 where p is here defined. Setting x = 0 and x = x’ we find
 (5.3)’ -
 0 s p s X I .
 Consider the barrier 2 1/2 1 h ( x ’ , ~ n ) = t a [ ( ~ l - ~ ) ~ + ~ n I + 2 a ( x l - ~ )
 - ~ ( I E x , 1 log [(XI - p ) 2 + xi]- D(x , + Ix‘12-ExZ,),
 where we choose 0 < E , 6 < 1 5 0, and E, depending only on n, M, R, C, in such a way as to guarantee
 (5.5) L h Z C (see (i)) and
 (5 .6) h ~ u on a ( B i ) . By the maximum principle we will have h S u in Bl. Setting x’ = 0, dividing by x, and letting x, + 0 we conclude that P > 0 and
 h,(O) 5 u,(O) s C,
 i.e.,
 - D - log P 5 C. Thus
 by (5.3)’.
 i.e., (5.2)‘ holds. Direct calculation yields
 where co , C, are positive constants depending only on the given ones. First fix E > 0 so that
 L([ ] 1 ’ 2 - E X , log[ ])ZO.
 Since D will be chosen greater than or equal to 1, we may next fix E so that (5.5) holds.
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 Next we observe that (5.6) holds on x, =0, Ix’I 5 6. On x, = O we have h = a ( x , - p ) + - D)x’I2. There are two cases.
 Case (i). x, - p > 0. Then
 h 5 a ( x l - p )
 5 v ( x ’ , 0 ) by (5.3).
 Case (ii). x1 -/3 SO. Then
 h ( x ’ , 0) 5 0 5 u(x’ , 0 ) .
 We have only to verify (5.6) on S, the curved part of d B i , with suitable choice of 6 and D. First fix S so small that
 x, + 1 ~ ’ ) ’ - EX: > f6’ on S.
 Then we may choose D so large that, on S,
 h S - C S u .
 We remark that Lemma 5.1 is a local form of a result of the type of Liouville’s theorem. We describe a simple case of this. Here R: represents the upper half-space x, > 0 in R “.
 LEMMA 5.2. Let w E C 2 ( R : ) satisfy
 L w = a ” ( x ) w i j s O ,
 where L is uniformly elliptic, i.e.,
 m > 0.
 Assume w i s Lipschitz continuous in R? and
 w(x ’ , 0) 2 v ( x ’ ) ,
 where u is convex. Then v is an afine function.
 Proof: If u is not affine, we may, since it is convex, add a suitable affine function to v and w and rotate coordinates so that
 w ( x ’ , O ) ~ v ~ m a x { a x ~ , O } for some a>0. 2 I / 2 With s = (x:+x,) , set
 hM ( X ) = + - EX, log 1x1 + Mx,.
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 We may first choose E > 0 sufficiently small (independent of M ) , as a computation shows, so that
 L h M 2 0.
 On x, = 0 we have
 hM = max {ax, , 0) S w.
 On 1x1 = R, x, > 0 we have
 h M = ~ ~ Y ( S + X ~ ) + X , ( M - ~ E log R)
 5 max {axl , 0 ) + x,(M - (YE log R + a)
 s w + x " ( M - a E l o g R + a - t ) ,
 where is the Lipschitz constant for w. Thus
 hM 5 w on 1x1 = R, x, > 0 for R sufficiently large.
 By the maximum principle,
 hM S w in R: for all M.
 Letting M -+ + co we obtain a contradiction.
 6. Completion of the Proof of (1.7) .
 Return to Section 5 and consider the function v defined by (4.4); in view of (4.5)-(4.7), Lemma 5.1 may be applied and we infer that, for ly'l, 171 5 c,
 (6.1)
 In the new coordinates we have -
 UX-xp - UY,yp - Uy,y, PS - Uyey, PO + Uynyn Papa - UY.Pap 9
 Uxoxn = U Y , Y , - ~ Y , Y , Pa*
 UX"X" - UY*Y" . -
 Since u = 9 on an, i.e., on y , = 0, we have of course
 uyoyp is Lipschitz on yn = 0,
 and, from (6.1)
 uYayn satisfies a logarithmic modulus of continuity
 which is under control. It is clear from the equation det ( u ~ , ~ , ) = 4, expressed in terms of the y derivatives, near the origin, that we may solve for the missing
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 second derivative uynyn and conclude that it too satisfies a logarithmic modulus of continuity.
 Returning to our original domain R we conclude that, on aR, the second derivatives have a fixed logarithmic modulus of continuity, i.e., we have proved (1.7) for x, ~€6’0.
 To go from here to the full inequality (1.7) is not difficult. First we go part way.
 LEMMA 6.1. (1.7)’ holds.
 Proof: We may suppose that x = 0 and that lyl is small. Furthermore, we may make a linear transformation of variable (which is under control since we have excellent bounds for H = { ui j } ) so that
 U i j ( 0 ) = 6,.
 The function I) is then multiplied by a factor which we ignore. We know that luij lSK and that, by (2.16), for any pure second derivative T2u,
 L T ~ U L -c. If v is the exterior unit normal to aR at 0, consider the function (here y is
 fixed, and 6 = 1 ~ 1 ’ ’ ~ small)
 X ’ v - c g , M M
 h ( x ) = T2u(0)+-- - Ilog 61 s2
 where g is a fixed smooth convex function in a, vanishing on aR and satisfying Lg 2 1. For x E ~ J R , 1x1 < 6, we have by (1.7), for points on an,
 C IT2u(x)- T*u(O)lS-
 11% 61‘
 Consequently we may choose M large (under control) so that h is an upper barrier for T2u in R n (1x1 < 8 ) . It follows in particular that
 L T ’ u ( Y ) - TZu(0)d-
 11% IYI I. We now use the equation to obtain a lower bound.
 coordinates we have $ ( O ) = 1 and so
 4(Y) 2 1 - c l y l .
 After our change of
 Here $( y ) = h l * - * A, , the product of the eigenvalues of H. By (6.2) it follows that r L
 h i ( y ) S 1 +- for all i. I log lYl I
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 We infer that
 L A,(y) 2 1 -- for all i, I log l Y l I
 and hence for every T as above ,l
 in particular this holds for uj,(y). Taking T = ( l / h ) ( & f a i ) we conclude that
 Thus we have proved (1.7)', i.e., (1.7) for x E an, y E a. Using this result and (1.10) it is now easy to give the
 Conclusion of the proof of (1.7): Consider x, y E with d = d ( x ) 5 d ( y) = d and S = Ix - yl; we may assume d, d and 6 are all small. We distinguish two cases.
 Case (i). d Z S1l2. In this case, by the theorem of the mean, we have from (1.10)
 2 c luij(x)-uij(y)~s-S d
 Case (ii). d < 6'". In this case, d + S S 6 ' / ' . Using (
 We have established (1.7) and therefore Theorem 1.1 is proved.
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 7. More General Monge-Ampere Equations
 In this section we take up an extension of Theorem 1.1 to more general Monge-Ampkre equations-always in a bounded domain R with strictly convex C" boundary dR. We seek a strictly convex solution u E C"(a) of an equation of the form
 (7.1) det (ui,) = + ( x , u, V u ) in n,
 u = ~ E C " on an, where + ( x , u, p) is a positive C" function for x E a, u S max 4, p E R".
 aR and satisfies
 (7.2) det ( _ u i j ) 2 + ( x , g, V g ) in R.
 As always we suppose 4 is a C" strictly convex function in all of a.
 We assume there exists a convex subsolution g E C2(fi) which equals 4 on
 THEOREM 7.1. Under condition (7.2), there exists a strictly convex solution u E C"(a) of (7.1) with u E ~f. Zf JIU 2 0 , this solution is unique.
 Equations of this form have been treated by P. L. Lions in [9Hll]. Under various hypotheses he obtained solutions u c C"(R) n L i p (a), and u E C"(R) n C(a). For the latter case he assumed condition (7.2) in a generalized sense with u E C(fi). As he pointed out, there exists a subsolution g satisfying (7.2) if + satisfies
 u 5 max 4.
 Here is his construction: if p is a strictly convex defining function for R, i.e., p = 0 , V p # 0 on aR, take
 o < + ( x , u, p ) s C( 1 + lp12)"'2 for x E a,
 g = c $ ( x ) + p ( e k p - I ) , Then
 Uij = 4ij + ~k ekp( pij + kp ip j ) ,
 and the matrix { pjj} 2 aZd
 for some positive constant a. According to Lemma IV.1 of [lo],
 det { g i j } E ( p k e k P ) " a " ( l+-~Vpl'). k na
 k , p > 0.
 On the other hand,
 l V u l 5 max IV4l+ p k ekPIVp(.
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 Thus to prove (7.2) we wish to show that (for a different C) we can choose k and u so that
 C + C ( p k ekr)"lVpln 5 (pk e k p ) " a n 1 +-[VpI* , ( n t ) that is, so that (again with different C),
 (7.3)
 Now choose k so large that
 and then choose p large. The proof of Theorem 7.1 is long since we must redo all the estimates. As
 we have seen in Section 1, the uniqueness assertion follows from the maximum principle. In the proof we may suppose g is not a solution; otherwise there is nothing to prove.
 Proof of Theorem 7.1: (a) Let u" be a Cm(fi) strictly convex function in fi with uO= 4 on an and
 satisfying
 (7.4) det ( u ; ) < det ( g l l ) in fi. By Theorem 1.1, many such functions exist. In view of the maximum principle we also have
 (7.4)' - u < u o in fi and a , ( g - u 0 ) > O on
 by the Hopf lemma. Here a, is exterior normal differentiation.
 satisfying
 The estimate is for the C5 norm:
 (7.5) 1 ~ 1 s 5 K for all strictly convex solutions u > u_ of
 (7.6)
 Using a priori estimates we shall prove the existence of a solution u of (7.1)
 u > g in fl.
 det ( u , , ) = f $ ( x , u ,Vu)+( l - t )de t (u ; ) , O S t S l ,
 u = 4 on an. With the aid of such an estimate the existence proof is easy using degree
 theory. Namely, in the space C;(fi), consider the cone
 % = ( u ~ C ~ ( f i ) I u > O in 0, u = O and u , < O on an}.
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 Here C:(fi) is the space of functions in Cs(d) which vanish on the boundary. For R large we will find a convex solution of (7.1):
 (7.7) where
 First choose R so large that lu"-_uls < R and so that, by (7.5), there is no solution of (7.1)7 given by (7.7), with lulS=R. Next we claim that there is no solution u = _u+ u with u on the remaining part of the boundary of VR : For if u were such a solution. we would have u 2 u and either
 (7.8) u = g at some point in R or ( u - ~ ) , ( x o ) = O at some x , ~ d R .
 By (7.4)' we must have t > 0 . But then
 (7.9) =-t(det (_ui , ) -9(x ,~ ,Vu))+( l - t ) (det (u:)-det (_u,J)
 det(u,,)-det(_ui,)-t(9(x, u,Vu)-44x, w v d )
 5 0 ,
 with strict inequality holding somewhere. Using the maximum principle and the Hopf lemma in generalized form (see [ 191 or [S]), we see that u = u, contradicting the fact that we have strict inequality somewhere in (7.9).
 Now for u E gR we define the map
 U H u',
 where u' is the unique strictly convex solution of
 (7.10)
 given by Theorem 1.1 (rather Remark 2 on page 371).
 det u:, = tt,h(x, _u+ u, V(g + u ) ) + ( 1 - t ) det (u:) in R,
 u ' = 4 on dR,
 Note that for I = 0 this solution is our uo. Set
 u f = u ' - g = TU. By elliptic thery, T, is a continuous map in C s and in fact
 lu'ls+a 5 K' independent of r,
 for O < a < 1. Consequently, Tu is a compact map. We have shown that there are no solutions of
 (7.11) u-T ,u=O
 on d%R. Thus the degree
 (7.12) deg (1- T , G7 0 ) = Y
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 is well defined and independent of t. For r = O our solution is u " = E + u", with uo E g R . By the maximum principle, the linearized operator of det (u,,), linearized at uO, is invertible. It follows easily that u" is a regular point of I - To, i.e., that the linearized operator I - TA( u") is invertible. Consequently, y = *1, and (7.1 1) has a solution u' in FR for all r in 0 5 t 5 1. The function
 (7.13) uI= g + u L
 is then a solution of (7.1).
 (b) To establish the estimates (7.5) we shall consider only the case t = 1, since the same arguments hold for any f. Furthermore, by our remarks of Section 1, we see that the estimates (7.5) will follow once we establish the estimates (1.6) and (1.7). Thus to prove the theorem we have only to rederive these estimates for any solution u 2 g.
 Since ~5 u with equality on 130, we easily obtain an estimate for lull as before. Namely, u, 5 _u, on all , and as in Section 2 it follows that
 (7.14) p u 1 5 c
 (7.15) O < c o S $ ( x , U , V U ) S C , '
 for suitable C. Consequently,
 for a suitable positive constant cO.
 (c) Boundsfor Iu,,I on an. We start as in Section 2. Consider a boundary point, which we may take to
 be the origin, with all represented nearby by (2.7). As before we have
 (7.16) lumP(o)l s C for a, p < n.
 The derivation of (2.9), with obvious minor modifications, also carries over, since I$(x, u, V U ) l S c.
 (7.17) l u u n ( 0 ) l ~ ~ *
 The main step is to establish (2.14):
 Its derivation is more tricky than in the earlier case because of the dependence of $ on Vu. From (2.15)' we find
 (7.18) L U k l , za',f(x, u ( x ) , V u ( x ) ) .
 Rewriting our equation in the form
 log det (u,,) = log $ ( x , u, P) =f(x, u, P), let us apply the operator (2.1 1):
 (7.19) a < n.
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 Since x, a,, - x, do is the infinitesimal generator of a rotation we find as before
 Ltu = Tf(x, u ( x ) , V u ( x ) )
 =Cf,,Tu,+ 0 ( 1 ) , I
 where 0(1) will always represent a term which is bounded by a constant under control. Thus
 (7.20) J(L-c f ,a , )T(u-4) l~C( l+C UI').
 Furthermore, on a i l , near the origin we have
 (7.21)
 recall
 IT( u - 4)lS ClX'l2.
 In B, = (1x1 < E } n 0, we shall make use of the following barrier function v,
 (7.22)
 (7.23) v =$(Bop - p 8 0 p ) ~ o ~ B +~MX; -X , , ,
 with p > 0 fixed so small that the matrix
 {Bop - Paop} ' 0.
 ( L - f,, 8, ) v 2 C"( 1 + c u i i )
 First we fix M L 2 so that
 (7.24)
 for some positive constant c, provided E is suitably small. Namely
 1 Lv = [ c uaP(Bop - paop) + Mu"" O . P < f l
 1. 2 c [ uii + Mu""
 for some (controlled) positive constant c (recall M 2 2). Now if A l 5 - - 9 d A, are the eigenvalues of geometric means,
 {ui,}, then u " " 2 A i ' . By the inequality for arithmetic and
 It follows that
 L v E t c c u i i + c , M " " i
 for some controlled positive constant cI
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 Since If,.& C we find that, in B, ={lxl< &Inn, ( L - f,,, a ;) u L $C C u " + ~1 M 'In - C - CME.
 Fix M so that clM1/" L 2 C + 1; from now on M is fixed. If we require that
 (7.25) ME 5 1,
 we obtain (7.24). Next we examine u on aB,. On aR we have, by (7.22),
 u = - ;p x i + o(~x'~3). B < n
 Thus
 (7.26) ~ S - $ p ( x ' ( ~ on a0nBB,,
 provided E is small (this is the second requirement on E ) .
 On the remaining boundary of B,, where 1x1 = E , we distinguish two cases.
 Case (i). aplx'l'> M X Z , = M ( E ' - 1x'I2). In this case, since x, > p, we have, on aB,,
 u ( = t ( B p Y - ~ S p y ) ~ p ~ , + $ M x Z , - p
 s - ~ p I X ' 1 2 + C I X ' 1 3 + M J X Z , , I
 5 -$p(x '12+ c1x')3 5 - C 2 E 2
 (7.27)
 for E small enough (depending, here, only on p and M which are fixed); c2 is a (controlled) positive constant.
 Case (ii). : ~ ~ X ' ~ * S M X Z , . On this portion of dB, n R we have
 x, 2 C3&
 for some positive constant c3 (depending on p and M). Therefore,
 u 5 CJx'12 + MX; - X,
 (7.28) 5 ( M + C ) E - C3E
 s - l c - 2 3 &
 for E small (depending again on p and M).
 Av, for some constant A>0. By (7.20) and (7.24) we have Fix E to satisfy all these requirements, and now consider as barrier the function
 ( L - C f,, a i ) ( A u * T(u- 4)) Z 0
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 for
 A 2 C / C o .
 On aRnB, we have, by (7.21) and (7.26),
 A I I * T ( u - ~ ) ~ O
 if Ap h 4C. On the remaining boundary of Be, where we know that
 IT(u-4)l=, we have, by (7.27), (7.28),
 AII f T( u - 4 ) S 0
 provided
 AC,E’ZC and $Ac,ZC.
 Fixing A to satisfy these conditions we see from the maximum principle that
 A o S * T ( u - + ) in Be.
 Since these vanish at the origin we infer that
 l ~ m ” ( o ) - 4 ~ ” ( o ) l ~ A . Inequality (7.17) is proved.
 (d) Bounds for Iu,,! in R; completion of proof of (1.6): In deriving these bounds we follow an argument taken from Lions [ll]; this
 We shall prove that for any directional derivative a, =I 5;.ai, I (5i(2 = 1, is based on an idea of L. Simon.
 (7.29) d & Z K in a. The inequality (2.17)’ follows as before.
 (7.30)
 with
 To prove (7.29) we estimate
 M = max exp {& (V u(’} aiu, Id= 1 X € f i
 (7.3 1) CL = 1 +TAX ~ E T [(I t j a p , ) ’ f ( x , u(x), P ( x ) ) ~ *
 If the maximum M occurs on an, then M is estimated via our known estimates (uUI 5 K on dR, and (7.29) then holds. So consider the case that M is achieved at some point xo in R and some direction 6. We may suppose 6 = (1, 0, * , 0). Then u,,(xo) = O for j > 1; by rotating the coordinates x2, * * * , x,, we may also suppose ud(x0) = 0 for i # j.
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 At xo, the function log ufI + $ . L I V U [ ~ achieves a maximum. Hence, at that point,
 U I I .
 uii k (7.32) - + p C ukuk,=o, i.e., ullj+pujullull = O for all j ,
 and, since ujk is diagonal,
 At xo our operator L is uj' a, and so if we multiply the preceding inequality by u l l u j l and sum, we see that
 From (2.18), and (2.11)' we infer that
 2 f l l -k pu:1 + pukfkull
 ~ ~ f p ~ ~ k l l + f ~ ~ ~ ~ l + ~ ~ ~ l + ~ U k f p ~ ~ k k ~ l l - C ( ~ + U 1 l )
 = (f,,, +/4u:1 - w+ u11L
 by (7.32). From (7.31) it follows that
 0 z u:1- C(1+ U l l ) ,
 U I I ( X 0 ) 5 c and hence (for a different C),
 which implies
 M S C ,
 and hence (7.29). Thus (1.6) is established.
 (e) Next we turn to the proof of (1.10) of Section 3. Examination of (3.4) shows that the only term that might give trouble is the one with
 (log $)kpr.
 But one finds immediately that (with L as in Section 3) 2 La = ( L - * - I 1 (!Ip,&) c7 2 c1 u - c2
 with c1 > 0. Inequality (3.2)", i.e., (l.lO), then follows as before, with the aid of Lemma 3.1.
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 ( f ) The proof of (1.7) is the same as before once the one-sided third-derivative estimates (4.1) have been established. Following the argument in Section 4 we find, in place of (4.3),
 (7.33) L T ' U Z - C in II near 0.
 Using L in place of L in the arguments after (4.3), the proof proceeds as before. We may consider that Theorem 7.1 is proved.
 Remark 7.1. By essentially the same argument one can see that the result of Theorem 7.1 holds if condition (7.2) is replaced by a weaker condition: the existence of a suitable subsolution for every point on the boundary. Namely, for every y E dR, assume there is a convex subsolution u,(x) E C'(d), i.e., a function satisfying
 det (d,,d,,u) 2 $ ( x , u,, V x u y ) in a, with
 u Y s 4 on an, u , ( Y ) = ~ ( Y ) ,
 and with Iuylcl 5 K independent of y. By a minor modification of the degree- theoretic argument, with % replaced by the cone
 @ = { ~ E C ; ( ~ ~ ) I ~ + U > U , ( X ) in R and ( & + v - ~ , ) ~ ( y ) < O for all y ~ d R } ,
 one obtains the result.
 8. Another Monge-Amfire Equation
 We shall treat one more problem:
 d e t ( ~ , ~ + a ~ , ) = + ( . x ) > O in a, u=c$ on d o ,
 (8.1)
 with R, $, 4 as before, and aii E C"(a) a smooth symmetric matrix function. We seek solutions u for which uij+ai j is positive definite.
 THEOREM 8.1. There exists a unique solution u E C"( d) in the desired class.
 The proof is similar to that of Theorem 1.1, via the continuity method. We
 First one easily proves the estimate have only to establish the a priori estimates (1.6) and (1.7).
 (u ( * 5 c. Write the equation as
 log det ( uii + aij) = log $;
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 then the linearized operator is L = F'ja.3.
 I I '
 with the matrix
 { F i ' } = { u i j + a i j } - ' .
 If we differentiate the equation we find
 Lu, = (log I//), - F%,Uij.
 The next step is to estimate mixed tangential normal derivatives u,, at boundary points x". Take xo = 0 and the x,-axis as interior normal. Then we wish to prove ( 2 . 1 4 ) :
 l u , , , ( ~ ) l ~ C for Q <n.
 Following the proof in Section 2 we obtain as before ( 2 . 1 2 ) and ( 2 . 1 3 ) with U"
 replaced by F", and the remainder of the proof of ( 2 . 1 4 ) carries over. We need the analogue of (2.9):
 or (2.9)', with uij changed by a similarity transformation:
 (8.2)' u l l + a l l ~ c o at 0
 and we may suppose, as before, that u ( 0 ) = uu(0) = 0 for Q < n. Our previous proof needs some modifications. Since we may add ~ a i j ( 0 ) x , x , to u, there is no loss of generality in supposing that a, , (O) = 0. As before, we consider the function u' which is defined in ( 2 . 1 0 ) and which satisfies ( 2 . 1 0 ) ' . Now choose as barrier function in fi = R n {x , , < s~"), 6 small,
 1 +-(al,,x, + kBx,)*
 2 k B
 with k 2 1. On an, where x,, = p ( x ' ) , we have, by ( 2 . 1 0 ) ' ,
 h - u'Z ( S - C E ) I X ~ * + ( : B - C ) C ~ f + $ k B x ; - C l x l ~ , l < j c n
 where C is a constant under control. Fix ~ = 6 / 2 C . Then for B large, but independent of 8, we have
 h - u' 2 0 on the curved part of 6.
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 - On x, =JS, since (Vul S C, we have
 for B chosen large, independent of 6, since (x I4S Cxi = C6. With B so fixed, set k=4C,/B6'12. Then h2u ' on an.
 At the origin we see that the smallest eigenvalue of { h, + a,]} is 26, the largest eigenvalue is at most CS-''2 and the other eigenvalues are bounded independent of 6. Thus
 det ( h , + a,]) S C6 ' I 2 at the origin.
 It follows that det (h,, +a,]) zs C6"" in fi since (alI( S C(x( 5 C6'14 in 6. Choosing 6 small we see in view of the maximum principle that
 u ' z h in 6, and hence
 u',(O) S h,(O) = - E .
 As in Section 2, (8.2)' then follows.
 proceeds as in Section 2.
 over, with minor modifications and thus Theorem 8.1 is established.
 As before, we find [ u , [ S C on aR. The remainder of the derivation of (1.6)
 In conclusion, we remark that the proofs of (1.10) and (1.7)', and (1.7), carry
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