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            Fitness Landscapes of Evolved Apoptotic Cellular Automata Daniel Ashlock and Sharon McNicholas Abstract—This paper examines the ﬁtness landscape for evo- lutionary algorithms evolving cellular automata rules to satisfy an apoptotic ﬁtness function. This ﬁtness function requires the automata to grow as rapidly as possible, and to die out by a ﬁxed time step. The apoptotic cellular automata yielded rules that are extremely robust to variation, whilst utilizing the majority of available positions in the updating rule. Robustness is assessed by a novel technique called fertility. In addition, ﬁtness morphs are adapted for use on discrete ﬁtness landscapes to demonstrate the localization of high ﬁtness rules to small portions of the ﬁtness landscape. The ﬁtness landscape is shown to be rugose, and to be populated by many optima. Single parent techniques are used both to improve evolutionary techniques for locating automata rules, and to generalize rules that are evolved for one case of the ﬁtness function, to other cases of that ﬁtness function. In addition to introducing the evolution of apoptotic cellular automata as a test problem and evolved art technique may of the analysis tools presented are unique and applicable beyond their focus in the current study. I. I NTRODUCTION C Ellular automata are a discrete model form of compu- tation. A cellular automaton has three parts: 1) A collection of cells. For each individual cell, the surrounding cells that inﬂuence the iteration of that cell are called its neighbourhood, 2) A set of possible cell states, 3) A rule that maps the set of possible cell states of a neighborhood to a new state for the cell with which the neighborhood is associated. Cellular automata (CA) can be described as discrete dynamical systems, some of which exhibit self-organizing behavior. A cell population will evolve according to local transition rules. The updating according to the transition rules may be synchronous or asynchronous. Many real world systems are dynamic in nature, and can be modeled as CA[41]. They can be used as models for complex natural systems that contain large numbers of identical components experiencing local interactions[40], [34]. This study explores the ﬁtness landscape of an evolu- tionary algorithm that searches a large space of simple CA rules. It also introduces novel tools for the interpretation of complex ﬁtness landscapes. The problem we are studying requires that one of the designated CA cell states is deﬁned as being quiescent or “dead”. For “apoptotic” growth, the optimal outcome is to produce an automata containing as many live cells as possible, subject to the constraint that the automata enters a quiescent state in which all cells are Daniel Ashlock and Sharon McNicholas are with the Department of Mathematics and Statistics at the University of Guelph, in Guelph, Ontario, Canada, N1G 2W1 email: [email protected], [email protected] The authors thank the National Science and Engineering Research Council of Canada (NSERC) for supporting this work. dead before a predeﬁned number of iterations (time steps) of automata growth is reached. This predeﬁned number of iterations can be thought of as a time limit. The ﬁtness is deﬁned as the number of live cells produced, provided the time-limit isn’t exceeded. Rules that do not obey the time limit restriction are awarded a ﬁtness of zero. An example of such an automata appears in Figure 1. Since these automata undergo a self-organized form of planned senescence we call them apoptotic cellular automata, in an analogy to apoptotic (programmed) cell death that occurs in some biological cells. In this study, we will demonstrate that the ﬁtness landscape for apoptotic cellular automata has the following properties: almost all rules in the space have ﬁtness zero, the rules with non-zero ﬁtness are clustered in a small portion of the space, and most rules, whatever their ﬁtness, are members of enormous neutral networks. Taken together these facts demonstrate that the system presented is an interesting evo- lutionary computation test problem, with a ﬁtness landscape of unusual structure. Applications of the system include evolved art, an evolutionary computation example with good pedagogical properties, and as a difﬁcult test problem with scalable size and difﬁculty. A. Tools for Exploring the Fitness Landscape An excellent survey of current tools for exploring ﬁtness landscapes is [33]. In this survey the authors take the viewpoint that the ﬁtness landscape for a problem consists of a set of points determined by the representation used and a connectivity, and hence distance, generated by the variation operators used in evolutionary search. This viewpoint is sensible and enables a number of types of useful analysis. Most of the techniques given in the survey are not suitable for the space of apoptotic cellular automata because, as we demonstrate subsequently, the space violates any reasonable isotropy assumption, the global optima are unknown, almost all rules have zero ﬁtness yielding a lack of even pseudo- gradient information, and the landscape’s height takes on only integer values which form interlocking plateaus rep- resenting neutral networks. In essence, the ﬁtness landscape can be thought of as a 35-dimensional jigsaw puzzle with piece sizes that vary over at least eleven orders of magnitude. A technique discussed in [33] that ostensibly appears promising is neutral network analysis. Consider two mem- bers of a population adjacent if they differ in one loci (alternatively, by one mutation): then the neutral network of a chromosome is the set of all chromosomes that can be reached by chains of adjacencies in which the adjacent chromosomes have equal ﬁtness. The size of the neutral networks and the number of neighbors they possess, however, makes even this technique quite cumbersome. A lower bound 
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Fitness Landscapes of Evolved Apoptotic Cellular Automata
 Daniel Ashlock and Sharon McNicholas
 Abstract—This paper examines the fitness landscape for evo-lutionary algorithms evolving cellular automata rules to satisfyan apoptotic fitness function. This fitness function requires theautomata to grow as rapidly as possible, and to die out by a fixedtime step. The apoptotic cellular automata yielded rules that areextremely robust to variation, whilst utilizing the majority ofavailable positions in the updating rule. Robustness is assessedby a novel technique called fertility. In addition, fitness morphsare adapted for use on discrete fitness landscapes to demonstratethe localization of high fitness rules to small portions of thefitness landscape. The fitness landscape is shown to be rugose,and to be populated by many optima. Single parent techniquesare used both to improve evolutionary techniques for locatingautomata rules, and to generalize rules that are evolved forone case of the fitness function, to other cases of that fitnessfunction. In addition to introducing the evolution of apoptoticcellular automata as a test problem and evolved art techniquemay of the analysis tools presented are unique and applicablebeyond their focus in the current study.
 I. INTRODUCTION
 CEllular automata are a discrete model form of compu-tation. A cellular automaton has three parts:
 1) A collection of cells. For each individual cell, thesurrounding cells that influence the iteration of thatcell are called its neighbourhood,
 2) A set of possible cell states,3) A rule that maps the set of possible cell states of a
 neighborhood to a new state for the cell with whichthe neighborhood is associated.
 Cellular automata (CA) can be described as discretedynamical systems, some of which exhibit self-organizingbehavior. A cell population will evolve according to localtransition rules. The updating according to the transitionrules may be synchronous or asynchronous. Many real worldsystems are dynamic in nature, and can be modeled asCA[41]. They can be used as models for complex naturalsystems that contain large numbers of identical componentsexperiencing local interactions[40], [34].
 This study explores the fitness landscape of an evolu-tionary algorithm that searches a large space of simple CArules. It also introduces novel tools for the interpretation ofcomplex fitness landscapes. The problem we are studyingrequires that one of the designated CA cell states is definedas being quiescent or “dead”. For “apoptotic” growth, theoptimal outcome is to produce an automata containing asmany live cells as possible, subject to the constraint thatthe automata enters a quiescent state in which all cells are
 Daniel Ashlock and Sharon McNicholas are with the Department ofMathematics and Statistics at the University of Guelph, in Guelph, Ontario,Canada, N1G 2W1 email: [email protected], [email protected]
 The authors thank the National Science and Engineering Research Councilof Canada (NSERC) for supporting this work.
 dead before a predefined number of iterations (time steps)of automata growth is reached. This predefined number ofiterations can be thought of as a time limit. The fitness isdefined as the number of live cells produced, provided thetime-limit isn’t exceeded. Rules that do not obey the timelimit restriction are awarded a fitness of zero. An example ofsuch an automata appears in Figure 1. Since these automataundergo a self-organized form of planned senescence we callthem apoptotic cellular automata, in an analogy to apoptotic(programmed) cell death that occurs in some biological cells.
 In this study, we will demonstrate that the fitness landscapefor apoptotic cellular automata has the following properties:almost all rules in the space have fitness zero, the ruleswith non-zero fitness are clustered in a small portion of thespace, and most rules, whatever their fitness, are membersof enormous neutral networks. Taken together these factsdemonstrate that the system presented is an interesting evo-lutionary computation test problem, with a fitness landscapeof unusual structure. Applications of the system includeevolved art, an evolutionary computation example with goodpedagogical properties, and as a difficult test problem withscalable size and difficulty.
 A. Tools for Exploring the Fitness Landscape
 An excellent survey of current tools for exploring fitnesslandscapes is [33]. In this survey the authors take theviewpoint that the fitness landscape for a problem consists ofa set of points determined by the representation used and aconnectivity, and hence distance, generated by the variationoperators used in evolutionary search. This viewpoint issensible and enables a number of types of useful analysis.Most of the techniques given in the survey are not suitablefor the space of apoptotic cellular automata because, as wedemonstrate subsequently, the space violates any reasonableisotropy assumption, the global optima are unknown, almostall rules have zero fitness yielding a lack of even pseudo-gradient information, and the landscape’s height takes ononly integer values which form interlocking plateaus rep-resenting neutral networks. In essence, the fitness landscapecan be thought of as a 35-dimensional jigsaw puzzle withpiece sizes that vary over at least eleven orders of magnitude.
 A technique discussed in [33] that ostensibly appearspromising is neutral network analysis. Consider two mem-bers of a population adjacent if they differ in one loci(alternatively, by one mutation): then the neutral networkof a chromosome is the set of all chromosomes that canbe reached by chains of adjacencies in which the adjacentchromosomes have equal fitness. The size of the neutralnetworks and the number of neighbors they possess, however,makes even this technique quite cumbersome. A lower bound
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on the size of these networks can be computed with asimple combinatorial technique, but the adjacency of theseneutral networks to one another so far defies analysis and iscomputationally infeasible to directly enumerate.
 We explore the fitness landscape with three tools: fertility,fitness morphs, and examination of the Shannon entropy ofthe empirical use statistics of the entries in the CA rule duringfitness evaluation. A goal of this paper is to demonstrateevaluation techniques that are suited to the unusual fitnesslandscape of apoptotic cellular automata. While these tech-niques have been used before in other circumstances theyare specialized to the particular problem in novel ways. Aversion of fitness morphs appears in [25] but is respecializedhere for discrete fitness landscapes.
 B. Other Research on Cellular Automata
 Early research in evolving cellular automata rules focusedon one-dimensional automata with two states and neighbor-hoods of three adjacent cells [27], [28], [13], [14], [26], [21],[20]. The most common problem studied was the densityproblem. The automata, given any set of initial cell states,is supposed to take all cells to whichever state formed themajority, initially. This problem is unsolvable by a two-statecellular automata[21], in spite of being an essentially trivialproblem. The justification for this line of research was thatreducing the number of unsolved cases for an impossibletask was a good test problem. An advance in this period wasthe discovery of particle-based computation[13] in whichtransient blocks of states move through the cell space andinteract to perform computations. In [21] the co-evolutionof training cases for the density problem was explored. Amore recent publication in this line of research[20] showedthat performance on the density problem could be enhancedby using both resource sharing and co-evolution of the testcases used in fitness evaluation.
 Another commonly studied problem for binary automatais the synchronization problem [14] in which all cells ofthe automata must be synchronized. Once synchronized thecells must continue to exhibit dynamic behavior, alternatingstates through time. This avoids the solution where theautomata synchronizes trivially by only allowing one statein any update. This task is an easier version of the firing-squad problem[42] which requires that the synchronizationoccur the first time the synchronized state is entered. Acommon feature of this research is that it creates hardproblems by limiting the number of available cell states,whilst using small neighborhoods. This approach producesmodels of computation that are as simple as possible andmakes analysis easier.
 Due to the ability of CA to model natural systems, CAmodels are finding applications in the field of medicine[15].One of the first applications of CA to the study of cancerwas a study of radio–therapy[17]. Since then, CA have beenused to investigate the glycolytic phenotype[32], tumourmorphology[18] and tumour invasion[18], [19]. For exam-ple, in Bankhead and Heckendorn[9] cancer is describedby an evolutionary process, where mutated cells undergo
 selection for abnormal growth and survival, which lead toa tumor. CA were used to model this process as they canincorporate mutation, heritability and selection. This CAmodel is being used to investigate why hereditary formsof breast cancer evolve more aggressive growth. A hybridCA–partial differential equation model has been used todescribe the interactions between a tumor and its nutrientsource, and the immune system of the host organism[23].This model considers both the spatio–temporal and partiallystochastic interactions that exist between individual tumorcells and multiple populations of individually recognizedimmune cells.
 An evolutionary hybrid CA model of solid tumour growthhas been developed by Anderson and Gerlee[19]. Each cellin the CA has a micro–environment response network. Thenetwork is modelled using a feed–forward artificial neuralnetwork with environmental inputs and cellular behavior asoutput. It has been used to study the effect of tissue oxygenconcentration on the growth and evolutionary dynamics oftumours. More recently, a model combing CA and graphtheory has been used to model the dynamic reorganization ofvascular networks[39]. Three dimensional CA models havealso been used to model tumour growth and natural shrinkage[31].
 As well as medical applications, CA have been ap-plied to the study of a diverse range of topics, suchas structure formation[11], heat conduction[12], languagerecognition[30], traffic dynamics[22] and cryptography[2], toname a few. CA have also been used for more aestheticpurposes, such as image and sound generation. Serqueraand Miranda of the Interdisciplinary Centre for ComputerMusic Research, UK, have published many works on theuse of CA for sound synthesis [35], [1]. Much of theirwork consists of mapping the histogram sequence of a CAevolution onto a sound spectrogram, which produces spectralstructures evolving in time. It is claimed that the mappingproduces a “natural” behavior, and can replicate acousticinstruments[36].
 CA have also been applied to the visual arts. CA havebeen used to produce artistic images[5], [29], and their usehas been extended to the fields of architecture and urbandesign[37], [16]. An interesting application has been theuse of CA in simulating the emergence of the complexarchitectural features found in ancient Indonesian structures,such as the Borobudur Temple[38]. Ashlock and Tsang[5]produced evolved art using 1-dimensional CA rules. CA ruleswere evolved using a string representation. The CA eitherunderwent slow persistent growth, or planned senescence.The resulting fitness landscapes were conjectured to berugged with many local optima. These systems producedaesthetically pleasing images. This study revisits the fitnessfunction used to generate automata with planned senescencewith a more general space of cellular automata rules, focus-ing on understanding the fitness landscape.
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C. Automata In This Study
 This study examines the fitness landscape that ariseswhen evolving synchronous one-dimensional automata tomaximize an apoptotic fitness function. Apoptotic automataare evolved to fill as much space as possible while dyingno later than a prespecified time. Figure 1 gives a simpleexample of the type of automata used in this study. Eachrow of the picture represents the state of the automata cellsat a specific time. There are 11 cells in the automata’s cellarray, wrapping at the ends. The automata has three possiblenumerical states, 0, 1, and 2. To update the automata to thenext time step three cell states are considered; the state ofthe cell being updated and its two neighbors. These formthe window or neighborhood for updating. The values in acell’s neighborhood are summed. That sum is then used asan index into a table called the automata’s rule. The rulefor the automata in Figure 1 is 0120000. The cell state 0 isthought of as dead while all nonzero states are thought of asliving.
 Fig. 1. The picture shows the first sixteen time steps of a synchronousone-dimensional cellular automata together with its rule in two forms. Thepicture displays the automata’s time history.
 The cell states at time zero are the automata’s initialconditions, which are supplied externally. The automata inthis study used eight cell states and an updating window ofsize five; the smaller values in Figure 1 were used in order toprovide a simple example. We are now ready for the formaldefinition of the apoptotic fitness function.
 Definition 1: The Apoptotic fitness of a cellular automatarule, for a given set of initial conditions and time limit, iszero if the time history of the automata contains any livingcells at the time limit. If no live cells remain in the final stepthen the fitness is the number of live cells in the time historyfrom time zero to the next to last step.
 We call a chromosome apoptotic if it has a nonzeroapoptotic fitness. The example rule given in Figure 1 isnot apoptotic and would receive a fitness of zero because itremains alive indefinitely. In this study the initial conditionshave all but three cells in state 0, the dead state, with the threecells in the center of the row of cells set to states 1,2, and 1.This choice of initial conditions was made to be symmetricand to have all resulting non-zero window sums be relatively
 small. This choice has been examined both in Section III-Fand in other studies [5], [24] and is not critical. Examples ofevolved Apoptotic automata are shown in Figure 2. We notethat each cell array width and time limit yield a differentapoptotic fitness function and so what we have defined is aparameterized family of fitness functions.
 In this study a cell set consisting of 401 cells is usedexcept in Section III-E where a larger array of 601 cells isused to demonstrate a type of generalization. This choice wasmade based on results from other studies that demonstratethat array size is not a critical parameter. The size 401 yieldsautomata that fit well in a figure and still permits a fitnesslandscape with a large number of optima. The number isodd, to permit symmetry about a single central cell. Sincemost automata with nonzero fitness do not reach the edgeof the cell array, the most important factor is the time bywhich the automata must die. In [24] time bounds of 401,800, and 1200 are examined. Permitting a longer time boundcan increase the number of rules that are apoptotic, but is nota critical parameter. We will demonstrate that the number ofapoptotic rules obtainable with a time limit of 401 steps islarge.
 The window size and number of cell states were chosenin order to yield a very large space of rules that is easy torender as a picture. For the type of automata used in thisstudy, increasing the number of cell states available leavesthe fitness of rules that do not use the new states unchanged.This means that the rule set and fitness landscape for smallernumbers of states have an identity embedding into thosewith a larger number of states. Eight states were chosenbecause they permit an obvious mapping onto basic RGBcolors (black, red, green, blue, magenta, cyan, yellow, andwhite).
 Earlier studies on evolved cellular automata used windowsize three. In that context, size five is the obvious next step.An earlier study [5] showed that, with a window size of3, most CA rules starting with a small number of initialstates grow outward from the initial set of live cells at amaximal 2:1 ratio (one additional cell on each side of thelive region per time step), apoptotic rules usually do not.Increasing the window size to five increases the maximumgrowth rate to 4:1, a capability that none of the observedevolved apoptotic rules in this study used (See Figures 2,5, 6, and 11). Preliminary exploration showed that evolutioncan locate apoptotic rules for 3, 4, 5, 6, 7, or 8 cell states andwindow sizes of 3, 5, and 7. The specific choice of windowsize five and eight cell states was made because it createda landscape large enough to demonstrate the novel analysistechniques presented.
 The remainder of this study is structured as follows. InSection II we give the design of experiments, includingthe representation, fitness functions, and analysis tools. InSection III the results are presented and discussed. In SectionIV we draw conclusions and discuss potential next steps.

Page 4
                        

036013060035333213026122707070253511 057406014462044342410514201521011643 050203012422323021153600576410223635
 Fig. 2. Examples of evolved automata of the sort used in this study together with their rules. Colors used in rendering are 0=white, 1=red, 2=green,3=blue, 4=yellow, 5=violet, cyan=6, black=7.
 II. DESIGN OF EXPERIMENTS
 The target of evolution in this study are cellular automataupdating rules. They are represented as arrays of 36 val-ues that specify specific cell states. Rules are computedas follows - the numbers in the five cells comprising aneighborhood are summed, yielding a number in the range0-35. This number is used as an index to look up thenew cell state in the array. State zero is designated as thequiescent state of the automata and the first entry of the rule,corresponding to the neighborhood [00000], is forced to bezero so that a completely quiescent neighborhood yields aquiescent cell. This gives the live cell/dead cell designationsthe meanings required by the definition of apoptotic fitnessfunctions.
 The representation used for evolution is a simple stringrepresentation. The string is of length 36 over the alphabet(set) of possible cell states {0, 1, . . . , 7} with the first locationcoerced to be zero. The variation operators used are two pointcrossover and m-point mutation in which m values within therule are changed. In another set of experiments, an additionalcrossover operator called single parent crossover is used.This operator is the same as standard two-point crossover,except that one participant is not a population member anddoes not change. Single parent crossover[8], [24] uses a fixedset of ancestor rules which population members cross overwith. The choice of ancestor rules steers the direction ofevolutionary search.
 Given that the first cell of the array is forced to be zero,there are 835 or approximately 1.14 × 1068 rules in thesearch space. The fitnesses of the cellular automata in thisstudy are computed using the time history of the automata.Examples of such histories appear in Figure 2, together withthe rules that generate those automata. The time history usedto compute fitness is computed using an initial state with allbut three cells set to zero and the pattern 1, 2, 1 in the middleof the cell set. This matches the initial conditions used inthe Example given in Figure 1. A set of experiments, testing
 sensitivity to the choice of initial conditions, is performed inwhich the initial conditions are varied.
 A. Evolutionary Algorithm Design
 Since the main goal of this study is to develop tools forunderstanding the apoptotic fitness landscape, the evolution-ary algorithm in this study is relatively simple. Each exper-iment performed consists of thirty independent evolutionaryruns. The cellular automata updating rules are representedas strings of 36 integers with values in the range 0-7,corresponding to the cell states. This method of encodingupdating rules combines large numbers of cell patterns to-gether because only the sum of a neighborhood is considered.It also forces the resulting automata to be symmetric if theinitial conditions are symmetric. The variation operators usedare described in the preceding section.
 Selection and replacement are accomplished with gen-erational size-four tournament selection. The population isshuffled into groups of four CA-rules. The two more fit rulesare copied over the two less fit with ties broken uniformly atrandom. The copies are subjected to both crossover and themutation operator specified by the study.
 B. Experiments Performed
 An initial set of seven experiments were performed withpopulation sizes 10, 20, 40, 50, 100, 125, 160 using m = 3point mutation and a cell array of width 401. Based ona lack of response in algorithm performance to changingthe population size, additional experiments were run withm = 1, 2 mutations for population sizes 40, 100, and 160,using the same size cell array. Each experiment consists of30 evolutionary replicates run for 1000 generations. Thisgrants an unfair advantage to larger populations because thenumber of fitness evaluations is proportional to populationsize. In section III we will see that this advantage yielded nodetectable benefit. These 13 initial experiments yielded 390best-of-run rules for the apoptotic fitness function. We callthis the standard apoptotic data set (SADS).
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Two experiments were performed using single parent tech-niques. These both use population size 100, three mutations,and 50% two point and 50% single-parent crossover. The firstuses the entire SADS as the ancestor set while the secondexperiment uses the first rule in Figure 2 as the ancestorset. Both single parent experiments increase the size of thecell array and the time limit from 401 to 601. A controlexperiment with both limits set to 601 but no single parentcrossover was performed as a control. The experiments withsingle parent techniques were later expanded in [24]. Thisstudy is, so far as we know, the first to apply single parenttechniques to a representation outside of genetic program-ming.
 The consistent use of a single set of initial conditionsnaturally leads to a question about the importance of theinitial conditions. Three experiments, with population size100 and two mutations, were performed using initial condi-tions with center values 1,4,1; 3,2,3; and 3,4,3. The resultingautomata were compared by generating the time history ofthe automata evolved with each set of initial conditions usingthe other sets of initial conditions.
 C. Analysis Tools
 In the single parent experiments there is a concern that thealgorithm will simply reproduce, after a series of fortuitoussingle parent crossovers, one of the ancestors or a rule withthe same behavior as one of the ancestors. Knowing if anyrules in the SADS were located more than once is also ofinterest. This, in turn, opens the question of neutral mutationand neutral networks. If an entry in the array of transitionrules is not used then it may be mutated without changing thetime history used to compute fitness. The core of a CA-rule isthe set of entries in its rule array that are used during fitnessevaluation. The size of the core of each of the chromosomesin the SADS were computed and the SADS set was checkedfor duplication.
 For a probability distribution P with discrete events havingpositive probabilities {p1, p2, . . . , pm} the Shannon entropyis given by the formula
 Entropy(P ) = −k∑
 i=0
 pi · Log2(pi) (1)
 The Shannon entropy of a distribution increases with boththe number k of events in the distribution and the degree towhich the distribution approaches the uniform distribution.The maximum possible Shannon entropy of Log2(k) occurswhen there are k uniformly distributed events, while theminimum of 0 occurs when only one event ever occurs.The units of Shannon entropy are bits and, for a givendistribution, the Shannon entropy describes the number ofbits required on average to describe a single event from thatdistribution.
 In this study Shannon entropy is used as a scalar measureof how often different positions in a cellular automata areused during fitness evaluation. For each entry in the rule, thenumber of times that entry is used during fitness evaluation
 is computed, and then the counts are normalized to obtainan empirical probability distribution. The entropy of thisdistribution tells us how close a rule is to using all itsentries and how evenly the entries are used. Unused entriescontribute to the size of a rule’s neutral network and itis intuitive that seldom-used entries may be points wherea mutation will make a change that, on average, causes asmaller change in fitness.
 In [4] the idea of fertility is introduced. Fertility of twopopulation members is defined as the expected fitness oftheir children. This study approximates the fertility of twoCA-rules with the average fitness of 1000 sample childrenproduced by uniform crossover. Uniform crossover selects avalue from each parent uniformly at random across all theentries of the rule arrays of the parents. We use uniformcrossover to simulate children that might arise after a largenumber of two point crossovers. An advantage of this ap-proach is that the probability of cloning one of the parentsis quite small (2−35) which avoids poisoning the fertilityestimate with parental fitnesses.
 In [6] the idea of fitness webs were introduced for real pa-rameter estimation problems. Given two high fitness vectorsof real parameters ~u and ~v the graph of the fitness functionon the one-parameter family of vectors
 λ~u+ (1− λ)~v for 0 ≤ λ ≤ 1
 gives a sense of whether the two vectors are on the samesimple plateau of the fitness landscape or if there is a valleybetween them. The CA rules used in this study are not vectorsof real parameters, and so we generalize the idea of the oneparameter family of intermediate vectors in the followingfashion.
 Given two CA chromosomes with L positions, a singlesample of the space between the two chromosomes startsby randomly ordering the positions. Start with the firstchromosome. Computing the fitness at each step, change thevalue of the chromosome at each successive position in therandom order to that of the second chromosome. A samplerepresents one path, stepping by single point mutations, fromthe first chromosome to the second. A set of 10,000 samplesis averaged to provide a sense of the space between twochromosomes. In addition the sample standard deviation andbest results are saved.
 III. RESULTS AND DISCUSSION
 We start with a caveat about the fitness landscape for theapoptotic fitness function. As we will see in Section III-Cthe mean apoptotic fitness over a large sample of randomchromosomes is less than 0.1; the maximum fitness locatedis in the tens of thousands. This means that almost the entirefitness landscape is flat: fitness zero. This low mode fitnessfollows from the fact that most rules never die and so receivean apoptotic fitness of zero. A well designed evolutionaryalgorithm is capable of locating the non-flat portion ofthe fitness landscape. The analysis of the fitness landscapediscounts the majority zero-fitness areas and concentrates
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Fig. 3. Box plots for the experiments in the initial study, displaying best fitness for thirty independent runs. The letter M denotes the number of mutationswhile P denotes population size.
 on the higher fitness portions which we will demonstrateare quite rugose. Rugose fitness landscapes have fitness thatjumps up and down along most paths through the fitnesslandscape. In particular, rugose landscapes are typically richin local optima.
 Fig. 4. Best fitness over the first 200 generations of evolution for theapoptotic fitness function with population size 200 and 2 mutations. Thirtyreplicates are shown.
 Figure 3 gives box-plots that compare the best-of-runfitness values for the experiments that generate the SADS.These experiments yield no evidence that the various popu-lation sizes and mutation rates yield different distributions offitnesses. This is a little startling, especially given the unequalallocation of fitness trials favoring larger populations, but it
 also suggests that an exceedingly rugose fitness landscape isdriving evolutionary behavior. It is conventional wisdom thatincreasing the number of mutations slows convergence butenables the population to jump to new hills in the fitnesslandscape[3]. This notion relies on the fitness landscapebeing at least minimally smooth. Figure 4 shows the currentbest fitness for the first 200 generations of thirty replicates ofthe evolutionary algorithm for one of the SADS runs. Notethat fitness often increases in sudden jumps. This is typicalof a rugose, discrete fitness landscape. As we will see inSection III-A the 390 experiments in the SADS located 390distinct optima. Section III-D will also demonstrate that noneof these optima were global; genes of higher fitness appearin the fitness morphs.
 The minimum fitness found in the SADS is 18,349 whilethe maximum is 78,558, a ratio a little over 4.25. Since theSADS is composed of best final fitness values of independentevolutionary runs, this suggests that there are few “uphillpaths” joining the optima. In a more typical fitness landscape,increasing the number of points of mutation used has the ef-fect of joining nearby peaks in the fitness landscape, creatingmore uphill paths. The utility of increasing the number ofmutations is limited by mutational disruption of structuresthat contribute to a chromosome’s fitness. The flat responseto increasing the number of mutations apparent in Figure 3supports the conclusion that the landscape is not smoothedby the increase from one to three point mutations. This isadditional evidence of an extremely rugose landscape. At
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this point in the analysis it may appear that an evolutionaryalgorithm was an unsuitable choice. The more rugose afitness landscape, the less heritable fitness is and EAs rely onheritability of fitness. This view turns around rather sharplyin Sections III-C and III-D.
 A. The SADS: No Duplicate Rules
 By definition, neutral mutations can yield pairs of distinctrules that generate the same time history. This means ruleswith large neutral networks should make it easy to locate thesame time history multiple times. The SADS was examinedfor duplicate rules. No two rules were found to be the same,as strings. Ten pairs of rules were found to have the samefitness. The time histories for these rules were examined,and no two were found to be the same. Figure 5 shows thetwenty time histories for these automata, grouped in equalfitness pairs. The lack of duplicate rules suggests that there isan extraordinary number of local optima in the search space.The experimentation performed beyond that used to generatethe SADS generated a collection of 90 local optima, whichwere distinct both from those in the SADS, and from oneanother.
 B. Neutral Networks
 Table I shows the number of positions in the rule stringthat are active for an updating event, which is then used forfitness evaluation. Any position not used represents a positionin the chromosome that can be mutated without changing thetime history of the automata, or its fitness. The alteration ofany of the “used” positions in the chromosome will resultin a changed time history. Note that a rule that uses all36 positions is thus a single-point optimum, assuming thatchanging the time history changes fitness, while a rule thatuses 20 of its 36 positions has a neutral network with atleast 836−20 = 816 = 281, 474, 976, 710, 656 or slightly over281 trillion chromosomes. For neutral networks, the basin ofattraction in the fitness landscape is usually far larger than thenetwork itself. Hence the fact that an optimum with this sizeof neutral network was located only once in several hundredexperiments supports the notion that the fitness landscape hasan extremely large number of optima.
 Any evolutionary algorithm has the potential for meta-selection for heritability of fitness. Given two equally fitgenes, the one whose fitness is easier to pass on to itsdescendants is going to have more descendants. In the repre-sentation used for cellular automata in this study, increasingthe heritability of a rule involves (i) using as few positionswithin the chromosome as possible and (ii) having thepositions used be in as compact an arrangement as possible.This latter quality avoids crossover based disruption. TableI shows that the algorithm has, at best, weak meta-selectionfor heritability. The four automata using the smallest numberof positions in their rules are shown in Figure 6.
 Once we know a position in the chromosome is beingused, the question of how often it is being used remains.We address this question by examining the Shannon entropy
 20 21
 23 23
 Fig. 6. Time histories of the four automata from the SADS data set thatuse the smallest number of rules. The numbers below the automata are thenumber of rules they use.
 TABLE IDISTRIBUTION OF THE NUMBER OF THE 36 AVAILABLE RULES USEDACROSS THE SADS. NO ELEMENTS OF THE SADS USED 22 RULES.
 Positions PositionsUsed Number Used Count
 20 1 29 1121 1 30 1723 2 31 4124 4 32 1825 6 33 1726 6 34 3727 4 35 6628 9 36 150
 described in Section II-C. Figure 7 shows the sorted dis-tribution of Shannon entropies for the rules in the SADS.The entropy is very high, especially given that state 0 mustbe used disproportionately to satisfy the apoptotic fitnessfunction.
 C. Fertility Results
 Figure 8 is a graph of the log, base 10, of the fertilities of allpairs of chromosomes in the SADS data set. The log-fertilityvalues are sorted into increasing order. The median fertilityis 84.5, with a log of 1.93. For contrast, a sample of 100,000random chromosomes using the 401 width apoptotic fitnessfunction has mean fitness of 0.0319 (median zero), log value-1.50. In those 100,000 random samples failure to die by timestep 401 yielded 99837 zero fitness genes and 163 geneswith positive fitness. Among the genes of positive fitness,
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Fitness 25283 Fitness 26462
 Fitness 26667 Fitness 27314
 Fitness 27553 Fitness 27917
 Fitness 31061 Fitness 32503
 Fitness 34205 Fitness 40723
 Fig. 5. Time histories of the twenty automata that, in pairs, have duplicate fitnesses. All of the duplicate fitness pairs from the SADS are illustrated.
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Fig. 7. Shown are the sorted Shannon entropies of rule use for the SADS.The top of the vertical scale is Log2(36) ∼= 5.170, the maximum possiblevalue if all rules are used equally often.
 the mean fitness was 19.6 with a log value of 1.29. Fromthis we conclude that genes resulting from uniform crossoveramong the members of the SADS data set are substantiallyenriched for high-fitness apoptotic chromosomes. This, inturn, means that relatively small fragments of a highlyfit, apoptotic chromosome (those that might survive duringuniform crossover) are likely to contain useful informationabout being apoptotic. Additionally the probability of suchuseful fragment survival varies substantially across pairs ofparents.
 Fig. 8. Shown are the sorted log-fertility values for all pairs of the 390 best-of-run genes from the initial experiments for the Apoptotic fitness function.
 D. Fitness Web Results
 Figure 9 shows three fitness webs between pairs of distincthigh fitness genes from the SADS. These were selectedfrom the 10 =
 (52
 )pairs for the five most fit genes in the
 SADS. Two were selected because the maximum fitness inthe interior of the web exceeds the maximum fitness of theends. Of the ten computed, these two were the only oneswhere this happened. The fitness at the ends of a fitness webplot is exactly the fitness of the two ends of the web. The
 third was chosen because the mean fitness in the interioris near zero. The plots on the right hand side of Figure 9demonstrate that the compatibility of genes in the middle ofthe area between two highly fit genes can vary quite a lot,depending on the parents.
 With regard to the fitness web plots on the left side ofFigure 9, the flat regions for the maximum fitness on the leftand right side of the plots probably represent contributionsmade by the parent’s neutral networks. That is, time-historiesidentical to the parent’s with variation in the chromosome ap-pearing only at positions not used in generating the parentaltime history.
 E. Single Parent Results
 The 390 chromosomes in the SADS data set were used asthe ancestors in a single parent experiment. The algorithmused the apoptotic fitness function on an array of 601 cellsand the single parent crossover operator but were otherwisethe same as the algorithm used to produces the SADS dataset. A control experiment with no single parent crossoverusing the width 601 apoptotic fitness function was alsoperformed. Table II gives the impact of using single parentcrossover on the fitness of evolved CA rules. The singleparent techniques yield 2.21-fold improvement in fitness, butwith a cost in generality of search. Examine Figure 10. Whileno two outcomes of either of the two experiments producedidentical time histories, the single parent algorithm appearsto have generalized a rule with a large neutral network 11times (ten appear in Figure 10). This rule appears in Figure 2while its time history appears in both Figures 2 and 6. In thelatter figure it appears because it is the rule with the second-lowest use of positions in its chromosome in the SADS dataset.
 All of the time histories shown in Figure 10 would receivea zero fitness from the width 401 apoptotic fitness function- they all have living cells well past time step 401. Thelast eight rules have fitness in excess of 4012, equivalent tomore-than-filling the time history for the smaller cell array.This means that the single parent technique is successfullygeneralizing the results for one fitness function to another.
 TABLE IIGIVEN ARE 95% CONFIDENCE INTERVALS FOR n = 30 REPLICATES OF
 THE SINGLE PARENT AND CONTROL EXPERIMENTS WITH THE WIDTH601 APOPTOTIC FITNESS FUNCTION.
 Single Parent 132000± 16300Standard 59700± 6040
 The second single parent experiment yielded thirty distinctbest-of-run automata that looked very similar to the singleancestor used. Compare the first rule in Figure 2 with the fiveselected rules in Figure 11. This shows that using a singleancestor permits the evolutionary algorithm to generalizethat ancestor to rules that yield time histories with similarappearances. This effect is examined in greater detail in [24].
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Fig. 9. Fitness webs for three pairs of high fitness chromosomes. These webs use 10,000 samples and show 95% confidence intervals on the mean fitnessat each distance from the first to the second chromosome as well as the maximum fitness across the 10,000 samples. The plots on the left give the fullvertical scale while the ones on the right show the lower part of the scale. The three webs above are selected from the ten available between the fivehighest fitness genes in the SADS.
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141645 160141 162352 166309 169656
 169890 170324 172884 177126 185309
 Fig. 10. Shown are ten time histories from the single-parent experiments using chromosomes evolved for the width 401 apoptotic fitness function asancestors to solve the width 601 apoptotic function. These all appear to generalize the third chromosome in Figure 2. The numbers below each time historyare fitness values.
 Fig. 11. Five generalizations of the first rule from Figure 2. Note the thematic preservation of the original rule.
 F. Change of Initial Conditions
 Table III shows the impact of evaluating a CA ruleevolved for one set of initial conditions on another. Di-agonal entries represent the fitness of automata evaluatedwith the same initial conditions that they were evolvedunder; note that diagonal entries are always the largest inthe row, the expected result. There is an obvious patternto the off diagonal entries. Pairs at position i, j and j, i,representing the results for exchanging the rules betweentwo sets of initial conditions, are violently asymmetric withlarger/smaller ratios of 2130, 1050, 358, 175, 103, and 25.5.We conjecture that the asymmetry results from the numberof window patterns corresponding to the sum of the initialwindow. The five values in the window used may have aunique representation 7+7+7+7+7=35 or, in the instances ofsums totalling 17 or 18, may happen in 2460 different ways.Table IV gives the number of different patterns of cell values
 that can trigger each position in the chromosome. The initialcondition [01210] triggers a rule that is triggered by 70 otherwindow patterns. For the other this number is [01410] - 126,[03230] - 490 ,and [03430] - 926.
 TABLE IIISHOWN ARE 95% CONFIDENCE INTERVALS FOR THE FITNESS OF 30BEST-OF-RUN GENES. FOUR SETS OF GENES ARE COMPARED, ROWS
 INDEX THE INITIAL CONDITIONS USED TO EVOLVED THE GENES,COLUMNS THOSE USED TO EVALUATE FITNESS.
 TestEvolve [01210] [01410] [03230] [03430][01210] 7040± 7320 3157± 4320 1350± 2640 1280± 3500[01410] 13.2± 20.3 4130± 3850 0.867± 1.38 5.57± 10.6[03230] 3.77± 7.19 911± 1780 3600± 3350 47.5± 90.4[03430] 0.600± 1.05 972± 1820 1210± 2300 4360± 4120
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TABLE IVNUMBER OF WINDOW PATTERNS THAT TRIGGER THE USE OF EACH
 POSITION WITHIN A RULE.
 Psn Cnt Psn Cnt Psn Cnt0 1 12 1470 24 11901 5 13 1750 25 9262 15 14 2010 26 6903 35 15 2226 27 4904 70 16 2380 28 3305 126 17 2460 29 2106 210 18 2460 30 1267 330 19 2380 31 708 490 20 2226 32 359 690 21 2010 33 15
 10 926 22 1750 34 511 1190 23 1470 35 1
 IV. CONCLUSIONS AND NEXT STEPS
 This study has examined the fitness landscape for apoptoticcellular automata from a number of perspectives and usingseveral novel tools. The various analysies performed supportthe following conclusion about the distribution of apoptoticrules within the space of all rules. The apoptotic rules areclustered together with the space “between” high fitness rulesin the SADS dense with other high fitness rules. The senseof “between” used here is that of the paths constructedfor fitness webs. Fitness webs along paths connecting highfitness rules exhibit very high fitness relative to the back-ground fitness of the space across the entire area between therules. There is no obvious a-priori reason that apoptotic rulesshould cluster in a small part of the space, so this discoveryis counted among the results of this study.
 The commonness of zero fitness rules in the space, to-gether with the clustering of the apoptotic rules, means thatit is likely that the apoptotic rules are dense in a restrictedregion of the space. The fertility results also support thenotion that the high fitness apoptotic rules are close to oneanother. The huge neutral networks possessed by some of therules mean that the space of apoptotic rules cannot be toosmall. In order to examine this, the Z-statistics for testing thenull hypothesis “the apoptotic cellular automata rules havethe same mean mutual Hamming distance that rules selecteduniformly at random have” was computed. The value, usingthe SADS as the sample apoptotic rules, is Z = 136.73corresponding to a p-value that is difficult to calculate exactlybut which is smaller than 10−120. In practical terms theprobability that the apoptotic rules do not occur within arestricted hypervolume is zero.
 The results given in Table III show that adaptation to initialconditions is asymmetric. Generalizing the automata rulerepresentation to permit an automata to select its own initialconditions is a trivial change to the algorithm and a cleartarget for future research. Using multi-criteria optimizationto find rules that perform well for multiple initial conditionsis another interesting area. The asymmetry exhibited by usingfour initial conditions in this study suggests that the multicri-teria problems that arise by using multiple initial conditions
 for cellular automata will have an complex character.Table II shows that single parent techniques yield a
 substantial improvement in fitness at the end of evolution.The success of single parent techniques, for the problemof locating apoptotic automata, exploits the distribution ofapoptotic rules within the space. Single parent techniques,by continuously re-introducing material from the ancestorset, have the effect of localizing search near the ancestorset. Changing the fitness function from a drawing arena 401across to one 601 across means that we are searching “near”the ancestors on a different fitness landscape. This rather oddsituation merits discussion.
 A. The Geometry of the Fitness Landscapes
 Several pieces of evidence, from diversity of rules locatedto the sudden jumps in fitness exhibited in Figure 4, supportthe conclusion that the fitness landscape for apoptotic cellularautomata is rugose. We now attempt a more nuanced descrip-tion of the landscape. We assume that the reader is familiarwith the notion of a foxhole function. This is a function inwhich the landscape is almost flat with optima in the formof occasional narrow, deep areas; these are the foxholes.Foxholes appear in functions that are being minimized; sincewe are maximizing fitness our equivalent notion is a mesawhich looks like a foxhole turned upside-down. To first order,the fact that a single change in the rule can completely deflectthe evolution of the time history of an automata means thatthe fitness function for apoptotic automata has cliffs and acts,to some degree, like a mesa function.
 Recall that neutral networks arise from changing positionsin a rule that are not used when the time history on which itsfitness function depends is computed. These neutral networksform plateaus in the fitness landscape. Consider the rulesforming a neutral network. Each time we change a positionin one of the rules that is used in fitness evaluation, weusually change the fitness value. We are changing at leastone value in the time history, which is a complex iterateddiscrete dynamical system. Sometimes the new fitness valuesare better, sometimes worse. Finally recall the size of the rulespace. We are now prepared to give a qualitative descriptionof the fitness landscape which can be colloquially describedas a fractal mesa function.
 The basic elements of the landscape are neutral networks;the landscape can be partitioned into these networks. Thinknow of the neutral networks as “countries” on a (highdimensional) map. Each country is flat and those countriesbordering on it represent different fitness values that canbe reached by changing one position in the rule. Since anenormous majority of the rules have fitness zero there is asingle neutral network of fitness zero elements (possibly notincluding all such elements) that contains almost all the rules- a set we name the ocean of zero. There may be other neutralnetworks of height zero completely cut off from the ocean ofzero by other neutral networks. The remaining countries, withpositive fitness, form the dry land of the fitness landscape.One country can border on many other countries and thoseneighbors may or may not, themselves, have mutual borders.
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We also see, based on Table I that the “area” of the countriesrepresented by rules in the SADS varies from 1 rule (36positions used) to about 281 trillion rules (20 positions used),some 14 orders of magnitude. These are all high fitnessrules; clearly some countries at a lower elevation will beenormously larger because there are low fitness apoptoticrules that use only a few positions in their rule.
 The following clarification may be helpful. The heightof a country is the common fitness of the rules makingup the neutral network that the country represents. The“area” of a country is the number of rules in some neutralnetwork. Countries have a border if a single change in a ruletransforms a member of one neutral network into a memberof another. It is important to remember that the landscapewe are describing is 35-dimensional. This means that thepossible connectivities of countries can have utterly bizarretopology. Given the landscape metaphor, the relatively smallspace occupied by high fitness apoptotic rules correspondsto a complex, fractal mesa in a restricted part of the space.The “blue square” rule, the third example in Figure 2, is partof a country that is both quite high and has a large area forcountries at that height. We now extend the map metaphorto the single parent generalizations.
 Some of the single parent experiments for the apoptoticfitness function used a larger drawing arena and managedto generalize good rules for the smaller drawing arena toa larger one. The fact that generalization succeeds (highfitness rules were located for the new fitness function thatwere apparently based on rules for the old fitness function)means that the fitness landscape for the new fitness function,while larger, is coupled to the old one. But how? Everycountry present in the map for the old fitness function ispresent, precisely duplicated, in the fitness landscape for thenew fitness function. A rule that gets fitness F > 0 forthe 401 × 401 drawing arena will get that same fitness inthe 601 × 601 drawing arena. The difference is this: newlands rise out of the ocean of zero. For the 601×601 fitnessfunction there are apoptotic rules that would have receivedzero fitness in the 401× 401 arena for failing to die in time.Thus, as we enlarge the drawing arena, new lands rise out ofthe ocean. Since there are many rules that have time historiesthat will never die out there is a single set of all rules thatare apoptotic for any size of drawing arena. We call thisset Pangaea. Since the number of rules is, itself, finite thePangaean set is completely delineated for some finite-sizeddrawing arena.
 B. Entropy and Country Size
 We now examine the Shannon entropy results given inFigure 7 in the context of the description of the fitnesslandscape. High entropy of use of positions within a rulerequires both that the rule use many of its positions and thatthere be a strong bias toward the situation that changing aposition currently in use during fitness evaluation will causea large change in fitness. This latter fact follows from the factthat positions that are used often will change a time history
 in many places. In terms of the fitness landscape, rules withhigh entropy correspond to small countries.
 Having an entropy near the maximum possible is themajority situation within the SADS and so the algorithmpreferentially locates small countries. The good news is thatthis means the algorithm is doing what it is supposed to -getting to peaks in the fitness landscape. There is mildly badnews as well; all the optima located are not global optima,as demonstrated by the peaks in the plots of the fitness websin Figure 9. A small country has a small border and so isless likely to have an uphill path along which evolution couldescape the local optima. This suggests that biasing evolutionto favor rules with lower entropy, when other quantities areequal, might substantially enhance the quality of the finaloptima located.
 C. Application in Evolved Art
 The cellular automata presented in this study can bespecified by a list of 35 3-bit numbers. The rule thus takes105 bits. The rule can be expanded, via an algorithm withtime complexity linear in the area of the picture produced,into a complex and potentially aesthetically pleasing picture.The CA rules can be thought of as self-delimiting pictures;the algorithm does not need to know the size of the picture,it just needs to draw until apoptotic death occurs. The CAtime-histories can provide decoration, adornment, or accentsto a game or be used as an interesting screen saver. Theirincredibly small data size means that over 70,000 of themcan be stored in one megabyte of storage. There are thusmany potential artistic applications for libraries of evolvedCA.
 In several of the applications that might rely on a libraryof CAs it would be desirable to have thematic unity of theCA images. Figures 10 and 11 show that the algorithm cangenerate variations on a single theme using single parentcrossover. These figures also demonstrate that the singleparent technique is capable of evolutionary generalization.This unexpected occurrence suggests that the single parenttechniques not only permit generalization from apoptoticrules for one size of picture to apoptotic rules for a larger sizeof picture, but that they can preserve the thematic characterof the automata.
 Beyond being able to generate thematically consistentlibraries of pictures, there is another potential benefit to thistechnique. If single parent techniques permit generalizationsto larger pictures that preserve a theme, then there is thepotential to evolve to achieve a given style at a small picturesize and then do a small number of runs at a larger size toget apoptotic rules that create self-delimiting pictures at thelarger size. These ideas are developed in [24].
 To conclude the discussion of the potential of apoptoticcellular automata as evolved art, we note that the color-scheme for the automata was chosen only to have eightcontrasting colors. There is substantial room to explorecoloring algorithms both as a part of evolution and post-evolution.
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D. Evolutionary Generalization
 Another point of view on the single parent experimentswith enlarged drawing arenas is that the system is capableof generalizing solutions to easy cases of the problem toharder cases. Hardness of problem cases is easily measuredby evaluation time; the larger the drawing arena the larger theaverage time to compute fitness. This study also demonstratesthat the single parent technique generates time histories thatare larger than those of the ancestor but also similar tothe ancestor in appearance. Use of the SADS as a diverseancestor set and use of a single ancestor represent extremesof a possible spectrum of types of ancestor choices.
 This study is, as far as the authors know, novel in applyingsingle parent techniques outside of genetic programming.The similarity of appearance of the ten rules in Figure 10descended from the blue-diamond rule as well as the fiveshown in Figure 11 are evidence that the use of single parenttechniques localizes search in a much smaller part of thefitness landscape. As noted previously, this is a good thing onthe fitness landscape for apoptotic rules. In this study a set of390 ancestors was used and the blue diamond rule dominatedmany of the runs in spite of having 389 competitors in thematter of contributing genetic material to the search. There isa simple reason for this: among the rules with large neutralnetworks in the SADS the blue diamond rule is, by far, themost fit. Among the higher fitness rules in the SADS, theblue diamond has, by far, the largest neutral network.
 The earlier work on single parent genetic programming[8], [7] demonstrated that the choice of the ancestor set iscritical. Using the SADS data set as an ancestor ensuredmany blue-diamond analogs. Choosing the single green an-cestor permitted thematically faithful generalization of thatancestor. Choosing ancestor sets consisting of a few ruleswould permit exploration of a subset of the fitness landscapedelimited by those ancestors.
 The fertility results suggest that the problem of locatingapoptotic cellular automata is a good one for single parenttechniques. The ratio of the average fitness of rules producedby uniform crossover of members of the SADS to rulesselected uniformly at random is a little over 2500. Thisis more evidence that the high fitness rules appear in asmall subset of the space. The fact that the fertility values,while high, are much lower than the fitness of the genes inthe SADS also suggest that multiple ancestor single parentsearch will find novel genes quite often.
 E. Generalization and Application
 This study uses two-dimensional time histories of one di-mensional cellular automata with rules represented as stringsof values. The numerical cell states within a window aresimply added, a practice that causes a de-facto identificationof many different neighborhood states, as well as imposingsymmetry on time histories using symmetric initial condi-tions. Changing to time histories of two or three dimensionalcellular automata or shifting from rectangular to triangular orhexagonal cellular arrangements of the cell space would yield
 new domains. Changing to more complex representations forthe rules is another direction that opens up new possibilities.
 Apoptotic cellular automata model self-assembling struc-tures. Modifying the representation to model available nano-scale processes yields the potential for generalizing thesystem presented here to achieve a nano-assembly designsystem. Differentiating cell states into types like “substrate”,“structural”, and “soluble” would permit the modeling ofmulti-stage nano-assembly processes. In this context, singleparent techniques could be used to tweak existing designs,blend existing designs, and re-purpose designs. A library ofevolved assembly plans could be used to supply ancestor setsthat pre-select a far smaller and more efficient search spacefor a given design task.
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