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            Inverse Kinematics using Sequential Monte Carlo Methods Nicolas Courty 1 , Elise Arnaud 2 1 SAMSARA, VALORIA, European University of Brittany, Vannes, France 2 Universit´ e Joseph Fourier, INRIA Rhˆ one-Alpes, LJK, Grenoble, France Abstract. In this paper we propose an original approach to solve the In- verse Kinematics problem. Our framework is based on Sequential Monte Carlo Methods and has the advantage to avoid the classical pitfalls of numerical inversion methods since only direct calculations are required. The resulting algorithm accepts arbitrary constraints and exhibits linear complexity with respect to the number of degrees of freedom. Hence, the proposed system is far more eﬃcient for articulated ﬁgures with a high number of degrees of freedom. 1 Introduction Given a kinematic chain described by a ﬁxed number of segments linked by joints in 3D space, the forward and inverse kinematics problems can be derived. The ﬁrst amounts to computing the pose of the ﬁgure given the values of the joint angles. The second is the process of determining the parameters of the kinematic chain in order to obtain a desired conﬁguration. The latter has been extensively studied in computer animation due to its large number of applica- tions, such as connecting characters to the virtual world, as well as in robotics, where manipulator arms are commanded in terms of joint velocities. Classical approaches for solving inverse kinematics require numerical inver- sion operations that may have singularities and exhibit the classical problems encountered in numerical inversion. In this paper, we propose to solve the problem with sequential Monte Carlo methods (SMCM), that are based on the importance sampling principle. The main advantage of using a sampling approach is that we solve the inverse kine- matics using the direct kinematics, hence avoiding numerical inversion of the forward operator. To do so, we cast the problem into a hidden Markov model (HMM), whose hidden state is given by all the parameters that deﬁne the artic- ulated ﬁgure. Hence, the state space consists of all the possible conﬁgurations of the state. The inverse kinematics is then re-formulated in a ﬁltering frame- work. This allows us to derive a simple and eﬃcient algorithm. The sequential aspect of the procedure is one of its keypoints. The algorithm produces a com- plete motion, satisfying all the required constraints, from the initial position to the target position as a result of an optimization procedure. Each intermediate pose corresponds to an optimization step of a sequential algorithm, not requir- ing any batch calculations. The contributions of our method to the domain of 
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Inverse Kinematics using SequentialMonte Carlo Methods
 Nicolas Courty1, Elise Arnaud2
 1 SAMSARA, VALORIA, European University of Brittany, Vannes, France2 Universite Joseph Fourier, INRIA Rhone-Alpes, LJK, Grenoble, France
 Abstract. In this paper we propose an original approach to solve the In-verse Kinematics problem. Our framework is based on Sequential MonteCarlo Methods and has the advantage to avoid the classical pitfalls ofnumerical inversion methods since only direct calculations are required.The resulting algorithm accepts arbitrary constraints and exhibits linearcomplexity with respect to the number of degrees of freedom. Hence, theproposed system is far more efficient for articulated figures with a highnumber of degrees of freedom.
 1 Introduction
 Given a kinematic chain described by a fixed number of segments linked byjoints in 3D space, the forward and inverse kinematics problems can be derived.The first amounts to computing the pose of the figure given the values of thejoint angles. The second is the process of determining the parameters of thekinematic chain in order to obtain a desired configuration. The latter has beenextensively studied in computer animation due to its large number of applica-tions, such as connecting characters to the virtual world, as well as in robotics,where manipulator arms are commanded in terms of joint velocities.
 Classical approaches for solving inverse kinematics require numerical inver-sion operations that may have singularities and exhibit the classical problemsencountered in numerical inversion.
 In this paper, we propose to solve the problem with sequential Monte Carlomethods (SMCM), that are based on the importance sampling principle. Themain advantage of using a sampling approach is that we solve the inverse kine-matics using the direct kinematics, hence avoiding numerical inversion of theforward operator. To do so, we cast the problem into a hidden Markov model(HMM), whose hidden state is given by all the parameters that define the artic-ulated figure. Hence, the state space consists of all the possible configurationsof the state. The inverse kinematics is then re-formulated in a filtering frame-work. This allows us to derive a simple and efficient algorithm. The sequentialaspect of the procedure is one of its keypoints. The algorithm produces a com-plete motion, satisfying all the required constraints, from the initial position tothe target position as a result of an optimization procedure. Each intermediatepose corresponds to an optimization step of a sequential algorithm, not requir-ing any batch calculations. The contributions of our method to the domain of
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articulated character control are threefold: (i) our method does not require anyexplicit numerical inversion, (ii) any type of constraints can be added to thesystem in an intuitive manner, (iii) this method can be implemented in a fewlines of codes without the need of complex optimization algorithms.
 The paper is organized as follows. Next section provides a short related workon human figure animation. In section 3, we propose the Bayesian formulationof motion control, and explain how HMMs can be advantageouly used in thatframework. An analogy with filtering formulation is done. In section 4, we focuson the specific statistical model we propose for inverse kinematics. Finally, resultsare presented in section 5.
 2 Related Work
 Creating realistic and plausible motions remains an open challenge within theanimation community. Pure synthesis models like inverse kinematics have beenwell studied and used as a support in several other problems such as motionreconstruction in presence of missing markers, or retargetting [6, 12, 3]. Nev-ertheless, the fact that most of the time its solution is undetermined impliesthat several constraints need to be added to the produced motion [15, 1, 13].The types of those constraints and the way to handle them in the resolution ofthe inverse problem is a critical part of the existing algorithms. Recent workspropose to use motion capture data to constraint the motion [10, 4, 5]. Ourapproach uses a statistical description of the problem, similarly to [14] and [5].This first addresses the motion-editing problem using a non linear Kalman Filter,while the second uses a learned statistical dynamic model in a constrained-basedmotion optimization framework. However, our methodology differs significantlyfrom these works since it is not data-driven, and uses a sampling approach. Tothe best of our knowledge, no SMCM have been applied yet for inverse kinemat-ics. Let us note that SMCM have been used to address the markerless motioncapture problem in the computer vision community [8, 7]. The problem is thenover-constrained by image features, and SMCM are used to explore efficientlylocal minima. The problem adressed here is different since we aim at generatingplausible motion trajectories by exploring an under-constrained state space. Fi-nally, it is possible to outline some similarities with recent works in the domainof motion planning like [2] where a stochastic search is used to find a clear pathin obstructed area. Again, our work differ from these because of the sequentialaspect of our method that allows to adapt dynamically to changes in goals orenvironment.
 3 Inference problem and SMCM
 Formulation overview In this paper, we propose a statistical inverse kinemat-ics solver. It is based on a Bayesian formulation of the problem, that enables usto combine motion priors, skeleton constraints (e.g. joint limits) and kinematic
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constraints. We denote x = x0:F = {x0,x1, · · · ,xF } the sequence of poses fromthe initial pose of the chain x0 to its final pose xF satisfying the kinematic con-straints. We denote z as the set of variables that we are interested to controland that takes into account the various constraints. The goal is to infer the mostlikely trajectory x given z. We have:
 x = arg maxx
 p(x|z) = arg maxx
 p(z|x) p(x)p(z)
 , (1)
 where p(z) is a normalizing constant. The involved components are the motionprior p(x) and the likelihood p(z|x). The motion prior carries the a priori knowl-edge about the very nature of the motion ; whereas the likelihood p(z|x) givesan evaluation on how good the motion is with respect to the set of constraints.
 In this paper, we propose to use sequential Monte Carlo techniques. The for-mulation (1) has to be modified to suit a sequential approximation of p(x|z). Letz be given by a desired trajectory of the controlled variables, i.e. z = z0:F . Eachxk should satisfy all the constraints at time k. Using Bayes’ theorem p(xk|z0:k)may be expressed using p(xk−1|z0:k−1), k ≤ F :
 p(xk|z0:k) =p(zk|xk) p(xk|z0:k−1)∫p(zk|xk) p(xk|z0:k−1) dxk
 , (2)
 where p(xk|z0:k−1) =∫p(xk|xk−1) p(xk−1|z0:k−1) dxk−1. (3)
 The new involved components are : the motion prior, now described as an evo-lution prior p(xk|xk−1) and a likelihood p(zk|xk). Those two densities define themodel of the system. This leads us to consider an HMM to model the motioncontrol problem.
 Sequential Monte Carlo methods [9] The filtering recursion (2-3) does notyield closed-form expressions for general non-linear non-Gaussian models. Tocalculate this recursion, SMCMs propose to implement recursively an approxi-mation of the sought filtering distribution p(xk|z0:k). This approximation con-sists of a finite weighted sum of N delta-Diracs centered on the hypothesizedlocations in the state space, called particles. These particles are instances, orcopies of the system. A weight w(i)
 k is assigned to each particle x(i)k , i = 1 : N to
 describe its relevance. Hence, the approximation is:
 p(xk|z0:k) =∑i=1:N
 w(i)k δ
 x(i)k
 (xk). (4)
 Assuming that the approximation of p(xk−1|z0:k−1) is known, the recursive im-plementation of the filtering distribution is done by propagating the swarm ofweighted particles {x(i)
 k−1, w(i)k−1}i=1:N . The estimate of the state is obtained by
 maximizing the estimated distribution given by (4), i.e. xk is the maximum aposteriori (MAP) estimate. At each iteration the algorithm can be decomposedin three steps :
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1. exploration of the state space: The set of new particles {x(i)k }i=1:N is obtained
 using the importance sampling method. The particles are drawn from theimportance function denoted by π(xk|x(i)
 0:k−1, z0:k).2. calculation of the new weights: To maintain a consistent sample, the weights
 are updated according to a recursive evaluation:
 w(i)k ∝ w
 (i)k−1
 p(zk|x(i)k ) p(x(i)
 k |x(i)k−1)
 π(x(i)k |x
 (i)0:k−1, z0:k)
 ,∑i=1:N
 w(i)k = 1. (5)
 3. mutation/selection of the particles: As soon as the number of significantparticles is too small, it is necessary to perform a resampling step. Thisprocedure aims at removing particles with weak weights, and reproducingparticles associated to strong weights
 These three steps constitute the general framework of SMCMs. Different in-stances of this general algorithm can be defined. The simple method we use isbuilt with the following rules: (i) the importance function coincides with theevolution law, i.e. π(xk|x(i)
 0:k−1, z0:k) = p(xk|x(i)k−1) ; (ii) this implies that the
 resulting weights are w(i)k ∝ w
 (i)k−1 p(zk|x
 (i)k ). The application of this algorithm
 for the inverse kinematics problem is described in the next section.
 4 SMCM for Inverse Kinematics
 Notations Let us consider a kinematic chain C composed of n joints. C isparameterized by the rotation vector Q = {q1, . . . ,qn} ∈ the articular spaceSO(3)n. Each joint of C is expressed as an unitary quaternion ∈ S3. We definethe forward kinematic operator H that computes the configuration of the endeffector of the chain P. P is defined by a position and an orientation, i.e. P ∈the task space SE(3). The forward kinematics equation is given as:
 P = H(Q) (6)
 The goal of inverse kinematics is to find a vector Q such that P is equal to agiven desired configuration Pd: Q = H−1(Pd). H is a highly non linear operatordifficult to invert.
 We denote φ(q ; m, Σ) as the generalized Gaussian density for quaternionvariable q, called QuTem distribution [11]. It corresponds to the Gaussian distri-bution of covariance Σ in the tangent space at the quaternion mode m wrappedonto a hemisphere of S3. For each joint, an associated quaternion and its QuTemdistribution is defined. The covariance matrix describes the kinematic proper-ties of the joint. For simplicity, we take a diagonal covariance matrix. A verysmall value of an element of the diagonal with respect to the others, may beassimilated to a degree of freedom with very small variability. This allows us tocontrol the effective number of degrees of freedom of a given joint. The distri-bution of the vector of quaternions Q is denoted Φ(Q ; M, Γ ). We assume thatthis last distribution defines a generalized Gaussian distribution over the posespace SO(3)n, where n is the number of joints, and M and Γ are deduced fromthe QuTem parameters.
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Model design The goal of inverse kinematics is to estimate the value of the vec-tor Q such that the resulting kinematic chain satisfies the kinematic constraintsand other user-defined constraints. The rotation vector is now seen as a hiddenrandom variable evolving in time until the final task is reached. The notation Qk
 describes the random vector of quaternions at iteration k, corresponding to thestate of the filter at time k. The notion of time refers to the iterated convergencesteps toward the achievement of the goal wrt. the constraints.
 In an operational IK system, it is desirable to be able to add several con-straints to ensure particular effects. In our framework, those constraints can behandled either in the definition of the evolution prior, either in the likelihoodcharacterization. Specifically, the nature of the kinematic structure (encoded inthe Σ matrix) and hard constraints like joint limits or self-intersection avoid-ance are part of the sampling process (evolution prior), whereas soft or numericalconstraints (such as minimizing a given function) are included in the likelihood.
 Evolution prior The evolution prior p(Qk|Qk−1) carries the a priori knowledgeabout the intrinsic nature of the motion, as well as biomechanical constraintsand other binary constraints. A sample of this density is constructed by sam-pling from Φ(Qk ; f(Qk−1) , Σ), until Qk is accepted, i.e. satisfies the binaryconstraints, including the joint limit constraints. This rejection/acceptance pro-cess guarantees that no impossible configurations will be generated. The meanof this density f(Qk−1) may describe any a priori knowledge on the kinematicchain motion. In case of motion control, it may be inferred from a learning phase.In this paper, we aim at demonstrating the advantages of our framework for thesimple inverse kinematics problem where no a priori motion has to be verified.Hence, our model can be expressed as f(Qk−1) ≡ Qk−1. The main advantageof the algorithm proposed here is that it deals with inequality constraints in avery simple manner, using an acceptance/reject procedure.
 Likelihood The likelihood calculation p(zk|Qk) gives an evaluation of how goodthe configuration is with respect to the desired task. If a unique kinematic con-straint is imposed, the likelihood of a given state Qk is evaluated by calculatingthe distance between the end effector configuration – obtained from equation (6)– and the desired configuration Pd. The likelihood model used here is:
 p(zk|Qk) ∝ exp [−dΣz(Pd , H(Qk)) ] , (7)
 where dΣz is the Mahalanobis distance with respect to the diagonal measurementnoise covariance Σz, given by:
 dΣz(Pd , H(Qk)) = (Pd − H(Qk))tΣ−1z (Pd − H(Qk)). (8)
 To guide the optimization towards the final pose, we propose to iteratively reducethe value of Σz.
 Other non-binary constraints may be added to the model. The methodologyto do so is the following: each constraint has to be expressed in terms of acost function whose value is 0 if the constraint is satisfied and large otherwise.
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Supposing that j different constraints, assumed to be independent, are modeledby the cost functions C1 . . . Cj , associated to noise covariances Σ1 . . . Σj thenthe likelihood is defined as:
 p(zk|Qk) ∝ exp[−dΣz(Pd , H(Qk)) ]∏i
 exp [−Cti Σi Ci] (9)
 Let us finally note here that setting the amplitude of the noises with respectto each constraint can be seen as a classifier between important and optionalconstraints. This is related in a sense to the weighted scheme of standard inversekinematics. Enforcing strict priority levels within this framework is part of ourfuture work.
 Algorithm A synopsis of the inverse kinematics filter is described in algorithm1. Because of the jittered trajectories obtained if using directly the SMCM algo-rithm as previously described, an additional interpolation step is used to smooththe trajectory in SO(3). This step is a Kalman-like interpolation step, controlledby a parameter α.
 Algorithm 1 Inverse Kinematics filter
 1. exploration of the state space using N copies of the system, i.e.for i = 1...N , draw Q(i)
 k ∼ p(Qk|Q(i)k−1)
 2. calculation of the weights:– for i = 1...N , calculate w(i)
 k ∝ w(i)k−1p(zk|Q
 (i)k )
 – do weight normalization3. calculation of the pose estimate:
 – obtain the first estimate as the MAP estimate, i.e.Qk = Q(j)
 k such as w(j)k−1 = max
 (w
 (1)k ...w
 (N)k
 )– obtain the final estimate as the smoothed estimate, i.e.:
 Qk = interpolate(Qk−1, Qk, α
 )4. if necessary, mutation/selection of the particles
 5 Results
 Simple positioning task The first example is a simple positioning task for akinematic model of an arm constituted of 4 segments with 4 pivot articulations,i.e. there are 3 rotational DOFs. The target is a point in 3D space. Figure 1.ashows the initial and the final configuration at convergence. Figure 1.b describesthe convergence of our algorithm to the solution (distance to target) along severaltrials. Figure 1.c is a plot of the 3D trajectories of the end effector of the arm.Figure 1.d shows the evolution of the particles along the first frames of theanimation. We then apply a similar task to a chain composed of 90 DOFs, i.e.30 segments with 3 rotational degrees of freedom each. The center of mass ofthis chain is constrained to lie on a vertical line passing through the root of
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a b c
 d
 Fig. 1. Convergence of the algorithm (a) 3D view of the articular chain and thetarget (b) Distance to target. One can observe that the nature of the convergence doesnot change along the different trials (c) Trajectories of the end effector i 3D space. (d)Importance sampling along 6 iterations. Each particle is displayed as colored linkedsegments. This color is a function of the weights: the greener the greater the weight.
 the chain. Another constraint is introduced to smooth the overall aspect of thechain. This constraint can be seen as a regularization function. It is expressedusing the following energy function C:
 C =n∑i=1
 k∑j=−k
 ||Log(q−1i qi+j)||. (10)
 This function aims at minimizing the differences, using geodesical distance, be-tween successive rotations in the chain. We run this example at an approximatespeed of 60 frames per second. Figure 2 shows the initial and final configura-tions. Let us note that this particular initial configuration stands for a typicalsingularity that lead numerical schemes to fail. In our case, efficiently samplingaround this initial configuration provides pretty good solutions for an inferiorcomputation time.
 Computational performances From a computational point of view, there aretwo major questions that arise in our framework. The first is, which is the numberof particles that the simulation requires to be correct. Second, how this methodcompares to classical numeric inversion schemes. In figure 3, we investigate thisfirst issue with the following setup: given a kinematic chain whose number ofdegrees of freedom is parameterizable, we perform a simple positioning task onethousand times, and report the percentage of success. In this case, the task isconsidered successful if the distance between the end effector and the target isbelow a certain threshold within a given number of iterations. This threshold isset to 0.001 unit for a 2 units original distance to target within 200 iterations.
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a b
 Fig. 2. Chain example. This chain is composed of 30 segments with 3 rotationaldegrees of freedom each (a) Initial configuration (b) final configuration. The initialconfiguration is a typical case where numerical inversion fails due to the singularity ofthe Jacobian matrix.
 One can remark that with 30 particles the percentage of successful realizations isalmost always 100 percent, which gives an idea of the minimal number of particlesneeded for a robust use. Another interesting issue is that this minimal percentagediminishes with the number of degrees of freedom. One may explain this behaviorby the fact that, when there are more degrees of freedom, redundancy increases,as well the size of the solution state space, so that the sampled particles aremore likely to be in the solution space of the task.
 In Figure 3.b we compare the average time per iteration of two differentnumerical IK solutions. the Jacobian transpose method and the damped pseudo-inverse methods, and our method with 50 and 20 particles are compared. In bothnumerical methods the Jacobian is evaluated with a finite difference scheme. Thisscheme is very time costly at each iteration and tempers the intrinsic advantagesof the Jacobian transpose method. By nature, our method leads to a linearcomplexity o(kN) where k is the number of DOFs and N the number of particles.This makes our framework far more efficient for structures with large number ofDOFs.
 Human figure As a first exemple, we consider a complete human figure with40 joints. Snapshots of the resulting animation are shown in Figure 4. For thisexample, we add to the state the root position, that is the pelvis, so that thewhole figure can move in the 3D space. The feet are constrained to stay on thefloor, while the left and the right arms are given two different targets. The feetconstraint is enforced by the acceptance/rejection strategy.
 Hand animation As a second example, the considered chain is a forearm witha hand. In this animation, each fingertip is given a target empirically determined.Two sets of targets are chained during the animation. Figure 5 shows images fromthis animation. In order to increase the realism of the produced animation, weadd a biomechanical constraint linking the last two joints of each fingers. Notethe difficulty of handling such a kinematic configuration if a classical inversekinematics scheme was used.
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a b
 Fig. 3. Performances of our method (a) Relations between number of particles,number of degrees of freedom and task success. (b) Comparison with state-of-the-art IKmethods. Note the linear nature of the complexity of our method (instead of exponentialwith numeric IK).
 Fig. 4. Human figure animation In this animation, feet are constrained to lie onthe floor, the right hand is linked with the yellow dot while the left arm has the bluedot as target. Notice how the knees bend to achieve the task.
 Fig. 5. Hand animation In this animation the fingers were given a target positionrepresented as colored dots in the images.
 6 Conclusion and future work
 In this article we introduced Sequential Monte Carlo Methods in the context ofcomputer animation to solve inverse kinematics problem. We proposed a newmodelization of the motion control problem in terms of hidden Markov models.Our inverse kinematics filter is very simple to implement and test. It runs veryfast and provides a totally original alternative to solve this classical problem.
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Only direct calculations of the kinetic model are needed. The validation of ourmodel has been done under several different situations ranging from simple posi-tioning tasks to hand animation, with convincing results. Future work will followtwo main directions: evaluating the cost of adding constraints wrt. the numberof needed particles, and adding more complex evolution priors (eventually learntfrom motion capture data).
 Acknowledgement This work is part of the ARC Fantastik, supported by INRIAFrance. The authors would like to thank B. Cernuschi-Frıas, L. Reveret and M. Tournierfor fruitful discussions and suggestions on this work.
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