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Abstract
 Joni-Kristian KämäräinenFEATURE EXTRACTION USING GABOR FILTERSLappeenranta, 2003150 p.
 Acta Universitatis Lappeenrantaensis 165Diss. Lappeenranta University of Technology
 ISBN 951-764-816-2ISSN 1456-4491
 Signals are of great interest since they are the form used to describe natural phenoma andprovide information from engineering systems. However, a signal must often be processedto mine important properties for further tasks, e.g., recognizing words from a speech ordetecting objects from an image. The process that re�nes a signal to more meaningfulpieces of information is often referred to as feature extraction.
 For decades time-frequency analysis has played a central role in signal processing as itcombines two fundamental domains and allows simultaneous representation of the signalsin both. Time-frequency methods should provide something novel not present in eitherof the domains solely. Intuitively one could consider frequency to represent �What� andtime �Where� and the combined representation gives a description of the kind of eventsa signal contains and where they occur. If events, whatever they are, are salient sub-parts, they can be considered analogous to features and respectively any time-frequencyrepresentation to feature extraction.
 Gabor �lters have attracted researchers since they extract information quanta in forms oftime and frequency, two physically measurable quantities, combined in the most elegantway by the Heisenberg's uncertainty relation. In addition, the physiology of our own per-ception systems seems to present similar characteristics. In this thesis, the main resultsof Gabor research are collated to track the evolution from the very �rst paper by DennisGabor in 1946 to the present state of art. As new results object detection and recognitionmethods based on the Gabor �ltering theory are presented and applied to several appli-cations: induction motor bearing damage detection, recognition of line-drawing symbolsand electric components, and detection of faces.
 Keywords: feature extraction, Gabor, time-frequency analysis, signal detection, objectrecognition, image processing, computer vision, face detection
 UDC 004.93'1 : 004.932
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Symbols and abbreviations
 F{·} Fourier transform
 F−1{·} Inverse Fourier transform
 α Sharpness (Gabor function major axis)
 β Sharpness (Gabor function minor axis)
 γ Sharpness of Gabor �lter (major axis)
 η Sharpness of Gabor �lter (minor axis)
 θ Orientation angle of Gabor �lter
 ξ(t) 1-d signal
 ξ(x, y) 2-d signal
 φ Gabor �lter phase shift
 ψ(t) 1-d Gabor �lter in time domain
 ψ(t; f) 1-d Gabor �lter in time domain
 ψ(n) Discrete 1-d Gabor �lter in time domain
 ψ(x, y) 2-d Gabor �lter in spatial domain
 ψ(x, y; f, θ) 2-d Gabor �lter in spatial domain
 ψ∗(t) Complex conjugate of ψ(t)
 ψ(t) ∗ ξ(t) Convolution of ψ(t) and ξ(t)
 ψkl(t) Gabor function in Gabor expansion
 ∆ Uncertainty
 Ψ(f) 1-d Gabor �lter in frequency domain
 Ψ(u, v) 2-d Gabor �lter in frequency domain
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akl Expansion coe�cient in Gabor expansion
 f Frequency (Gabor �lter frequency)
 f0 Frequency of Gabor function
 j Imaginary unit
 rξ(t; f) Response of 1-d Gabor �lter
 rξ(x, y; f, θ) Response of 2-d Gabor �lter
 t Time
 t0 Location of Gabor function
 x Spatial coordinate
 y Spatial coordinate
 1-d one dimensional
 2-d two dimensional
 GEF Gabor elementary function
 ICA Independent component analysis
 PCA Principal component analysis
 STFT Short-time Fourier transform
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Chapter IIntroduction
 It would not be appropriate to begin this thesis with anything else but a reference tothe original work published by Nobel laureate Dennis Gabor in 1946 where he proposedrepresenting signals as a combination of elementary functions [49]. Those particular ele-mentary functions are now known as Gabor functions. Gabor's work was a continuationand partly parallel to the famous works of Nyquist [101] and Shannon [127] foundingthe theory of communication. Since then Gabor functions have been deployed in manyareas of signal processing and this thesis studies Gabor functions particularly in featureextraction. To list some of the most in�uential works, milestones which contributed tothis research, credit must be given to the detailed analysis of Gabor's expansion by Bas-tiaans [6, 8, 9], the introduction of a general picture processing operator, the �rst twodimensional (2-d) counterpart of the Gabor elementary function, by Granlund [52], thegeneralization to two dimensions and the 2-d function as a model of simple cell in themammalian visual cortex by Daugman [38], and wavelet treatment of Gabor �lters byTai Sing Lee [83]. Utilizing the results provided by the above-mentioned and many moreresearchers, this thesis provides new information on feature extraction based on Gabor�lters.
 This thesis can also be viewed as a study of features based on time-frequency repre-sentations. Time and frequency are two fundamental domains and physically measur-able quantities, but still idealizations if one is considered from the other's perspective.Frequency is a simple waveform in the time domain, but to be sharply de�ned in thefrequency domain it must be in�nite in the time domain; a waveform always existedand remains forever. A duality between the domains holds and a sharp time instantconsequently needs components from all frequencies having an in�nite frequency repre-sentation. Neither phenomenon is encountered in everyday life but signals rather tend tohave properties from the both; they certainly have some frequency characteristics, butthey also start to raise after some time instant and correspondingly start to fade beforesome further point. The description needed is a function of both time and frequency.For example, in music frequency could describe a tone and time an instant the tone isplayed. A combined representation, time-frequency representation, would thus be similar
 13
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14 1. Introduction
 to the notation in the music composition. Furthermore, as the notation can be used torecognize a song, so the time-frequency representation can be used to recognize a signal.A process that re�nes a signal to more meaningful pieces of information is often referredto as feature extraction. There are many di�erent time-frequency representations fromwhich features can be extracted [33, 119], but in this thesis one particular based on Gabor�lters is considered. It is intriguing to study why a function that can describe phenomenain quantum mechanics also bene�ts engineering tasks, such as image processing.
 This thesis has been made bearing three main objectives in mind: (i) to cover the historyof the fundamental theories and innovations involved in the discovery and development ofGabor �lters in signal processing; (ii) to revisit existing and examine new �lter propertiesuseful in problems encountered in feature extraction; and (iii) to place the theory utilizedin publications Publication I � Publication VIII into a correct research frame and evalu-ate its novelty. It may seem that the history considerations in this thesis receive almosttoo much attention, but the Gabor research community lacks a good survey and theauthor has thus found it necessary to gather all information into this work and enlightenthe basic principles behind the theories. Di�erent Gabor researchers have combined the-ories from many di�erent contexts and as a result the Gabor function remains an alienconcept, confusing researchers who are not aware of the context they should work with;Gabor �lter, Gabor expansion, Gabor transform, Gabor jet, or Gabor wavelet? Thesequestions are covered in Chapter 2 but in a broad sense the author's contribution to the�rst objective is scattered all around the thesis where attempts are made to encapsulatethe most prominent theories. Despite the fact that this thesis also discusses Gabor �ltersin one dimension it is evident that the results are mainly relevant to image processing.Gabor �lters in general seem to be more familiar to the image processing communitythan other research areas, which is probably due to the physiological fact that the 2-dGabor �lter is an accurate model of a simple cell in the striate cortex of the mammalianvisual system [38]. This qualitative fact has promoted the �lters for almost twenty yearsand is still mentioned in almost every single article on the subject. Nevertheless, thephysiological issues are only brie�y considered in this study where attempts are madeto provide the motivations with a more quantitative rationale. The main contributionto the second objective is in Chapter 3 and Publication VIII where the most importantproperties of features based on Gabor �lter responses are presented. The �nal objectiveis the most di�cult one since there is no general research frame covering Gabor �lters,some things seem to have been borrowed from frame theory [42] and some things fromwavelet research [36]. In this sense even this thesis cannot be exclusive but leaves alot of room for future work. The research moves toward Gabor feature spaces in thelast sections of Chapter 3, where a simple feature space is presented, robustness anddistortion tolerances are analyzed, and �nally a connection to the shiftability concept[129] is pointed out. The research has been of bottom-up type, starting from the earlyexperiments utilizing only several �lter properties [76, 77] and concluding in this thesiswhere the fundamental theories are covered and more comprehensively combined to un-derstand and realize experiments in Publication I � Publication VIII. A contributionto applications of feature extraction is present since the theory has been applied in realapplications, i.e. recognition of electric components (Publication II ), face detection (Pub-lication IV, Publication VI ), and induction motor bearing damage detection (PublicationV,Publication VII ).
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15
 Summary of publicationsIn Publication I are experimentally analyzed noise and distortion tolerances of the pro-posed Gabor �lter based features. Speci�cally, Gaussian and salt-and-pepper noise, pixeldisplacement distortion, and gradient type illumination variation are included. The spe-ci�c features, global Gabor features and fundamental frequency Gabor features, by theauthor et al. are analyzed in the tasks �rst introduced in [76] and Publication II. Aconclusion is made that Gabor �lters seem to provide a remarkable noise and distor-tion tolerance. The author participated in the development and implementation of themethods, writing the publication, and performed the experiments.
 Publication II introduces a novel use of Gabor �lters utilizing low frequencies which areshown to be capable of representing the object size information. In addition, algorithmsare provided to learn new objects and detect them and their pose in images. The au-thor participated in the development and implementation of the methods, writing thepublication, and performed the experiments.
 In Publication III the analysis initiated in Publication I is continued while the focus ischanged to the �lter parameters. This consideration is stressed to provide informationabout the performance of the features when only a sub-optimal set of the parameters canbe realized, which is often the case in real applications. The author participated in thedevelopment and implementation of the methods, writing the publication, and performedthe experiments.
 Publication IV presents a system used in the �rst phase of a complete face authenticationsystem. The author of this thesis developed a translation, scale, and rotation invariantface evidence extraction method based on Gabor features. The author developed andimplemented the method and participated in performing the experiments and writingthe publication.
 In Publication V the method introduced in Publication VII is analyzed in more detail andimproved by replacing the divergence measure with a more stable one. While PublicationVII describes the speci�c application area and the preliminary results Publication Vstudies the advantages and pitfalls of the method itself. The author developed andimplemented the method and participated in performing the experiments and writingthe publication.
 Publication VI describes the �rst results of a face detection system into which the faceevidence extraction module introduced in Publication IV is integrated. The publicationprovides results in terms of the face detection accuracy, where the system performs verywell being superior to the previous implementation in [56]. The author developed andimplemented the face evidence extraction module and participated in performing theexperiments and writing the publication.
 Publication VII introduces a method for analysis of diagnostic signals. The method isapplied to stator current signals of inductive motors to detect characteristic frequenciesdistinguishing normal condition motors and motors with a bearing fault. The detectedfrequencies are consistent with the theory and the method also reveals information aboutconditions where the theory cannot be applied. The author developed and implementedthe method and participated in performing the experiments and writing the publication.
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16 1. Introduction
 Publication VIII summarizes and analyses in more detail the feature space used in Pub-lication IV and Publication VI. The author contributes as the other main author of thepresented theory and in writing the publication.
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Chapter IIGabor Filters
 In this chapter the theory and properties of Gabor �lters, being the basic building blocksof the feature extraction in the following chapters, are recalled. The �rst considerationis what are the reasons for restricting the analysis in the two prede�ned domains, timeand frequency in one dimension and space and frequency (spatial-frequency) in two di-mensions. Finally, if one can agree that these two domains are of special interest, theultimate goal of feature extraction and object recognition, �Knowing what is where?�,can be connected to Heisenberg's uncertainty principle and especially to Gabor �lters aselements extracting the minimal amount of information.
 2.1 Signals in two domains
 For decades there have been two alternative approaches to describe one dimensional (1-d) signals, the �rst one represents signals as a function of time and the second as afunction of frequency. A representation can be transformed from one to another via theFourier or inverse Fourier transforms and they thus carry the same information but indi�erent forms. Both of the representations are somewhat idealizations since the �rstone operates on sharply de�ned time instants and the second with in�nite waveformtrains on rigorously de�ned frequencies. Unsurprisingly the idealizations con�ict even indescriptions of simple phenomena such as a change of frequency which is encounteredin everyday life, e.g., the tone of a note and a time instant the note should be playedare both essential information for music composition. However, the contradiction of theterms is evident as the statement involves both time and frequency. In the analysis ofsuch signals their basic properties should be characterized; what kind of events a signalcontains and when do they occur. At least in the simple example of music compositionfrequency may represent the type of event, tone, and time represents occurrence of theevent. It is thus motivated to construct an approach that represents signals as a functionof both time and frequency. This was also the motivation of Dennis Gabor in 1946 whenhe proposed the use of special elementary functions, later named after him as Gaborelementary functions (GEF), to represent signals simultaneously in time and frequency
 17
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18 2. Gabor Filters
 [49]. Gabor's work was based on the recently discovered wave mechanical theories and inparticular on Heisenberg's uncertainty principle, which led to the derivation of the Gaborelementary function. The function represents the minimal quantum of information, thatis, it occupies the minimal area, a rectangle, in the time-frequency plane; the minimalamount of simultaneous information in time and frequency. Since then Gabor's studieshave had an important role in the analysis of windowed Fourier transforms [119], in thedevelopment of wavelet theory [36], and in feature extraction in image analysis [38, 52].There is a symmetry between synthesizing signals as small information pieces, a combi-nation of elementary functions, and analyzing signals where important information piecesare extracted from a signal. Instead of signal analysis, Gabor's original work was intendedfor signal synthesis, i.e., how a signal can be constructed from a linear combination ofGabor elementary functions. Gabor gave an iterative solution for expanding signals intoelementary functions [49] and later the solution was derived in a closed form by Bas-tiaans [6, 8, 9]. In the expansion, signals are �rst analyzed by a biorthogonal functionset, biorthogonal to the set of Gabor functions, to compute expansion coe�cients thatare used to synthesize original signals from the Gabor functions. To be consistent withGabor's work, biorthogonal functions should be used in analysis [6, 8], but often Gaborelementary functions themselves are used. This is mainly due to the convenience of asystem which is based on the Gabor functions and not the biorthogonals. The systemcan be easily extended without reconstruction of a new biorthogonal set, the analyzingfunctions are themselves optimally localized in the time-frequency plane, and since allbasis functions are generated from a single function form, important properties for thefeature extraction can be realized. These issues will be revisited in the next chapter.In signal analysis and especially in image processing, which is the main application areain this thesis, feature extraction plays a central role in �Knowing what is where?�. Ifone can be convinced that frequency content provides the information about �what�, andtime, spatial coordinates in 2-d, provides the information about �where�, a connection tothe uncertainty principle and Gabor's work can be established and their results utilized.
 2.1.1 Frequency
 First it should be considered what makes these two domains, time and frequency, specialand is it reasonable to restrict the study to them alone, or are there other alternativedomains where the same properties could be realized. This issue was of interest to Gaboras well, but his application area, data communication, set fundamental requirements toprefer time and frequency [49, Appendix (9.1)]. With one-dimensional (1-d) signals it isnatural to analyze their variation in time since this is the case with the most of the signalsencountered and time itself is fundamental. However, it should be noted that for someother signals, e.g., two dimensional (2-d) images, the characteristics of the dimensions arenot necessarily comparable to time. Still, the importance of time or spatial coordinatescan always be justi�ed, but the frequency representation via the Fourier transform ismuch more complicated as it considers phenomena in an in�nite time interval which isfar from our everyday point of view.In general, the selection between proper domains can be restricted to ones which can carrysame signals as the time domain, but in di�erent forms, to guarantee that no importantinformation is lost. To accommodate useful mathematical properties a mapping between
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2.1 Signals in two domains 19
 domains should preferably be performed by linear transforms. Characteristically oneuses the transformation as a mathematical or physical tool to alter the problem into onethat can be solved, which is the case for example for the Fourier and Laplace transformsas techniques for solving linear equations. In this thesis the frequency domain has anessential role and the following Fourier transform pairs are used
 G(f) = F{g(t)} =∫ ∞
 −∞g(t)e−j2πtfdt
 g(t) = F−1{G(f)} =∫ ∞
 −∞G(f)ej2πtfdf
 (2.1)
 in 1-d space and
 G(u, v) = F{g(x, y)} =∫ ∞
 −∞
 ∫ ∞
 −∞g(x, y)e−j2π(ux+vy)dxdy
 g(x, y) = F−1{G(u, v)} =∫ ∞
 −∞
 ∫ ∞
 −∞G(u, v)ej2π(ux+vy)dudv
 (2.2)
 in 2-d space [19]. Since the Fourier transform has a bounded continuous inverse transformpair the transform can be represented by orthogonal eigen functions, complex frequen-cies e−j2πtf , which construct a continuous spectrum of the transform operator F [72].Thus, any bounded function which has a Fourier transform counterpart can be repre-sented by spectral values of the corresponding eigen functions, amplitudes of frequencyspectrum. While the Fourier transform can be regarded as a purely mathematical func-tional it should be noted that many other transforms also have a spectrum, but spectrumcharacteristics are distinctly di�erent to Fourier. In this study the main focus is in fea-ture extraction and its subsequent object recognition, and thus, the self-similarity offrequency wave forms, which would not be the case for example with a space spanned bypolynomials of di�erent orders, will be essential for further considerations in the followingchapters. Furthermore, frequency content of a Fourier spectrum is semantically the sameregardless of signal shifts in the time domain due to the quadrature nature of complexfrequencies. This would not be the case for example with splines or wavelets becausethey also have time dependent characteristics and non-continuous spectrum.Certainly the impact of the original background of the frequency representation, physicalphenomena, is strong. Waveforms, optical, electrical, or acoustical and their spectraare appreciated equally as physically picturable and measurable entities. Furthermore,the linear transforms, such as the Fourier transform, provide tools for solving linearequations used to describe dynamics encountered in the physical world. The Fouriertransform itself was a result from the original study of Fourier considering solutions forheat conduction and di�usion di�erential equations [19, Chapt. 17]. In addition, a strongand comprehensive mathematical foundation has been established within the long termresearch of the Fourier analysis. Gabor was also concerned about reasons other than theelementary mathematical properties and strong theory of the harmonic wave functions.In his study he cleverly pointed out that some other selection of orthogonal basis, likeBessel functions, would not provide spectral components with a number proportional toa speci�c time interval [49]; Bessel frequencies are proportional to the function roots inthe given time interval. This is the case especially in the discrete domain. Still, it seems
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20 2. Gabor Filters
 that the mathematical advantages of the waveforms is the reason that the fundamentalinformation theoretical bounds and theories are formulated in the time and frequencydomains [101, 127].
 In Gabor's time the wavelet theory had not yet been introduced and even now waveletslack as comprehensive studies as the Fourier transform. However, wavelets researchhas now increased in popularity in signal and image analysis and even the uncertaintytheorem is considered in that context [35, 66]. The reasons given for using the frequencydomain are qualitative rather than quantitative, and thus, the frequency domain andother possible domains, such as the scale domain of the wavelets or splines are alternativesrather than competitors. Based on the reasons mentioned it is motivated to assume thatthere are advantageous properties present in time and frequency or space and frequency,and thus, the concern about the bias of selecting these two speci�c domains can beallayed.
 2.1.2 Uncertainty
 Having established that time and frequency are the proper analysis domains, one wouldlike to have an operator that analyzes signals simultaneously in both domains and pro-vides information of localized time and frequency events. To work in both domains itcan be assumed that the operator is based on a kernel that has a form of function. Ga-bor's original work was about synthesizing signals, but signal analysis is of interest inthis thesis. However, due to the dual relationship, symmetry, between these two tasks,the same results can be applied. Gabor's main goal was to �nd if there were elementaryinformation units on the time-frequency plane carrying the minimal amount of informa-tion. The minimal amount of information is bounded by the uncertainty principle, butwhat is the form of a function that occupies a minimal area on the time-frequency plane?
 Let ψ(t) denote a function in terms of time and Ψ(u) its Fourier transform in terms offrequency. These two functions are connected via the Fourier transform pairs
 Ψ(f) = F{ψ(t)} =∫ ∞
 −∞ψ(t)e−j2πtfdt
 ψ(t) = F−1{Ψ(f)} =∫ ∞
 −∞Ψ(f)ej2πtfdf
 (2.3)
 Clearly function ψ operates on both domains, but since it is well known that any com-pactly supported function cannot have a �nite Fourier transform and vice versa [19],there must always exist uncertainty in the time and frequency location of ψ as well.While the goal is to inspect frequency events evolving in time, instantaneous frequencies,by ψ, measures of its time duration and frequency bandwidth are needed. Instead ofsharp time instants and exact frequencies, less exact measures should be used to mea-sure the location of ψ in the time-frequency plane. By employing new de�nitions, timeduration and bandwidth, the presence of uncertainty can be allowed since they de�neonly the e�ective widths of signals in time and frequency where outside the e�ectivearea the function values are negligible. The de�nitions allow the functions ψ and Ψ tospread to in�nities while still having computational compact support in the sense of thebandwidth and time duration measures; in�nite functions which actually concentrate to
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2.1 Signals in two domains 21
 a �nite area. It is clear already from the de�nition that there is no unique representa-tion for the duration or bandwidth but the de�nitions vary depending on the applicationrequirements. It should be noted that the selection of measure will also induce a biasto the uncertainty principle and consequently the optimal ψ may vary. Bandwidth hasbeen widely studied in communication systems and it seems that even in this �eld nosingle de�nition su�ces [3, 57, 130]. The bandwidth de�nition that Gabor found usefulwas the root mean square (r.m.s.) bandwidth, de�ned as the square root of the secondcentralized moment of a properly normalized form of the squared amplitude spectrumabout a suitably chosen point. Since the r.m.s. bandwidth represents deviation froma mean value it can be accepted as a measure of uncertainty. Furthermore, a similarr.m.s. measure can be applied to uncertainty in time, the r.m.s. time duration. Inliterature both or a combination of these two measures have been referred to as Gaborbandwidths [3, 100]. Now uncertainties in time, the time duration ∆t, and in frequency,the bandwidth ∆f , can be de�ned as (e.g. [38])
 ∆t =
 √√√√∫∞−∞(t− µt)2ψ(t)ψ∗(t)dt∫∞
 −∞ ψ(t)ψ∗(t)dt
 ∆f =
 √√√√∫∞−∞(f − µf )2Ψ(f)Ψ∗(f)df∫∞
 −∞Ψ(f)Ψ∗(f)df
 µt =
 ∫∞−∞ tψ(t)ψ∗(t)dt∫∞−∞ ψ(t)ψ∗(t)dt
 µf =
 ∫∞−∞ fΨ(f)Ψ∗(f)df∫∞−∞Ψ(f)Ψ∗(f)df
 (2.4)
 where µt and µf can be interpreted as the mass centroids or means of ψ in time andfrequency, and ψ∗ and Ψ∗ denote the complex conjugates of ψ and Ψ. For functions oftime and frequency, these two de�nitions of uncertainty are connected via Heisenberg'suncertainty principle de�ned in the rigorous form as
 ∆t∆f ≥ 14π
 (2.5)
 where 1/(4π) corresponds the result obtained by using de�nitions in Eqs. (2.1) and(2.2) for the Fourier transform. There are several other forms of the Fourier transform,and thus, the uncertainty value is sometimes replaced by 1/2, but having an identicalinterpretation [19, 38, 49].For any function ψ the uncertainties in time and frequency can be calculated with ther.m.s. bandwidth and duration measures in Eq. (2.4) and connected together via theuncertainty principle in Eq. (2.5). Now it is possible to derive a function ψ, which has ashape for which the product ∆t∆f actually assumes the smallest possible value, i.e., forwhich the inequality in Eq. (2.5) turns into an equality. The form of the solution can bederived from the uncertainty inequality and it is equivalent to a solution of a special caseof the harmonic oscillator di�erential equation. �The signal which occupies the minimumarea ∆t∆f = 1
 2 (= 14π ) is the modulation product of a harmonic oscillation(∗) of any
 frequency with pulse of the form of a probability function(∗∗)� [49]
 ψ(t) = e−α2(t−t0)2
 ︸ ︷︷ ︸(∗∗)
 ej2πf0t+φ︸ ︷︷ ︸(∗)
 (2.6)
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22 2. Gabor Filters
 where α is the sharpness (time duration and bandwidth) of the Gaussian, t0 denotes thecentroid of the Gaussian, f0 is the frequency of the harmonic oscillations, and φ denotesthe phase shift of the oscillation. The Gabor elementary function in Eq. (2.6) has aFourier spectrum of analytical form
 Ψ(f) =√
 π
 α2e−( π
 α )2(f−f0)2e−j2πt0(f−f0)+φ (2.7)
 For the functions in Eqs. (2.6) and (2.7) it is straightforward to show that µt = t0,µf = f0, ∆t = 1
 2α , ∆f = α2π , and ∆t∆f = 1
 4π . The form of the function, the Gaborelementary function ψ, that minimizes the uncertainty and turns the inequality Eq. (2.5)into equality is now de�ned and the use and properties of the function will be considerednext.
 2.2 Gabor expansion
 In literature it may sometimes be di�cult to establish how the Gabor elementary func-tions are used in signal processing and how the use is related to Gabor's work. Sometimesthe functions are used in signal analysis, as linear �lters, and sometimes in signal syn-thesis, as reconstruction basis functions. These two approaches are dual and either canbe used in both analysis and synthesis. In this thesis the focus is on signal analysis,feature extraction, using Gabor �lters, but for a better understanding of the dual natureof the two approaches a brief introduction to signal synthesis, Gabor expansion or Gabortransform, is �rst given.In expansions it is desired to represent a signal as a combination of elements or kernelsof an expansion space. The expansion space is typically dense in the original space ofsignals, and thus, capable of representing any signal with an arbitrary accuracy. This isthe case for example with the Fourier transform where a signal is represented as a sumof orthogonal wave forms on di�erent frequencies, expansion functions. Similarly Gaborfunctions may form an expansion space, where the distinct advantage is a representationby optimally localized time-frequency kernels. The expansion functions do not necessarilyhave to constitute an orthogonal basis, such as in the wavelet or Fourier transforms, buta frame as is the case with Gabor functions [36]. In the linear case, any su�ciently wellbehaving signal can be represented as a linear combination, sum, of expansion functions,e.g., wavelets [36, 92]. This was also the main motivation of Gabor, when he proposed thatthe Gabor elementary functions in Eq. (2.6) can be used as the expansion functions andthis kind of transform would represent time-frequency content of signals. The expansionwould be optimal at least in the sense of the uncertainty principle; the expansion functionscan provide the minimal information quantum. In practice, a signal s(t) is represented asa sum of �nite number of the Gabor elementary functions ψkl(t) multiplied with speci�cexpansion coe�cients akl, Gabor coe�cients, as
 s(t) =∑
 aklψkl(t) (2.8)
 whereψkl(t) = e−α2(t−kt0)
 2ej2πlf0t+φ (2.9)
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2.3 Gabor �lter 23
 where k denotes time shifts and l frequency shifts of Gabor function. For an e�cientcomputation of the expansion coe�cients akl a biorthogonal function set is usually usedin the analysis [6, 36], which is trivial for the orthogonal wavelets but more complicatedfor the non-orthogonal Gabor functions. It has been shown that the iterative methodGabor proposed for the calculation is impractical [50] and more stable solutions havebeen introduced by Bastiaans [6, 8, 9]. A unique solution can be found for only a specialcase of the time and frequency step parameters (k,l), that is, when the signal is criticallysampled (t0f0 = 2π), but even then the convergence to the correct solution may beunstable [6, 8, 58, 117, 141]. For the values t0f0 < 2π, when the frame constitutedby the Gabor functions, the Gabor lattice, is overcomplete, the solution is no longerunique, but still various methods converging to proper biorthogonal functions have beenproposed [9, 85, 120, 152, 155]. In the case of the overcomplete representation thereare always in�nitely many solutions and some of them may even be very undesired asanalysis functions since the localization is lost [85].
 Despite the di�culty of the calculation of the biorthogonal counterparts, the Gaborexpansion has some advantages compared to other time-frequency methods [119] andit has been successfully applied to time-frequency signal analysis [48, 153] and used inapplications [29, 89]. Lately, inspired by wavelet theory the Gabor expansion has beenanalyzed in the context of the �lter banks [16, 17] and the frame theory related to theGabor expansion (e.g. [42]) has been extended toward the wavelets by Daubechies et al.in 2003 by introducing framelets [37].
 2.3 Gabor �lter
 In signal processing the Gabor elementary functions can be considered as the optimaltime-frequency synthesizing elements. The optimality is also a physical fact since theGaussian form in the frequency domain can be physically implemented with simple hard-ware as was proposed already by Gabor himself [49, Appendix (9.1),Appendix (9.2)]. Onthe other hand, if the synthesis is not of interest but one needs optimally time-frequencylocalized analysis functions, the solution by de�nition has the form of the Gabor elemen-tary function and again the sensing elements can be implemented with simple hardware(e.g. [70]). The same theories utilized in the Gabor expansion can be applied to thesignal analysis with Gabor functions, but usually a more common approach is from thecontext of the short-time Fourier transform (STFT). The Gabor expansion and the re-construction from the short-time Fourier transform lead to the equivalent reconstructionformulas [119].
 Next the Gabor elementary function is utilized as a signal analyzing �lter. It is naturalto operate with a linear �lter when the convolution operator describes the action forobserving the signal. To be consistent with the linear �lter theory a few justi�cationsmust be made to Eq. (2.6) in order to de�ne a proper form of Gabor �lter, or moreprecisely, a Gabor �lter function since the continuous domain is still assumed. First, theGabor function is concentrated near the time instant t0 and for the convolution an origincentered �lter form is preferred (t0 = 0)
 ψ(t) = e−α2t2ej2πf0t+φ (2.10)
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 By omitting t0 the localization is not lost but can still be achieved via the convolutionwhich can be calculated at any location t0. In addition, there is no evidence that anyspeci�c phase (φ) would be more bene�cial than any other, and furthermore, a responseon an arbitrary �lter phase can be constructed due to the quadrature relationship betweenthe real and imaginary parts. Moreover, for the functions to be similar at all locations,the phase shift φ should depend on the location (t0), and thus, the phase shift can beremoved from the origin centered �lter (φ = 0) to have the Gabor �lter function in amore compact form
 ψ(t) = e−α2t2ej2πf0t (2.11)
 Now, if Eq. (2.11) is used as a linear �lter, the �lter response at some location t1 can becalculated with the convolution
 resp(t1) = ψ(t1) ∗ ξ(t1) =∫ ∞
 −∞ψ(t1 − t)ξ(t)dt =
 ∫ ∞
 −∞e−α2(t1−t)2ej2πf0(t1−t)ξ(t)dt
 =∫ ∞
 −∞ej2πf0t1e−α2(t1−t)2︸ ︷︷ ︸
 windowξ(t)e−j2πf0tdt
 (2.12)
 which is actually similar to the equation of the continuous short-time Fourier transform onfrequency f0 with a Gaussian window function at location t1 [2, 64]. The only di�erenceis the time instant speci�c phase factor ej2πf0t1 in the window function, which is aconsequence of the �lter de�nition where a 0◦ phase angle is assumed always in the �ltercentroid (t0 = 0). In other words, in the STFT only the window is moved, but in theconvolution with the Gabor �lter also the frequency waveforms are shifted. As a result,the response magnitude of the Gabor �lter function is the same as the magnitude of theGaussian window short-time Fourier transform, but the phase is di�erent. In practice,STFT window functions are compactly supported, but computationally properties, suchas the uncertainty principle, often hold also for the short-time Fourier transform withthe Gaussian window and its magnitude, spectrogram [64] (Gabor spectrogram [45]).Symmetrically with the Gabor expansion a reconstruction of a signal can be achievedfrom the STFT coe�cients [1, 2] and, an interesting result, also some of the lost phaseinformation in the spectrogram can be compensated in an approximate reconstructionfrom the magnitude information only [53, 150]. For the STFT with the Gaussian windowa wavelet type structure, S transform, have been introduced [132], which overcomes someof the problems in the STFT, e.g., a constant window size which has been criticized byDaubechies in a comparison of the Gabor expansion and wavelets [36].
 2.3.1 Filter normalization
 More justi�cations can be made to de�ne the Gabor �lter function in Eq. (2.11) properly.First, the Gabor �lter function in Eq. (2.11) has the same e�ective width, the durationand bandwidth, regardless of the central frequency f0. Equal duration on all frequenciesis not necessary but a similar approach as used in multi-resolution analysis and waveletscan be introduced to make the �lters on di�erent frequencies behave as scaled versionsof each other [36]. Intuitively this makes sense since it is reasonable to inspect the sameevents but in di�erent scales; the higher frequency the �ner the details. Later this issue
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2.3 Gabor �lter 25
 will be revisited when scale invariant properties of the Gabor �lters are inspected. Asa result, the time duration of the �lter should depend on the central frequency f0 toguarantee that the �lters on di�erent frequencies are scaled versions of each other [55].This can be accomplished by substituting
 α =|f0|γ
 (2.13)
 where f0 is the central frequency of the �lter and γ controls the sharpness of the �lter(time duration and bandwidth). Now the time duration of the �lter is connected to the�lter frequency. The same relationship between the time duration and the frequency hasbeen reported for the S transform where γ =
 √2 is �xed [132], but in Eq. (2.13) γ can
 be adjusted depending on the application.Now, if the scale factor Eq. (2.13) is substituted to the Gabor �lter function in Eq. (2.11)
 ψ(t) = e−(|f0|
 γ )2t2ej2πf0t (2.14)
 it is evident that the maximum response depends on the selected frequency f0. Fromthe Fourier transformed Gabor function in Eq. (2.7) it can be seen that the maximumresponse for a complex signal is
 √π/α2, and thus,
 √α2
 π(2.15)
 can be used as a normalization term for the response. Finally, a normalized 1-d Gabor�lter function can be de�ned
 ψ(t) =
 √α2
 πe−α2t2ej2πf0t =
 |f0|γ√
 πe−(
 |f0|γ )2t2ej2πf0t (2.16)
 and by substituting f0 = f in a more simpler form as
 ψ(t) =|f |
 γ√
 πe−( f
 γ )2t2ej2πft (2.17)
 which is the function referred to as the 1-d Gabor �lter throughout this thesis. The 1-dGabor �lter function has an analytical form
 Ψ(u) = e−( γπf )2(u−f)2 (2.18)
 in the Fourier domain, where u denotes frequency. Note that u has replaced f in theFourier transform in Eq. (2.1) since f denotes here the �lter frequency.1-d Gabor �lter functions in the time and frequency domains for various values of theparameters f and γ are shown in Fig. 2.1. Fig. 2.1(a) and Fig. 2.1(b) illustrate how the�lters are scaled versions of each other for a constant γ. On the other hand, γ can beused to adjust the e�ective width of the �lter; by increasing γ the �lter spreads in thetime domain and shrinks in the frequency domain as shown in Fig. 2.1(b) and Fig, 2.1(c).
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 Figure 2.1: Gabor �lter functions in time and frequency domains for di�erent values ofparameters f and γ: (a) f = 0.5, γ = 1; (b) f = 1.0, γ = 1; (c) f = 1.0, γ = 2.
 The 1-d Gabor �lter function is a non-causal linear �lter with an in�nite support, thatis, all the past and forthcoming inputs a�ect the response. This break of causality
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2.4 2-d Gabor �lter 27
 prevents the use of the �lter in some speci�c applications but the �lter can be used forstored signals, such as digital images. The �lter has an in�nite impulse response, butthe response fades toward to zero rapidly on both sides of the origin t = 0. Furthermore,the �lter function has a real Fourier transform in Eq. (2.18), the frequency response, andthus, it does not a�ect the phase of the input signal but has a constant phase response.
 2.4 2-d Gabor �lter
 It is straightforward to generalize the previously de�ned theories to two dimensions,where the time variable t is replaced by the spatial coordinates (x, y) in space and thefrequency variable u by the frequency variable pair (u, v), but this was not the caseuntil the late 70's when the 2-d Gabor �lters started to attain a considerable amountof attention. There were again two branches in the development of the Gabor methods,Gabor expansion and Gabor �lters, the early works mainly utilized the expansion andlater the Gabor �lters have received more attention. If similar studies in the optics arenot considered (e.g. [7, 26, 34, 90, 99]), the major impact on the development and useof 2-d Gabor �lters has been image processing and especially 2-d feature extraction.The development of the 2-d Gabor elementary functions began from Granlund in 1978,when he de�ned some fundamental properties and proposed the form of a general pictureprocessing operator. The general picture processing operator had a form of the Gaborelementary function in two dimensions and it was derived directly from the needs ofthe image processing without a connection to Gabor's work [52]. It is noteworthy thatGranlund addressed many properties, such as the octave spacing of the frequencies, thatwere reinvented later for the Gabor �lters. After Granlund's groundwork, the resultswere revisited in the context of the uncertainty principle in continuum of his work in thesame research group but accompanied with Wilson and Knuttson [71, 145, 146, 147].Despite the original contribution of Granlund et al. the most referred works seem to bethose conducted by Daugman [38, 39]. Daugman was the �rst who exclusively derived theuncertainty principle in two dimensions and showed the surprising equivalence between astructure based on the 2-d Gabor functions and the organization and the characteristicsof the mammalian visual system. Daugman de�ned similar uncertainty measures as inEq. (2.4) for the 2-d space and spatial-frequency domain in terms of ∆x, ∆y, ∆u, and∆v for which it holds that
 ∆x∆u ≥ 14π
 , ∆y∆v ≥ 14π
 , and ∆x∆u∆y∆v ≥ 116π2
 (2.19)
 The most general form of the functions that achieve the lower bound of the uncertaintyinequalities in Eq. (2.19) is
 e−(Ax2+Bxy+Cy2+Dx+Ey+F ) (2.20)
 where B2 < 4AC and D,E, and F are complex [38], but for practical use certain sim-pli�cations can be made. The following simpli�cations are particularly motivated if theconstruction of the 2-d Gabor �lters is done according to biological evidences (e.g. [38]),but here they will be justi�ed only based on the regulations in the linear �lter theory.First, a �lter form of the Gabor elementary function is preferred, which is the functioncentered to the origin (Re{D} = Re{E} = Re{F} = 0) and as in the 1-d case there is
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 no phase shift (Im{F} = 0). Furthermore, since the 2-d Gabor �lter is a product of anelliptical Gaussian in any rotation times a complex exponential representing harmonicmodulation on any spatial frequency and any orientation, it can be assumed for sim-plicity that the orientation of the Gaussian and the harmonic modulation are the same(B = 0). Every orientation and all �lter shapes can be spanned despite the assumedsimpli�cations. By applying the given simpli�cations, a proper form of the 2-d Gaborelementary function can be de�ned as
 ψ(x, y) = e−(α2x′2+β2y′2)ej2πf0x′
 x′ = x cos θ + y sin θ
 y′ = −x sin θ + y cos θ
 (2.21)
 To provide a similar shape of the �lter function regardless of the frequency f0 substitu-tions α = |f0|/γ and β = |f0|/η can be made, where the sharpness of the �lter alongthe major and minor axes are now controlled by γ and η. The �lter response can benormalized to have a compact closed form of the normalized 2-d Gabor �lter function
 ψ(x, y) =f2
 πγηe−( f2
 γ2 x′2+ f2
 η2 y′2)ej2πfx′
 x′ = x cos θ + y sin θ
 y′ = −x sin θ + y cos θ
 (2.22)
 where f is the central frequency of the �lter, θ the rotation angle of the Gaussian majoraxis and the plane wave, γ the sharpness along the major axis, and η the sharpness alongthe minor axis (perpendicular to the wave). In the given form, the aspect ratio of theGaussian is λ = η/γ. The normalized 2-d Gabor �lter function has an analytical form inthe frequency domain
 Ψ(u, v) = e−π2
 f2 (γ2(u′−f)2+η2v′2)
 u′ = u cos θ + v sin θ
 v′ = −u sin θ + v cos θ
 (2.23)
 The e�ects of the parameters, interpretable via the Fourier similarity theorem, are demon-strated in Figs. 2.2(a)-2.3(b) and gathered to Table 2.1.It is interesting that of the �rst contributors only Granlund used the �ltering approachin the beginning [52] when in many famous papers, such as the one by Daugman [39] orby Porat et al. [113], the Gabor expansion was used and maybe confusingly comparedto the human visual system, where the Gabor �lters should be used.
 2.5 Discrete �lters
 In the transform of continuous domain entities to the discrete domain one always needsto be sure that entities are represented with su�cient accuracy in order to reapply thecontinuous domain theories. This is the case also with the Gabor �lters and their discretedomain representations. Discrete versions of the Gabor expansion have been addressed inseveral studies (e.g. [8, 9, 85, 117, 120, 141]), but the main concern has been biorthogonal
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 Table 2.1: Corresponding �lter properties in space and spectral domains. [38]
 2-d space domain 2-d spatial-frequency domain1. Set the frequency of the plane-waveto ω0 and orientation θ0 (Fig. 2.2(a) andFig. 2.2(b)).
 1. Position spectral centroid at Fourierplane coordinates (u0, v0), where u0 =ω0cos(θ0) and v0 = ω0sin(θ0) (Fig. 2.2(a)and Fig. 2.2(b)).
 2. Stretch (compress) �lter in x direction(θ = 0) by factor γ (Fig. 2.3(a)).
 2. Compress (stretch) spectrum in u direc-tion by factor γ (Fig. 2.3(a)).
 3. Stretch (compress) �lter in y direction(θ = 0) by factor η (Fig. 2.3(a)).
 3. Compress (stretch) spectrum in v direc-tion by factor η (Fig. 2.3(a)).
 4. Rotate �lter through angle θ aroundorigin of coordinates (Fig. 2.3(b)).
 4. Rotate spectrum through angle θaround origin of coordinates (Fig. 2.3(b)).
 function construction implementations, not the sampling and quantization of the Gaborand biorthogonal functions and the expansion coe�cients. It should be noted that somemisleading concepts used in the studies, such as critical sampling, undersampling, andoversampling, often refer to the spacing of the Gabor functions and not to the samplingof the functions themselves. These sampling schemes are related to the frame propertiesof a space spanned by the elementary functions and a�ecting the computation of thebiorthogonal functions [9]. The expansion methods have been transfered to even moreexotic sampling schemes, such as quincunx lattices [140]. The more traditional meaningsof sampling and quantization in the discrete representation of the continuous functionsmay seem trivial for the Gabor �lters, but in this thesis where the most of the resultsare based on real experiments (Publication I �Publication VIII ) and it is thus sound tohave an insight into the discrete Gabor �lters as well.A proper number of sampling points and adequate quantization accuracy must be es-tablished to represent the Gabor functions, biorthogonal functions, �lter responses andthe expansion coe�cients with a su�cient accuracy. The quantization of the coe�cientsand responses has received some attention and particularly it has been shown that anaccurate quantization of the phase information is more important than the magnitudeinformation [113], which is a known result in the signal reconstruction [106, 139] andappears to contribute in the recognition and detection results as well (e.g. PublicationIV ). However, recently it has been shown how reconstructions succeed also from localmagnitudes [150]. In practice, the signals are usually strictly amplitude limited andthe quantization levels are not thus an issue, but always a su�cient amount of samplepoints must be used in the discrete representation of the functions and signals in order toachieve reliable results. A proper construction is an implication from sampling theorem,but it has been only brie�y visited for the Gabor �lters (e.g. [18, 151], Publication III ).In applications it is sometimes necessary to explicitly apply discrete domain restrictionsas for example is the case in optimization of the Gabor �lter parameters using gradientinformation in Publication V.
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 Figure 2.2: 2-d Gabor �lter functions with di�erent values of the parameters f , θ, γ,and η in the space and spatial-frequency domains: (a) f = 0.5, θ = 0◦, γ = 1.0, η = 1.0;(b) f = 1.0, θ = 0◦, γ = 1.0, η = 1.0.
 The sampling theorem states that any band-limited signal can be reconstructed from adiscrete representation if the sampling frequency is at least twice the highest frequencycomponent in the signal [127]. Respectively an accurate representation of a discrete Ga-bor �lter can be guaranteed if the aliasing is negligible, that is, in the discrete frequencydomain the �lter does not spread over the valid frequency range from −0.5 to 0.5. How-ever, the avoidance of the aliasing in the frequency domain only guarantees a propersampling of the �lter, but it does not say anything about a proper �lter in the timedomain. In the time domain it would be bene�cial if the �lter envelope falls completelyin discrete bins of a �lter representation, that is, the �lter values are negligible outsidethe �lter vector.
 As any continuous function, the Gabor �lter in Eq. (2.17) can be expressed as a discretesequence
 ψ(n) = ψ(Tn) (2.24)
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 Figure 2.3: 2-d Gabor �lter functions with di�erent values of the parameters f , θ, γ,and η in the space and spatial-frequency domains: (a) f = 1.0, θ = 0◦, γ = 2.0, η = 0.5;(b) f = 1.0, θ = 45◦, γ = 2.0, η = 0.5.
 If only discrete signals are considered and the relation between the discrete and actualfrequencies can be avoided, unit sampling T = 1 can be assumed and the discrete �ltercan be written as
 ψ(n), n ∈ {−L− 12
 , . . . , 0, . . . ,L− 1
 2} (2.25)
 for an odd number L of �lter bins and
 ψ(n), n ∈ {−L
 2, . . . , 0, . . . ,
 L
 2− 1} (2.26)
 for even L. The minimum and maximum indices of the �lter can be obtained fromnmin = (−L−1
 2 ∨ −L2 ) and nmax = (L−1
 2 ∨ L2 − 1) respectively depending on whether
 L is odd or even. Now, a discrete 1-d normalized Gabor �lter can be de�ned as
 ψ(n) =|f |
 γ√
 πe−( f
 γ )2n2ej2πfn (2.27)
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 where f denotes discrete frequencies between nmin
 L and nmax
 L . Since the normalizedform of the �lter is zero at the zero frequency and on the other hand, the maximumand minimum frequencies are not attractive due to the aliasing, it is reasonable to use�lters either on the positive frequencies { 1
 L , . . . , nmax−1L } or the negative frequencies
 {nmin+1L , . . . ,− 1
 L}. To distinguish between the positive and negative frequencies and toobey the sampling theorem the �lter must have negligible values outside the range from0 to Nyquist frequency (nmin
 L or nmax
 L ). To measure the aliasing of the �lter in Eq. (2.27)a corresponding Fourier domain �lter can be utilized
 Ψ(n) = e−( γπf )2( n
 L−f)2 (2.28)In Fig. 2.4 are shown the positive (A2 : 0 < f < 0.5) and negative (A1 : −0.5 < f < 0)ranges of the allowable discrete frequencies and the aliasing e�ect (A3 → A2 and A4 →A1) is illustrated. To ensure that a �lter is properly inside the frequency range, that is,
 A A A A1 23 4
 −1.0 −0.5 0.5 1.00u
 Figure 2.4: Aliasing in the discrete frequency domain.
 at most the proportion 1− pf is aliased, it must hold thatnmax−1∑
 n=1
 Ψ(n) ≥ pf
 ∞∑n=−∞
 Ψ(n), 0 < f < 0.5
 −1∑n=nmin+1
 Ψ(n) ≥ pf
 ∞∑n=−∞
 Ψ(n), −0.5 < f < 0
 (2.29)
 Discrete constraints can be de�ned in cases when the positive and negative frequenciesmust be distinguished. For positive frequencies f = nf
 L
 nmax−1∑n=1
 Ψ(n) ≥ pf
 ∞∑n=−∞
 Ψ(n)
 ⇒nf∑
 n=1
 Ψ(n) +nmax−1∑n=nf+1
 Ψ(n) ≥ pf
 ∞∑n=−∞
 Ψ(n)
 (2.30)
 which can be lower bound estimated with the continuous integrals∫ nf
 L
 0
 Ψ(u)du +∫ nmax
 L
 nfL
 Ψ(u)du ≥ pf
 ∫ ∞
 −∞Ψ(u)du
 ⇒∫ nmax
 L
 0
 Ψ(u)du ≥ pf
 ∫ ∞
 −∞Ψ(u)du
 (2.31)
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 Furthermore, a lower bound estimation which holds for both, even and odd L, can beobtained by setting nmax
 L = L/2−1L = 1
 2 − 1L when the inequality can be simpli�ed to
 12erf(γπ) +
 12erf
 (γπ
 |f | (12− 1
 L)− γπ
 )≥ pf (2.32)
 where erf is the error function
 erf(x) =2√π
 ∫ x
 0
 e−t2dt (2.33)
 Eq. (2.32) holds also for the negative frequencies (−0.5 < f < 0).In addition to proper construction in the limits of the frequency domain, which is achievedby satisfying the inequality Eq. (2.32), also proper construction in the time domain shouldbe realized. The equation Eq. (2.32) indeed provides an accurate representation of the�lter in the time domain, but the �lter envelope may spread beyond the discrete size ofthe �lter. To prevent the over�ow, the same approach can be applied. The e�ective �lterenvelope is speci�ed by the modulating Gaussian, and thus,
 nmax∑nmin
 e−( fγ )2n2 ≥ pt
 ∞∑−∞
 e−( fγ )2n2
 (2.34)
 By lower bound estimations a general constraint that holds for odd and even L can bederived and the time domain constraint can be written as
 erf
 ( |f |γ
 (L
 2− 1)
 )≥ p (2.35)
 Equation Eq. (2.35) can also be used to estimate the minimum size L of the �lter in thetime domain.In Publication III the constraints Eq. (2.32) and Eq. (2.35) are generalized also to twodimensions. To de�ne a strict lower boundary L can be set equal to the size of thesmallest dimension of the 2-d �lter, L = min{Lx, Ly}, and the �lter can be considered inthe standard pose where the major axis is along the x-axis (θ = 0). Now, the frequencyconstraint for the 2-d �lter is
 14
 [erf (γπ) + erf
 (γπ
 |f | (12− 1
 L)− γπ
 )] [erf (ηπ) + erf
 (ηπ
 |f | (12− 1
 L)− ηπ
 )]≥ pf
 (2.36)and the spatial constraint
 erf
 ( |f |γ
 (L
 2− 1)
 )erf
 ( |f |η
 (L
 2− 1)
 )≥ pt (2.37)
 Finally, using the discrete forms of the Gabor �lter in Eq. (2.27) or Eq. (2.28) or corre-sponding 2-d forms, and by satisfying the given constraints Eq. (2.32) and Eq. (2.35) orEq. (2.36) and Eq. (2.37) a proper construction of the Gabor �lters can be achieved andreliable results in applications can be expected.
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Chapter IIIGabor Features
 In the previous chapter signal analysis was considered in the joint time-frequency do-main and Gabor �lters were introduced as basic operator kernels extracting the minimalamount of information. This chapter concentrates on the use of the �lters and selection ofthe �lter parameters for recognizing and localizing events in signals. Gabor �lters are the�rst step in processing and re�ning raw data to more informative features which can beutilized by upper processing layers to extract higher level or even abstract information.It has been already shown how the two domain representation is an advantage, but inaddition, the smooth di�erentiable form of the Gabor �lter itself and distinguishing prop-erties of the features provide an intriguing framework for feature extraction in the varyingconditions encountered in many detection, recognition, and classi�cation problems.
 3.1 Time-frequency features of 1-d signals
 As has been already discussed, many signals have characteristics which cannot be pro-cessed in time or frequency separately, but a joint time-frequency representation must beused. In general, joint time-frequency representations include a wide variety of methods,such as the short-time Fourier transform, spectrogram, Gabor transform, Wigner-Villedistribution, time-frequency kernel methods, and even the wavelet transform [31, 33, 59].All these methods have their advantages and disadvantages, but all of them compoundtime and frequency simultaneously and are applicable to 1-d signal processing. Theshort-time Fourier transform, spectrogram, Gabor transform, and wavelet transform arelinear time-frequency representations while the methods derived from the general time-frequency distribution, such as Wigner-Ville and the kernel distributions, are quadratic.The quadratic distributions aim to overcome some of the problems of linear techniquesand provide a high-resolution time-frequency representation [33]. It is no surprise thatthere is a trade-o� and the better resolution can be achieved only at the price of crossterm artifacts that often appear at time-frequency locations where no signal exists andcan also overlap actual signal components with a magnitude that can be larger than theactual signals that created the cross terms [33, 67]. Di�erent �ltering kernel approaches
 35
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36 3. Gabor Features
 can be used to mitigate these cross-term artifacts, but always at the expense of degrad-ing the time-frequency resolution and eventually the main advantage is lost [67]. TheGabor expansion has been proposed as a �ltering kernel for the Wigner-Ville distribution[118, 119]. However, all of the methods mentioned can generate a time-frequency repre-sentation of a signal, but the representation itself is useless without further processing,e.g., the feature extraction. The advantages and disadvantages of the di�erent time-frequency representations may become more evident in the feature extraction context,and thus, the main advantages which have made Gabor �lters attractive in applicationsare addressed next.The normalized 1-d Gabor �lter can be used to extract time-frequency features, Gaborfeatures. The experimental part of this thesis utilizing the most central properties of theGabor features, reported in the publications, is mainly done in two dimensions (Publi-cation I, Publication II, Publication III, Publication IV, Publication VI, and PublicationVIII ), but here the properties are �rst demonstrated for 1-d case for simplicity. Ga-bor features of a signal ξ(t) can be generated with the normalized 1-d Gabor �lter inEq. (2.17) via the convolution
 rξ(t; f) = ψ(t; f) ∗ ξ(t) =∫ ∞
 −∞ψ(t− tτ ; f)ξ(tτ )dtτ (3.1)
 where the frequency f is included as a feature variable to the representation of the Gabor�lter. Via the convolution the Gabor �lter works as any linear �lter and the �lter responserξ(t; f) in Eq. (3.1) can be calculated at any time instant t and for various frequenciesf to extract features at di�erent times and on di�erent frequencies. The Gabor featurescan carry all signal information, but in a di�erent form since an arbitrary amount of theoriginal signal can be recovered from the �lter responses as reported by Bastiaans forthe Gabor expansion [6, 8, 9]. In addition to this reconstruction property, operations toperform a deformation, such as translation and scaling, independent detection of signalevents can be established.
 3.1.1 Translation property
 The �rst and most obvious use of the time-frequency representation is to detect timevarying changes in the frequency content of a signal. The changes can be temporalshort duration events or static events which last over a particularly long duration. Thedivision to the temporal and long-lasting events is not of importance but the change itselfin the frequency content is important. Such salient events can, for example, be the heartbeat pulses in ECG signals [84], phonemes in speech [138], mechanical fault impulses inmachinery diagnostics ([156], Publication V, Publication VII ), and in general, transientsub-parts of signals [48]. The time varying changes are undoubtedly important features inmany problems since they provide information of the instantaneous content [25, 33, 48].There are many successful applications utilizing di�erent time-frequency features and itis not probable that the Gabor �lters would be superior in every application, but theutilization of the uncertainty principle can always be used as a starting point providingthe highest reachable resolution jointly in time and frequency. If the bandwidth orbandwidths of an event to be inspected are known, the smallest time window for thedetection of the event can be de�ned by the uncertainty principle. If the time axis is
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 tightly covered with the windows and overlap of them is su�cient, an event in an arbitraryposition will always fall on the e�ective area of some of the windows. On this basis atranslation invariant search can be established for the Gabor features. The translationproperty is one of the central properties used with Gabor features and it generally holdsfor all time invariant systems.For the 1-d Gabor feature in Eq. (3.1) and a translated version ξ1(t) of some signal ξ(t),
 ξ1(t) = ξ(t− t1) (3.2)
 it can be shown that
 rξ1(t; f) =∫ ∞
 −∞ψ(t− tτ ; f)ξ1(tτ )dtτ
 =∫ ∞
 −∞ψ(tτ ; f)ξ1(t− tτ )dtτ
 =∫ ∞
 −∞ψ(tτ ; f)ξ(t− t1 − tτ )dtτ
 =∫ ∞
 −∞ψ((t− t1)− tτ ; f)ξ(tτ )dtτ
 = rξ(t− t1; f)
 (3.3)
 which is the translation property of the Gabor �lter allowing a translation invariant de-tection of events. The translation property is common for most linear time-frequencyrepresentations and in general it holds for functions with a continuous translation pa-rameter.
 3.1.2 Scale property
 While the translation property was recognized as an advantage already in the earlieststudies of the short-time Fourier transform, the scale property did not gain any signi�cantattention until the introduction of wavelets. The scale property is an equivalence of thetransformation property but in the frequency space. To be consistent with the previouschapter, the term frequency should be used instead of scale since they are controlled bythe same parameter, f , which denotes the central frequency of the �lter, but actually thescale and frequency concepts are shown to become equivalent. The scale property was notrecognized within the Gabor functions since a linear rectangular lattice and a constantsharpness, e�ective duration, of the �lter were dominating in the time-frequency methods.The rectangular lattice illustrated in Fig. 3.1 was the same as proposed by Gabor [49]and used by Bastiaans [6, 8, 9] and it has had a strong impact on the development ofGabor analysis [42]. Actually it is exactly this selection of parameters that makes Gabor�ltering merely a special case of the short-time Fourier transform rather than a time-scale method [36]. In a division of the mathematical properties of the spaces and framesboth, the Gabor �ltering and the wavelet transforms, belong to the Lie group where amore strict subdivision puts the short-time Fourier transforms in the Weyl-Heisenberggroup and the wavelets in the �ax+b� (a�ne) group [36, 42]. The name coherent states,denoted by the small circles in Fig. 3.1, is adopted from physics where the time-frequencyspace is often referred to as a phase space [36].
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 Figure 3.1: Rectangular lattice indicating spacing of Gabor functions ψ(t− na; mb) intime-frequency plane.
 If the sharpness α in the Gabor function in Eq. (2.11) is selected to be constant andnot dependent on the frequency f , the envelope size of the Gabor �lter is the sameregardless of the frequency f , that is, there are more waves inside the �lter envelope onhigher frequencies; �lters do not represent scale information and f cannot be interpretedas the scale. That is the case with most short-time Fourier transform approaches andalso the original form of the Gabor expansion. The representation was strongly arguedby Daubechies who claimed distinct advantages for the a�ne group as compared to theWeyl-Heisenberg group [36]. However, it does not have to be necessarily the case with theGabor functions and a condition moving the Gabor functions toward the a�ne group wasmade by connecting the sharpness α, denoting also the wavelength, and the frequency fas shown in Eq. (2.13) [55], a condition which is applied in the given form of the Gabor�lter. In the forms in Eqs. (2.17) and (2.18) the �lters are scaled versions of each otheras in the a�ne group; the �lters extract exactly the same information but in di�erentscales, f denoting the scale parameter. Before a scale property of the Gabor �lterscan be utilized in scale invariant detection, the rectangular lattice structure is typicallydiscarded and spacing of the frequencies f must be selected in a more proper manner.For a scaled signal
 ξ2(t) = ξ(at) (3.4)
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 it holds for the �lter response that ([55])
 rξ2(t; f) =∫ ∞
 −∞ψ(t− tτ ; f)ξ2(tτ )dtτ
 =∫ ∞
 −∞ψ(tτ ; f)ξ2(t− tτ )dtτ
 =∫ ∞
 −∞ψ(tτ ; f)ξ(at− atτ )dtτ
 tτ = atτ dtτ =dtτa
 ⇒∫ ∞
 −∞ψ(tτ ;
 f
 a)ξ(at− tτ )dtτ
 = rξ(at;f
 a) .
 (3.5)
 The interpretation of the above result, well known for the wavelets, is straightforward:a response for a signal is the same as the response of a similarly scaled �lter for ascaled version of the signal. The result itself holds in the rectangular lattice as well,but to maintain homogeny spacing between the scales a logarithmic relation between thefrequencies f must be established ([21, 36, 55] and Publication VIII )
 fk = c−kfmax, for k = 0, . . . , m− 1 (3.6)
 where fmax is the maximum frequency used and c is the frequency scale factor. Someuseful values for c include c = 2 for octave spacing and c =
 √2 for half-octave spacing.
 A logarithmic spacing of the frequencies is illustrated in Fig. 3.2 where there is a log-arithmic frequency lattice marked by the small circles and examples of logarithmicallyspaced Gabor �lters. It should be noted that now �lters on lower frequencies spreadover a substantially larger time duration than �lters on high frequencies, and thus, thelogarithmic relation can be re�ected also to the time domain spacing of the functions aswith the wavelets (marked circles and ellipses in Fig. 3.2) [36, 92, 133].
 It is interesting that the logarithmic spacing did not receive attention in the Gaborexpansion research until the wavelets were introduced. With the given condition and thelogarithmic spacing the Gabor expansion can be considered a multi-resolution analysismethod [36] or even a Gabor wavelet [55] despite of the non-orthogonality of the Gaborfunctions. Hitherto it seems awkward whether and when the wavelet theory [133] orthe frame theory of time-frequency methods [42] should be applied to Gabor �lteringsince the wavelet properties of the Gabor functions have only brie�y been considered[83]. Results from the �rst studies on theory encapsulating the non-orthogonal Gaborfunctions and the multi-resolution analysis, introducing framelets, has been only recentlyreported [37]. Inspired by the wavelets the time-frequency results were expanded to thescale space as in the S transform [132] or even to the joint of the three quantities time,frequency, and scale [32]. Despite the fact that the wavelet structure within the 1-dGabor �lter has mostly been neglected, similar properties have been mentioned alreadyin the �rst study of 2-d Gabors by Granlund [52] and later, inspired by the Laplacianpyramid [23] and biological evidences, in many studies (e.g. [78, 81, 113]).
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 3.1.3 Applications
 It is not a surprise that the possible application areas of Gabor �ltering are the sameas for all time-frequency and time-scale methods. However, the optimal method alwaysdepends on the application and may vary even though some automation can be appliedto the selection [122, 123]. Sometimes it is only the analytical, di�erentiable form of theGabor �lter that makes it attractive to the applications. Publication V and PublicationVII describe an application for detection of bearing faults in electric motors based on thefrequency content of the stator current. Generally many faults are impulse-type shortduration events whose occurrence time can be detected from the time-frequency repre-sentation, but in many systems, such as in motors containing rolling elements, signalsare periodic and faults may also be seen in the global frequency content. The proposedapproach in Publication V and Publication VII uses the global frequency content andthe Gabor �lter mainly contributes to the mathematical simplicity when features areextracted and optimized to maximize the discrimination between two types of signals.However, the given method can be extended to utilize time information, which is bene�-cial in the segmentation of the stationary parts from the quasi-stationary stator currentsignal [156]. The wavelets have been used in similar problems and also in short durationfault detection, but often only the translation property is utilized and similar events arenot searched for over the scales [86, 87, 116]. Studies of the Gabor expansion for ex-tracting the short duration events, signal transients, etc., can be applied to the featureextraction with the Gabor �lters as well [25, 48]. The time-frequency representation mayalso be used to remove noise from the signal [25, 153] and in some cases a system identi-�cation can be improved using a chirp signal and a pre�ltering step with time-frequency�lters [153].The use of the scale property to search events in time and scale is rarely used in 1-d signalprocessing, but it will be revisited in the next section for 2-d images. One application
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 where events are inspected in di�erent scales is the detection of ECG signal characteristics[84]. If image processing is the main application of 2-d Gabor �lters, speech processingcannot be bypassed in the context of 1-d Gabor �lters. The human hearing system seemsto consist of nerves that have an organization of the logarithmic frequency scale and avarying bandwidth very similar to those shown in Fig. 3.2 [121]. Since the sound itself isconveniently processed, synthesized and analyzed, using the sinusoidal waves [95] and thebiological sensors describe similar characteristics as the Gabor �lters, it is not a surprisethat the time-frequency features obeying the logarithmic scale have been so successful inspeech processing [51, 91, 138].
 Of the given application examples Gabor �lters are used only in Publication V, Publi-cation VII, and [156], but there is no evidence that Gabor �lters cannot be used as onegeneral feature extraction framework in all of the mentioned applications by utilizing thetranslation and scale properties.
 3.2 Space�frequency features of 2-d signals
 Many of the 1-d methods and theories of time-frequency signal processing can be gen-eralized to 2-d signal processing, but especially in image processing Gabor �lters havereceived a considerable amount of attention. The groundwork in image processing wasmade in the late 70's and early 80's �rst by Granlund, who initiated the idea of a gen-eral image processing operator [52], and in a continuum connected to the uncertainty byWilson and Knutsson [71, 145, 147]. Their contemporary John Daugman participatedin an active vision system research group and became known to the image processingcommunity for his studies claiming the 2-d Gabor �lter as an accurate model of a simplecell in the striate cortex belonging to the mammalian visual system [38, 39], undoubtedlythe reason for the great impact of Gabor research in image processing. Motivated bythe physiological �ndings Porat and Zeevi were the �rst to introduce a scheme for objectrecognition consisting of a set of Gabor �lters with properly selected parameters [113].It is an interesting detail that Daugman and contemporaries who were well aware of thereceptive �eld pro�le of the simple cell employed the Gabor expansion and biorthogonalswhile it is the Gabor �lter itself which resembles the simple cell receptive �eld pro�le[39, 113]. Since the foundations of the Gabor �lters in feature extraction have been es-tablished, they have been successfully used in many applications, especially in textureanalysis and face recognition. Lately more theoretical works have contributed to Gaborresearch by studying the �lters in the context of wavelets [83].
 The normalized 2-d Gabor �lter in Eq. (2.22) can be used to extract space-spatial-frequency features as demonstrated in the experiments in Publication I, Publication II,Publication III, Publication IV, Publication VI, and Publication VIII. The feature extrac-tion can be done via the convolution as
 rξ(x, y; f, θ) = ψ(x, y; f, θ) ∗ ξ(x, y)
 =∫ ∫ ∞
 −∞ψ(x− xτ , y − yτ ; f, θ)ξ(xτ , yτ )dxτdyτ
 (3.7)
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 3.2.1 Physiology of vision
 It seems that in 1-d signal processing the Gabor functions are mostly applied via theGabor expansion, but in 2-d processing Gabor �ltering has received much more attention.For 1-d signals this can be partly explained by an active use of other time-frequencymethods and for 2-d signals one dominating reason to prefer Gabor �lters over otherpossible features has been correspondences found in the physiology of mammalian vision.The physiology claim has promoted Gabor �lters and they have been very popular infeature extraction from 2-d images, especially in texture analysis and face authentication,which will be reviewed later. The relevance of these considerations is not emphasized inthis thesis but the reasoning is rather based on present theory and achieved properties ofthe Gabor �lters. Still, a short introduction to the topic is here covered for consistency.The following is mainly based on Palmer's book giving a comprehensive introduction andreferences to the latest results [108].The vision system is based on a complex, loosely layered, feedback structure wherespecialized cells in the retina and brain process and transmit the visual information.The Gabor �lters are related to one speci�c type of specialized cells, simple cells, inthe striate cortex of the brain as the �lters resemble the receptive �eld pro�le of simplecells. Even if the receptive �eld pro�le is taken as meaning the exhibitive and inhibitivespatial areas in the visual �eld of an eye, the simple cells are not directly connected tothe photo receptive cells in the retina. Actually there are several layers of di�erent kindsof cells already in the retina and correspondingly the responses of the simple cells arepassed to upper level cells, such as complex cells, in the striate cortex. This kind ofstructure can be seen as a chain of processing elements which combine information fromthe preceding layer and provide more re�ned and informative input to the next processinglevel. Still, by measuring directly the receptive �eld pro�le and not in correspondence tothe previous layer an insight can be gained for a better understanding of the mnemonicsignal events that stimulate our brains. It should be noted that responses of some cellscannot be simulated using static structures, and furthermore, some connections maybypass layers, and some connections in the brains even provide feedback from the upperlayers. There has been intensive research on the physiology of vision, but at least in theimage processing community the most referenced paper seems to be the one by Daugmanwhere he presented a picture of the measured receptive �eld pro�les of the cat's simplecells and showed the signi�cant accuracy of the Gabor �lter to embody the cat's simplecell [38]. Daugman also considered the parameters of the Gabor �lter from the point ofview of the physiology: quadrature phase relation of the real and imaginary components,frequency and orientation bandwidths, octave frequency spacing, and equal orientation ofthe Gaussian and sinusoidal. The Gabor �lter is evidently a too simple model to explainall the details of the simple cells, but it does at least provide an approximate model tobe used in simulations of parts of the visual system. Computational models that couldsimulate the physiology of the mammalian visual system are of great interest for researchin many di�erent �elds [14, 102, 107].In addition to the physiological �ndings, one interesting aspect is also the rules or costfunctions that could explain the solutions provided by the evolution. This holds forthe organization and structure of the visual system as well; what kind of computationalmodel could mimic the strategies employed in the evolution or learning in the visualsystem; what are feature extraction tasks where the simple cells would be optimal. For
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 example certain statistical methods, roughly similar to principal component analysis(PCA) and independent component analysis (ICA), have been proposed and they seemto �nd some kind of sparse codes for the natural images. The principal componentsseem to resemble global oriented frequencies and independent components local orientedfrequencies, similar to Gabor �lters [103, 104, 105]. In these speci�c cases the necessityof the sparse codes have been argued since the number of cells is actually much largerthan the size of the input [5], but further studies may provide answers to more intriguingquestions, such as what is the function of our visual system.
 3.2.2 Translation, scale, and rotation properties
 Feature extraction from 2-d signals to capture events, for example, to detect or recognizeobjects in images, is a challenging task since events may vary in many ways in theirpresence. Even if considering only rigid objects, objects may be translated to any spatiallocation, rotated to any orientation, and scaled to any size. In general, a system whichtolerates all these variations is referred to as geometrically invariant. Invariance is notnecessarily a property of a feature but a feature space. 2-d Gabor �lter based structurescapable of translation, rotation or scale invariant searches of objects have been intro-duced, but hitherto it seems that Publication IV is the �rst one directly utilizing allthe properties in invariant search of objects. In general, any object recognition methodhaving a su�cient degree of robustness can be used in the geometrically invariant detec-tion by searching objects in a standard pose and by rotating and scaling input images.This would work for Gabor features as well without any further consideration of invari-ance properties, but it may however require much more computational resources thanby applying the existing invariant properties. The most well-known method utilizinginvariant properties of Gabor features is probably the one introduced by Buhmann et al.[22], where the scale and rotation properties are used to estimate the size and pose of aknown object and then a labeled graph based spatial search is applied to a correspond-ingly normalized image [151]. Besides the translation property, also the scale propertycan be directly used in the search [21], but due to the computational complexity of thelabeled graph matching the initial estimation provides more attractive results [151]. Thetranslation property is the one which is at least implicitly used in the most studies, e.g.,segmentation of textures [18, 44] and as already mentioned in the face localization bylabeled graph matching [22, 78, 149]. Filter structures for scale invariant object recogni-tion have also been introduced already in the earliest papers (e.g. [113]), but have rarelybeen explicitly utilized in object detection ([21], Publication IV ). It should be noted thatthe Gabor �lter responses are robust against a certain degree of distortions, and thus,methods may perform accurately in only coarsely same object scales and orientations[22, 115, 148, 149]. Filters tuned on highest frequencies are scale invariant represent-ing image edges whereas lower frequencies are tightly tied to the size of an object, e.g.,fundamental frequencies in Publication II.The translation and scale properties of the Gabor features derived in one dimension can begeneralized also to two dimensions. In addition, in order to search objects in the presenceof geometric manipulations, one have to cope with a new variant, the orientation, whichhas no analog in one dimension. A rotation property which can be used as the previouslyde�ned translation and scale properties has not been utilized in most studies since forexample the rotation invariance is not usually preferred in the texture segmentation. The
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 e�ect of the rotation of an object on the �lter responses has been studied in line detection[28], but �rst introduced in a more general form by Würtz from Buhmann's group [151]and derived from that as a simple response matrix shift operation by the author in [77]and Publication VIII and by others in [109].A rotated version ξ3(x, y) of a 2-d signal ξ(x, y), an image, rotated anti-clockwise arounda spatial location (x0, y0) by an angle φ can be written as
 ξ3(x, y) = ξ(x, y)x = (x− x0) cos φ + (y − y0) sin φ + x0
 y = −(x− x0) sin φ + (y − y0) cos φ + y0
 (3.8)
 The �lter response using Eq. (3.7) for the rotated image is
 rξ3(x0, y0; f, θ) =∫ ∫ ∞
 −∞ψ(x0 − xτ , y0 − yτ ; f, θ)ξ3(xτ , yτ )dxτyτ (3.9)
 which is in terms of the rotated parameters
 rξ3(x0, y0; f, θ) =∫ ∫ ∞
 −∞ψ([(x0 − xτ ) cos θ + (y0 − yτ ) sin θ] , [−(x0 − xτ ) sin θ + (y0 − yτ )cosθ])
 ξ([(xτ − x0) cos φ + (yτ − y0) sin φ + x0] , [−(xτ − x0) sin φ + (yτ − y0) cos φ + y0])dxτdyτ
 (3.10)
 and can be rewritten by changing the integration axes to (x′τ , y′τ ) which are correspond-ingly rotated clockwise around the point (x0, y0) by the angle φ
 ∫ ∫ ∞
 −∞ψ(xτ , yτ ; f, θ)ξ(x′τ , y′τ )dx′τdy′τ
 xτ = (x0 − x′τ ) cos(θ − φ) + (y0 − y′τ ) sin(θ − φ)yτ = −(x0 − x′τ ) sin(θ − φ) + (y0 − y′τ ) cos(θ − φ)
 (3.11)
 It is easy to notice that the previous form equals to∫ ∫ ∞
 −∞ψ(x0 − x′τ , y0 − y′τ ; f, θ − φ)ξ(x′τ , y′τ )dx′τdy′τ
 = rξ(x0, y0; f, θ − φ)(3.12)
 Finally, utilizing the translation, scale, and rotation properties of the 2-d normalizedGabor �lter responses it can be concluded that for a 2-d signal ξ′(x, y) which is translatedfrom a location (x0, y0) to a location (x1, y1), scaled by a factor a and rotated anti-clockwise by an angle φ around the location (x1, y1) it holds that
 rξ′(x1, y1; f, θ) = rξ(x0, y0;f
 a, θ − φ) (3.13)
 which is a central result for a rotation, scale, and translation invariant search of objectsin images ([151], Publication VIII ).
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 3.2.3 Simple feature space
 Hitherto only a single �lter and its invariance properties have been considered, but inpractice, applications utilizing only a single �lter are unusual (e.g. [137]) and it is morecommon to combine the responses from several �lters. However, as the number of the�lters increases, the computational and space complexities increase by at least a linearfactor and for many cases by a factor of a higher degree polynomial (e.g. in PublicationIV ). It seems that the trade-o� of using more features is the increasing complexity.The Gabor features in Eq. (3.7) are calculated at �nite sampling points of the �lterparameters, spatial coordinates (x, y)i, frequencies fj , and orientations θk, and to performan e�cient computation and store features within a reasonable space the indices i, j, andk should run over as small number of elements as possible. The features based on theGabor �lters represent a 2-d signal as a grid in a four dimensional feature space. Theadvantages of the higher dimensional representation are the simple operations for aninvariant search of objects. A proper sampling grid and invariant search operations havenot been introduced to cover all the �lter parameters but only discussed in several studies(e.g. in [113]) due to the complex interconnections of the parameters, e.g., a scale changea�ects the spatial coordinates not only the frequency. Nevertheless, a simple featurespace is introduced in Publication VIII and successfully applied to the face detectionapplication in Publication IV and Publication VI. The feature space is reviewed next asit provides a basis for development of more general feature spaces.
 First, one crucial condition must be relaxed to simplify analysis in this stage; the giventranslation, scale and rotation properties guarantee that the responses are equal butcorrespondingly shifted in the feature space, which is obviously a relevant result only ifthe geometric manipulation is the same as the sampling step between the parameters oftwo �lters, but does not prove anything if the manipulation falls somewhere between.This condition will be reassessed later when the shiftability concept is considered.
 A signi�cant simpli�cation made in the proposed feature space in Publication VIII isthe use of only one spatial location (x, y) to represent an object. The assumption isjusti�ed if the objects are simple or at least their appearances in feature space are dis-tinguishable from each other. This is not the case with, for example, the human faces,but seems to hold between salient sub-parts, such as nostrils, eyes, mouth corners, etc.It should be noted that the e�ective width of the Gabor �lters spread over a consider-ably larger area than one point, the exact size depending on the sharpness (bandwidth)factors γ and η. In addition, many �lters in one location tuned to various frequenciesand orientations span a sub-space which has an accuracy which decreases from the �lterorigin. This is demonstrated in Fig. 3.3 where an original facial image is reconstructedusing �lter responses from 10 locations and four orientations and �ve frequencies. Thereconstruction from a few �lters can be further improved by optimization [73] but evi-dently �lters capture information from a larger area than just the one point for whichthey are computed. If given objects can be distinguished using the responses at a singlespatial location, a translation invariant search can be performed by simply inspectingthe responses at every possible location. This is the approach proposed in many studiesand for a computational improvement the complexity can be drastically decreased byutilizing a non-uniform sampling scheme which is more dense near the region of interest[112, 113, 158]. Non-uniform sampling raises a new problem since the region of interest
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 must �rst be found and for which task heuristic algorithms, such as the saccadic search[131] or hierarchical search [151], can be useful.
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 Figure 3.3: Example of local reconstruction using �lter responses at 10 di�erent loca-tions: (a) used �lters; (b) original image; (c) reconstruction.
 If only one location is searched and the frequencies are drawn from the logarithmic scalein Eq. (3.6), the search can be done independently in the scale and location as objectsappear the same in the feature space [113]. To search objects over various rotations the
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 �lter orientation angles can be drawn from
 θk =k2π
 n, k = {0, . . . , n− 1} (3.14)
 but since for real signals the responses at [π, 2π[ are 90◦ phase shifted from responses on[0, π[ it is usual to compute responses only for the half plane
 θk =kπ
 n, k = {0, . . . , n− 1} (3.15)
 as illustrated in Fig. 3.3(a). Due to the symmetry of the responses Eq. (3.15) is particu-larly valid if the magnitude information is used [44, 52].Now, by using the �lter responses in Eq. (3.7) at location (x0, y0) with the parametersdrawn from Eq. (3.6) and Eq. (3.15) a feature matrix G can be constructed as
 G =
 r(x0, y0; f0, θ0) r(x0, y0; f0, θ1) · · · r(x0, y0; f0, θn−1)r(x0, y0; f1, θ0) r(x0, y0; f1, θ1) · · · r(x0, y0; f1, θn−1)
 ...... . . . ...
 r(x0, y0; fm−1, θ0) r(x0, y0; fm−1, θ1) · · · r(x0, y0; fm−1, θn−1)
 (3.16)
 Operations for rotation and scale invariant searches of objects can be de�ned as thecolumn-wise circular shift of the response matrix corresponding to the rotation of theobject around the location (x0, y0) and a row-wise shift corresponds to the scaling ofan object by a factor c (see Eq. 3.6, Publication VIII ). Furthermore, an illuminationinvariance can be achieved by normalizing the feature matrix.
 3.2.4 Applications
 Gabor features in some form have been used in many applications, but there are twoimportant application areas which have had a major impact on the development andresearch of Gabor features on a practical basis: texture segmentation and face recognition.On the other hand applications requesting invariance over all, translation, scale, androtation, are very few, which is evident since, for example, in discrimination of textures noinvariance is preferred and in face recognition images usually contain only small alignmentvariation. However, in many applications the robustness, distortion and noise tolerancesexamined in Publication I and Publication III, are bene�cial.Textures as statistical and structural patterns are a promising application area for Ga-bor �lters. Textures can often be simpli�ed to a set of oriented localized narrow bandfrequencies [18] and discrimination always involves spatial, frequency, and orientationinformation. A texture is typically classi�ed to a di�erent class if frequency or rotationparameters di�er, and thus no invariance is assumed. The �rst Gabor reference relatedto textures seems to be in 1985 when Caelli and Moraglia experimented the human ob-server's ability to discriminate simple textures generated by Gabor functions [24]. Later,inspired by the work of Caelli and Moraglia, the �rst study of automatic texture anal-ysis was made utilizing the response magnitudes in discrimination and segmentation ofdi�erent arti�cial textures [44]. In the same study an optimistic comparison between the
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 method and human observers was conducted, but with poor correlations. It became evi-dent that phase information is also important in the segmentation and after several minorstudies the �rst more comprehensive treatment of Gabor �lters in texture analysis wasmade by Bovik, Clark, and Geisler [18]. They inspected the response of the Gabor �lterin detail for a simple texture model and pointed out the necessity of both amplitudeand phase information for discrimination. For a more complex segmentation problemwhere an unknown number of unknown textures must be segmented Jain and Farrokhniaprovided a complete algorithm based on features formed from the real part of the Ga-bor �lters [61]. Jain and Farrokhnia were the �rst to address one crucial problem, howto select a set of �lters, and they choose a strategy where �lters providing the maximalamount of reconstruction information were selected iteratively with a well lower-boundedsolution by a statistical measure. In addition, the �lter responses were subjected to anonlinear transformation. Following their research selection of the transform type hasbeen a research subject in its own right [54]. Jain's method was particularly successfuland he reused it in several other applications, e.g., in object detection [62] and locatingaddress blocks on envelopes [63]. The problem of �nding an optimal set of �lters, maxi-mizing discrimination and segmentation accuracy, has been among the central topics intexture analysis. The problem can be more easily formulated and solved if there are twoknown textures [41, 144], but in a more general case where there is no a priori informa-tion, textures are not known or the number of textures is unknown, more complicatedapproaches are involved [15, 20, 134, 137]. A comparison of some of the methods canbe found from [30]. As originally introduced by Jain, post-processing of the �lter re-sponses is also an important consideration. In most of the methods the responses are atleast smoothed in the spatial domain, but also non-linear post-processing methods, suchas transfer function [61, 69], complex moments [13], and grating cells [74], have beenproposed to improve the quality of the features for discrimination. Comparison of theproposed non-linear post-processing methods can be found from [54]. By applying rota-tion invariant post-processing [79] or constructing an orientation insensitive �lter froma combination of Gabor �lters in di�erent orientations [159] rotation invariant discrim-ination of textures can be also achieved. Textural Gabor features can be used also foran e�cient search in textural databases [93]. Texture segmentation is a di�cult yet veryimportant task in many image analysis or computer vision applications and the goodresults achieved utilizing Gabor �lters encourages exploration of the proposed techniqueswhenever the texture segmentation is needed.
 In face detection and recognition based on Gabor �lters typically a set of �lters is selectedto represent salient sub-parts of faces and various approaches are applied to describespatial relationships between these sub-parts. An approach with a strong impact on laterresearch was the one initiated by Buhmann, Lange and von der Malsburg by introducinga dynamic link architecture [22]. In the dynamic link architecture objects, faces, arerepresented by sparse graphs, whose vertices are labeled by a multi-resolution description,a set of Gabor features called a Gabor jet, and whose edges are labeled by geometricaldistance vectors. The object recognition can be formulated as elastic graph matching byoptimizing a matching cost function [22, 78]. Variations of this architecture have beengiven in several studies [73, 82, 115, 126, 136, 149]. The dynamic link architecture hasspurred researchers to evaluate reasons why some parts of faces are more important [68].A method comparable to those for texture segmentation was proposed by Lampinen andOja, where unsupervised clustering was used to specialize features and generate a feature
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 map, and a feature histogram was used for recognition [81]. In the most recent studiesnovel methods have been proposed for face detection and recognition in the presence ofvarious disturbances and distortions [4, 88, 109, 128, 131]. One of the most promisingmethods is the one introduced by Park and Yang [109], where the same rotation invariantsearch as in Publication VIII and originally in [77] is used. The method in Publication IVdeveloped by the author represents an approach, which directly utilizes all the translation,scale, and rotation properties of Gabor �lters. The method acts as a pre-processing stepto the face detection system, which provides a geometrically invariant detection of faces(Publication VI ). Using the system in Publication VI faces can be accurately alignedand any of the existing face recognition methods can be applied.Gabor �lters have moreover been used in detection of edges [96, 98] (detailed analysis in[96]), junctions from curve shapes in the feature space [28], object dimensions (PublicationII ), and curvatures [27]. Their frequency tuning property has been utilized in �ngerprintimage enhancement [60, 154] and, an interesting detail, they have been used in detectionof simple objects in infrared images [143] decades after Casasent introduced an opticalsolution of the same recognition scheme (e.g. in [26]). One notorious application is theextremely accurate authentication system utilizing Daugman's iris code generated fromGabor responses to an eye iris image [40]. Gabor �lters seem to receive credits in manydi�erent type of applications, and thus, perhaps Granlund's idea of the general imageprocessing operator was not too optimistic at all [52].
 3.3 Similarity measures for Gabor features
 One important consideration with any type of features is how to to compare them, i.e.,how to establish a proper similarity measure. Often features, such as responses extractedusing the Gabor feature matrix in Eq. (3.16), are extracted from prede�ned object loca-tions in training images and trained to a selected classi�er, which learns internal Gaborfeature representations of object classes. If the training is successful the classi�er canbe used to detect and recognize objects in new unseen images. The classi�er may notdirectly depend on any chosen similarity measure. However, since almost all classi�ershave implicit assumptions of their input and target domains, the structure and behaviorof a feature space must be analyzed in order to achieve reliable and accurate results.Often it is desired that features should smoothly vary among examples of a speci�c classto form a clear feature cluster or clusters in the feature space, e.g., in the face detec-tion approaches by Lampinen et al. [80, 81] and in Publication VI. However, it is notuncommon that a method is directly based on a similarity measure, such as the facedetection and recognition methods by Lampinen et al. [82], Park and Yang [109], andBuhmann's group [22, 78]. In these methods, success of the recognition clearly dependson the selection of a similarity measure, which again depends on behavior of features inthe feature space.Since Gabor �lter is sensitive to both magnitude and phase, its response typically oscil-lates on a frequency related to the �lter frequency f and local image frequencies. Theoscillation makes the object search by similarity maximizing a di�cult task. This isthe case for example in the labeled graph matching algorithm which is based on thecomparison of Gabor jets [22]. A Gabor jet is a vector of Gabor �lter responses ondi�erent frequencies and orientations that corresponds the feature matrix in Eq. (3.16)
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 reshaped into a vector form. The di�culty of comparing jets is demonstrated in Fig. 3.4,where is shown the similarity value map between �lter responses in the left eye centerof the facial image in Fig. 3.3(b) and its neighborhood (dark values denote high similar-ity). The rapid oscillation (Fig. 3.4(a)) is due to the phase di�erences in responses ofadjacent pixels, and thus, response magnitudes behave more smoothly as illustrated inFig. 3.4(b) providing a more robust similarity measure than the Euclidean distance ofcomplex numbers [22, 78]. It should be noted that the oscillation is much more intensiveon high frequencies (Figs. 3.4(c) and 3.4(c)).
 (a) (b)
 (c) (d)
 Figure 3.4: Distance map between Gabor �lter response vectors (Gabor jets) in the lefteye center and its neighborhood (f = 1
 3, 16, 112
 , 124
 , θ = 0, π4, π
 2, 3π
 4) (a) Euclidean dis-
 tance of complex responses; (b) Euclidean distance of response magnitudes; (c) Euclideandistance of complex responses on the highest frequency ( 1
 3); (d) Euclidean distance of
 complex responses on the lowest frequency ( 124
 ).
 There are several problems related to the Euclidean distance itself. The value of theEuclidean distance depends on the magnitudes and is thus very sensitive to illumination
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 changes. The e�ect of illumination can be suppressed by normalizing the responses. Thenormalization can be applied separately to �lters on di�erent frequencies [22], which ismotivated by the fact that the power spectrum of �natural images� has more energy onlow than on high frequencies [78]. After normalization the Euclidean distance providesa proper similarity measure ([77, 109], Publication II, Publication III ), but since rela-tionships of responses are considered more informative than single magnitudes the dotproduct representing a projection between two vectors is typically used as a similaritymeasure having a convenient similarity value between 0 and 1 [78]. Unfortunately the nor-malization is not harmless either; it emphasizes small responses generated, for example,by noise on a constant background, that typically increases the number of false alarms.The e�ect of small responses, which are considered non-informative, can be reduced byapplying non-linear terms into the similarity measure based on the dot product [21, 22]or eliminated by neglecting locations where the responses are too small ([148, 151], Pub-lication IV ). In addition, for small values of sharpness parameters γ and η in Eq. (2.22),the �lter envelope may have a signi�cant overlap over the zero frequency (violation ofthe restriction in Eq. (2.36)), in which cases the removal of zero response is typicallyused [21, 82, 151]. In practice, stability of low frequencies (e.g. 3.4(d)) can be utilized ina hierarchical object localization scheme where a coarse localization is performed on lowfrequencies and re�ned using high frequency information [21, 151].
 The phase sensitivity produces the oscillation in Gabor �lter responses, but it also pro-vides information of a more accurate location of objects. Thus, to improve the abovesimilarity measures, also the phase information must be included. Malsburg's researchgroup has proposed several similarity measures combining the magnitude and phase[136, 148, 149, 151]. The proposed similarity measures are originally based on disparitymeasures for binocular camera systems [43, 135] and are most useful when objects in im-ages are roughly in the same scale and orientation. The proposed similarity measures arebased on local phase di�erence estimates and stability conditions of phase information[43, 135, 148]. Lately, Lampinen et al. have proposed a similarity measure based on anad hoc conditional likelihood distribution of �lter responses [82].
 In Fig. 3.5 there are shown examples of complex Gabor �lter responses for real objectsused in Publication IV and Publication VI. In Fig. 3.5 are plotted �lter responses fromleft and right eye centers, which should be roughly symmetric, on two frequencies at zeroorientation. Complex responses in Figs. 3.5(a) and 3.5(b) form an approximate Gaussianclusters, which assumption has been used in the classi�er selection in Publication IV andPublication VI. The phase warping a�ects a discontinuation to the classes as shown in themagnitude-phase images in Figs. 3.5(c) and 3.5(d). From Figs. 3.5(c) and 3.5(d) it can beseen how the phase variation decreases on lower frequencies. In addition, the robustnessand stability of phase information increases for small values of sharpness parameters(wider bandwidth).
 Furthermore, the shift operations in Publication VIII can be included to similarity mea-sures, e.g., to establish a rotation invariant similarity measure [77, 109].
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 Figure 3.5: Gabor �lter responses in the left and right eye centers from 600 trainingimages in XM2VTS database (Publication IV ): (a) real-imaginary plot on high frequency(f = 1
 3, θ = 0); (b) real-imaginary plot on low frequency (f = 1
 12, θ = 0); (c) magnitude-
 phase plot on high frequency (f = 13, θ = 0); (d) magnitude-phase plot on low frequency
 (f = 112
 , θ = 0).
 3.4 Practical considerations
 3.4.1 General
 In order to have any but theoretical interest a method should perform stably in termsof parameters and input variation, and the computational and space complexities mustbe adequately low. A full invariant search of objects even in the proposed simple featurespace requires an exhaustive search, which is always a time demanding operation and
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 proportional to the size of the space. In such cases the feature extraction and the �lteringitself do not tend to be the the bottlenecks but a classi�cation. For example a full searchin a two dimensional image needs at least
 Image width× Image height× Row (scale) shifts× Column (orientation) shifts
 feature vectors to be classi�ed. In practice heuristics and a priori information mustbe incorporated in order to reduce the computing time, e.g., in Publication IV andPublication VI face evidences can be searched only over a few orientations and scales,and not in every location.Often, and no exception is made in this thesis, results are derived in the continuousdomain and directly applied in experiments conducted in the discrete domain withoutstressing any problems that may arise in the domain transform. However, it is clearthat there are several general issues that must be borne in mind in order to achievereliable results with Gabor �lters. As always in discrete representations of continuoussignals the sampling and quantization are central considerations. This holds for Gabor�lters as well and is of special importance if an accurate reconstruction is what is desired[18, 113]. The signal reconstruction is the main concern with Gabor expansion andin addition to the �lter representation, attention must be paid also for sampling andquantization of the expansion coe�cients [113]. On the other hand, in feature extractionstandard computer arithmetics are usually available, �lters are roughly of the same orderof magnitude, and in well-posed problems the distinguishing properties should not bemerely very small di�erences in the response of some �lter. In the feature extraction it isthus reasonable to relax the concern above the e�ect of sampling and quantization errors;it is highly improbable that they will have any signi�cant e�ect on performance. Muchmore essential considerations are the selection of the central frequencies fk and the sizeof the �lter envelopes controlled by γ and η.Restrictions in the discrete domain, most importantly the Nyquist frequency, may pro-hibit an accurate discrete representation of a continuous domain �lter. The �lter mustbe tuned to a positive or negative central frequency f and the sharpness values γ and ηmust be selected to prevent aliasing, i.e., �lter coe�cients should be negligible outsidethe allowed discrete frequencies ]0, 1/2[ or ] − 1/2, 0[. This problem has already beenassessed and Eq. (2.32) (1-d) and Eq. (2.36) (2-d) were given to ensure the �lter is prop-erly sampled and Eq. (2.35) (1-d) and Eq. (2.37) (2-d) to ensure that the �lter �ts in thediscrete �lter bins. The given restrictions ensure an accurate and reliable results evenwith images of signi�cantly di�erent width and height.Typically a cyclic convolution [19] is assumed in the computations and one has to beaware that this a�ects the �lter responses making them unreliable near signal ends orimage edges. To have a reliable response at a location (x, y) the e�ective area of the�lter envelope should be inside the image at that point and the minimum �lter size,Lmin = L, can be resolved from Eq. (2.35) (1-d) or Eq. (2.37) (2-d) and the responseswithin a distance
 ≤ Lmin
 2(3.17)
 from edges should be neglected.Proper construction of the �lters can be achieved and unreliable �lter responses can beavoided. Another important consideration is the selection of values for the frequency f ,
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 orientation θ, and sharpness γ and η. The selection of these values is the main problem inutilizing Gabor �lters in feature extraction since they de�ne the time-frequency divisionand the uncertainty of the extraction. While some adjustments can be made for thefrequency and orientation, the sharpness parameters γ and η are completely applicationdependent. As a rule of thumb, the �lter size should be adjusted to optimally encapsulatethe event of interest, in time and frequency. For example, in texture segmentation acircular form of the �lter (γ = η) is typically used, but to distinguish objects of di�erentdimensions a not equal aspect ratio (η < γ) provides more accurate results (PublicationII ). On the other hand, selection of one parameter can be compensated in the selection ofanother [113]. This vague nature in the selection of the parameters is one of the reasonsthat an explicit optimization of the parameters has been applied (e.g. [41, 61, 144]),but for some applications this may be impossible or at least it causes inconveniencebecause the optimization must be repeated in new situations, e.g., introduction of anew object. To be more �exible it is possible to select the �lter parameters to coverthe whole parameter space within the limits of the computing time and resolving theimportance of di�erent �lters is left to a learning system, a classi�er, which is not in thescope of this thesis. Some adjustments can be made; the frequencies can be drawn fromEq. (3.6) where the computational resources limit the number of frequencies, m, and themaximal frequency, fmax, and the scale factor, c, can be selected to cover the frequenciesof interest. Moreover, di�erent orientations can be drawn from Eq. (3.15) where theonly parameter is the number of orientations, n, which again depends on computationalresources. In practice, as many as possible �lters should be used within the limits of thecomputational resources, to extract as �ne details as possible.
 3.4.2 Shiftability
 As mentioned for e�cient computation and limited size representation of the features inEq. (3.7), the features must be calculated only for a su�ciently small number of param-eters. This is evident since the discretization of the spatial coordinates (x, y), frequencyf , and orientation θ is a four dimensional feature space. There is a trade-o� betweenthe selection of the �lter parameters and the continuity of the feature space. In otherwords, one would like to �ll the feature space as e�ciently as possible to decrease thecomputation, but at the same time the �lters should overlap as much as possible toprovide smooth behavior in situations where events fall somewhere between two �lters.This trade-o� is a known problem between orthogonal and non-orthogonal presentationssince the continuous behavior, shiftability, can be achieved only by relaxing the orthogo-nality property [47, 129]. In shiftable systems a response for any parameter value can beconstructed as a linear combination from the discrete values of the same parameter andif this holds for more than one parameter the system is said to be joint shiftable [129].The shiftability concerns are addressed also for wavelets in studies of their translationinvariance [12]. It should be noted that Gabor �lters do not meet the requirements ofexact shiftability, although they have the very bene�cial property of being well localized,which is desirable in low-level image processing [110]. In order to decrease the orthogo-nality the overlap of the �lters must be increased. The overlap cannot be accomplishedby sharpness parameters γ and η but the number of �lters must be increased to even ap-proximate the shiftability conditions. The smooth behavior, approximate shiftability, isagain a trade-o� which is achieved at the expense of computational complexity. Approxi-
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 mate shiftability is currently an unexplored property of Gabor �lters and spaces spannedby Gabor functions and only a few studies of the de�nition of approximate shiftabilityhave been made [11, 142, 157].
 3.4.3 Robustness and noise tolerance
 Robustness and noise tolerance are essential considerations for practical applications.Robustness here means the stability of the responses when conditions, such as the �lterparameters, are changed. There are many natural variations in the conditions of realapplications which cannot be exclusively covered in the method development phase, andthus, the methods bene�t if they are robust against these changes: a small change in theconditions induces only a small change in the system performance. Robustness againstvariation in the �lter parameters is addressed in Publication III where the classi�cationaccuracy is experimentally shown to smoothly and continuously change proportional tothe change of the parameter values. Robustness has been previously studied in [96]where the responses were analyzed in terms of the �lter parameters for an edge function.It can be concluded that the accuracy decreases gradually as the deviation from theoptimal parameter values increases; the phenomenon which can be assumed from theGaussian shapes of Gabor �lters in both domains. If an object is represented by di�erentexamples producing some kind of interpretable mean object and its variation, the Gaborfeatures also have some mean and proportional variation in the feature space. Suchbehavior of the features is preferred by many classi�ers producing smoothly changingdecision boundaries where the classes can be represented, for example, by multi-modalGaussian probability functions, e.g., the sub-cluster classi�er in Publication IV and aBayesian classi�er assuming the Gaussian probability function (Mahalanobis distance)in Publication V and Publication VII.Since some noises and distortions can also be described as variations of the �lter param-eters it is assumed that the behavior of the Gabor features is smooth in the presenceof noise and distortions. Furthermore, the Gabor �lters are optimally joint localized intime and frequency, and thus, distortions and noise present in distinct locations, time orfrequency, do not signi�cantly interfere with the �lter responses. Noise and distortion tol-erance is natural to Gabor �lters and it was considered in Publication I where the Gabor�lter based features perform outstandingly well in the presence of noise and distortions,namely Gaussian, salt-and-pepper and pixel displacement noise, and illumination gradi-ent distortion. Of course noise removing methods can be applied and distortions can beeliminated, but in cases where these are not known a priori the Gabor �lters still providetolerance of a high degree.
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Chapter IVApplication Examples
 The application examples in this chapter, introduced in more detail in Publication I- Publication VIII, are based on the theory presented in the previous chapters. Herethe results from the publications are brie�y reviewed and new results are presented forclari�cation.
 4.1 Induction motor bearing damage detection
 A reliable method for an automatic bearing damage detection of induction motors wouldhave a signi�cant practical impact since harmful bearing problems often occur in indus-trial and commercial motor installations [125]. Methods which are based on the statorcurrent signal would be especially attractive since they do not require additional instru-mentation of measurement devices. The contemporary methods are based on the physicalmodel of bearing damage characteristic frequencies (e.g. [124]). However, in industrialenvironments there are many factors which may make the detection on the characteristicfrequencies impossible. For engineers in this �eld it would be bene�cial to have a moregeneral diagnosis tool which could be used to �nd frequencies and bandwidths wherediscriminative information between normal and failure conditions is present.
 In Publication V and Publication VII is proposed a simple signal diagnosis method basedon Gabor features. The method uses signal content on a frequency band as a feature andthe level of discriminative information is measured by the standard �rst- and second-order statistics. In this particular case any band pass �lter can replace the Gabor, but inthe most popular approaches for the automatic bearing damage detection Gabor �ltersare preferred due to their useful properties in the preceding steps of classi�cation, e.g.,segmentation of stationary parts from stator current [156].
 Two sets of signals, xk(t) and yk(t), represent examples from two classes, C1 and C2,respectively. The sub-index k denotes a measurement number, k = 0, 1, . . . , N1 − 1 forC1 and k = 0, 1, . . . , N2 − 1 for C2. Total power of a band-pass �ltered signal can be
 57
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 used as feature ∫ ∞
 −∞|ψ(t) ∗ xk(t)|2dt and
 ∫ ∞
 −∞|ψ(t) ∗ yk(t)|2dt (4.1)
 and the discrimination capability on the pass band can be measured based on �rst-andsecond-order statistics. The �rst-order measure utilizes only the feature mean values
 µx = E
 [ ∫ ∞
 −∞|ψ(t) ∗ xk(t)|2dt
 ]
 µy = E
 [ ∫ ∞
 −∞|ψ(t) ∗ yk(t)|2dt
 ] (4.2)
 and the second-order measure, assuming the normal distribution, also variances
 σ2x = E
 [ (∫ ∞
 −∞|ψ(t) ∗ xk(t)|2dt− µx
 )2]
 σ2y = E
 [(∫ ∞
 −∞|ψ(t) ∗ yk(t)|2dt− µy
 )2] (4.3)
 In the proposed method, the �rst-order statistics discriminative energy function is
 E1 =12
 (µx − µy)2 (4.4)
 and the second-order statistics discriminative energy function, based on the Fisher'sdiscriminant ratio, is
 E3 =12
 ((µx − µy)2
 σ2x + σ2
 y
 )2
 (4.5)
 The values of discriminative energy functions and classi�cation results of Bayesian classi-�er with a normal distribution probability density function and equal priories are shownin Figs. 4.1 and 4.2 for a set of real measurements. From the experiments it is evident thatthe �rst-order statistics (E1) do not provide su�cient information, but at least second-order statistics must be used. The results in Fig. 4.1 are from the experiment, whereno load is connected to motors, bearings are large, and the failure is big, thus providingfavorable conditions for presence of the characteristic frequencies. E1 emphasizes onlythe motor supply frequency, but E3 has its maximum on the �rst harmonic of the dam-age characteristic frequency (202Hz, Fig. 4.1(b)). It can be assumed that stator currentsignal on the actual characteristic frequency (101Hz) is saturated by other frequencyfactors of a rotating motor. The Bayesian classi�cation yields its maximal accuracy alsoat the same band (Fig. 4.1(c)).For more realistic data, where a load is connected to motors and a�ecting various distur-bances, the results are quite di�erent (Fig. 4.2). Other disturbance factors spread overa wider spectrum, and thus, the characteristic frequency and its several �rst harmonicsprovide almost the same discriminative information (Fig. 4.2(b)), but the classi�cationresults on any of them is signi�cantly worse than in the previous experiment. This resultindicates that the characteristic frequency and its �rst few harmonics will be distorted
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 Figure 4.1: Discriminative energy functions and Bayesian classi�cation accuracy forstator current signals of induction motors with large bearings (minimum internal clear-ance 30µm), big bearing failure (5mm hole), and without load (characteristic frequencyapproximately 101Hz): (a) E1; (b) E3; (c) Bayesian classi�er.
 in actual industrial environments, pushing the method toward higher harmonics whichare unfortunately less accurate in detection.
 The proposed method in Publication V and Publication VII, and especially the E3 dis-criminative energy function are shown to be useful for diagnosis. In this particular taskthe method was used to verify the existing theory of bearing fault characteristic frequen-cies and their applicability for damage detection in more realistic situations. The methodcan be useful also in diagnosis of any similar signals where the underlying physics of aphenomenon are not necessarily known since it provides a descriptive diagram of dis-criminative frequencies. Future development should include extensions to discriminateand diagnose several di�erent type of failures and to measure discriminative informationsimultaneously using more than one frequency band.
 4.2 Symbol recognition
 Image databases have become increasingly popular in several application areas. Forexample, in medical imaging, engineering, and publishing large amounts of images needto be stored in image databases. Publication I and Publication III consider a Gaborfeature based method for a recognition of electric symbols in binary images. The methodcould have its use in databases of engineering drawings, e.g., electrical circuits, maps,and architectural and urban plans. The method utilizing a global Gabor feature hasoriginally been proposed by Kyrki et al. [75, 76]. Since the method itself is not novel theselection of the Gabor �lter parameters has been the main consideration in PublicationI and Publication III, i.e., how a non-optimal selection of parameters would a�ect toclassi�cation results.
 In a global Gabor feature, the Gabor responses are summed over an image to form aglobal feature. The global Gabor feature can be considered as a histogram of the Gabor
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 Figure 4.2: Discriminative energy functions and Bayesian classi�cation accuracy for sta-tor current signals of induction motors with large bearings (minimum internal clearance30µm), big failure (5mm hole), and with load (characteristic frequency approximately101Hz): (a) E1; (b) E3; (c) Bayesian classi�er.
 responses in Eq. (3.7) for di�erent frequencies f and orientations θ as [75, 77]
 G(f, θ) =∑
 x
 ∑y
 |rξ(x, y; f, θ)| (4.6)
 Since edges appear on high frequencies and lines on their fundamental frequencies, asingle properly selected frequency f is needed to extract su�cient information from linedrawing images to represent a histogram of lines in di�erent orientations. A featurevector consisting of global Gabor features on di�erent orientations can be de�ned as
 G = (G(f, θ0) G(f, θ1) . . . G(f, θn−1)) (4.7)
 The global Gabor feature in Eq. (4.6) is translation invariant as the responses are summedover the whole image. For higher frequencies representing edges, the object scale a�ectsresponse magnitudes, but the ratio between the magnitudes remains over di�erent scales.Thus, a scale invariant feature can be constructed by normalizing the feature vector.In addition, the normalization makes the feature also illumination invariant, that is,invariant to a constant multiplier. Rotational information of an object is stored in thecolumns of the vector and the smallest detectable rotation angle is limited by the numberof di�erent orientations N , unless interpolation of the responses is used. Now, using thecolumn-wise shift operation from Publication VIII a rotation invariant similarity measurecan be de�ned [77]
 d(G1,G2) = mink{∑
 θi
 [G1(f, θi)−G(θ+k)
 2 (f, θi)]2
 } (4.8)
 where G1 and G2 are feature vectors from two inspected images.To test the performance of global Gabor features in image database queries an electricsymbol recognition experiment was performed. The base classes were the symbols in
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 Fig. 4.3 and their randomly rotated variants were used in the classi�cation. The clas-si�cation was carried out by measuring distances to all base classes with the rotationinvariant similarity measure in Eq. (4.8). The proposed features clearly outperformed
 (a)
 (b) (c)
 (d) (e)
 Figure 4.3: Electric symbols and noisy examples: (a) symbols; (b) displacement noise(γn = 1); (c) displacement noise (γn = 0.2); (d) salt-and-pepper noise (αn = 0.4); (e)salt-and-pepper noise (αn = 2.0).
 the Hough transform based features proposed by Fränti et al. [46] by being compara-ble to that in the presence of displacement noise and signi�cantly more tolerant to thesalt-and-pepper noise (Fig. 4.4). Examples of noisy images are shown in Fig. 4.3. Theresults in Fig. 4.4 were achieved using the �lter parameters γ = 1, η = 1, f = 0.056,and N = 20, but due to the smooth behavior of Gabor �lter responses, the method isrobust to a non-optimal selection of the �lter parameters as can be seen by the resultsin Fig. 4.5 (Publication III ).
 The proposed method by Kyrki et al. [76] and analyzed in Publication I and PublicationIII is not directly applicable to large image databases since the global Gabor featurecannot provide a su�cient amount of discriminative information. However, the exper-iments provide evidences of representation power and robustness of Gabor �lter basedfeatures which are useful information for future work where the local information shouldbe incorporated into the features.
 4.3 Electric component detection
 Object detection from real scene images has been one of the most typical example ofmachine vision applications. An object detection method for electric components couldbe used for example to detect components and their pose from convey belts and to control
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 Figure 4.4: Matching accuracies of symbols for the global Gabor feature and Houghtransform based methods as functions of noise parameters: (a) displacement noise; (b)salt-and-pepper noise. [76]
 a robot to pick the components at a packaging station. In this kind of object detectionproblems the object scale typically remains the same, but objects may appear in anarbitrary pose (orientation and translation) and there may be image distortions present,such as noise and illumination changes.A method for electric component detection is introduced in detail in Publication II andalso considered in Publication I in the sense of noise tolerance. In this particular appli-cation the components mainly di�er in their size and Gabor �lters on several frequenciesand orientations are used to detect the components by a translation and rotation in-variant manner. The method is based on a detection of the fundamental frequencies ofobjects, that is, frequencies which describe the overall shape of an object. In a 1-d casea rectangle function may represent an ideal shape where the width of the rectangle is thesize information to be inspected. It can be shown that the response of Gabor �lter hasits maximum at the centroid of the rectangle on frequencies
 f =1
 2w+
 n
 w, n = 0, 1, 2, . . . (4.9)
 where w is the rectangle width (Publication II ). The same result can be generalized totwo dimensions. Now, to represent an object, e.g., an electric component, frequencieswith the maximum response are stored for all orientations describing the size variationof an object in di�erent directions. To estimate also the pose of a detected object,the fundamental frequency features should be stored for objects in a standard pose.Algorithm 1 extracts fundamental frequency features at an approximate centroid (x′, y′)of object.
 Algorithm 1 Extract fundamental frequency Gabor features F from the input imageξ(x, y) at (x′, y′)
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 Figure 4.5: Matching accuracies of symbols for the global Gabor feature based methodas functions of the Gabor �lter parameters (values used in Fig. 4.4 marked): (a) frequencyf ; (b) number of orientations N ; (c) sharpness γ; (d) sharpness η.
 1: Compute response matrix IM×N for frequencies f . . . fM−1 and orientations θ0 . . .θN−1 at (x′, y′), I(fi, θj) = rξ(x′, y′; fi, θj).
 2: For all orientations �nd the maximal responses r1×N and the frequencies f1×N theyappear in ((fl, rl) = max
 fk
 I(fk, θl)).
 3: Create a feature matrix F2×N =(fT rT
 norm
 )T using the normalized maximal re-sponses rnorm = r/‖r‖ and the corresponding frequencies f .
 It should be noted that the spacing of frequencies is not necessarily logarithmic but linearto achieve a su�cient resolution for size discrimination. The feature constructed by thealgorithm represents components by storing fundamental frequencies, which correspondthe size of an object along di�erent orientations as illustrated in Fig. 4.6. In the �gurethere is an object of width 80 and height 35 pixels when the corresponding fundamental
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 Figure 4.6: Magnitudes of Gabor �lter responses in the centroid of an electric com-ponent: (a) component and its centroid ((x, y) = (324, 263)); (b) diagram of the �lterresponses at the centroid.
 It should be noted that in Algorithm 1 the normalization is not applied to responsesuntil the maximum frequencies have been found, that is, higher energy content on lowerfrequencies is an advantage revealing the object size. However, before classi�cation theresponses are normalized to gain robustness against illumination changes. For this kindof problem for example the Fourier descriptors typically provide good results [111], butthey need a successful object segmentation which may turn to a di�cult task in presenceof distortions and noise as in example images in Fig. 4.7. The detection method in
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 Figure 4.7: Examples of component images containing noise: (a) image gradient (slope1.0); (b) image gradient (slope 2.5); (c) Gaussian noise (deviation 32); (d) Gaussian noise(deviation 100).
 Publication II does not need any preprocessing before the classi�cation. To recognize8 di�erent components at arbitrary poses in real images, a detection experiment was
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 conducted using the fundamental frequency features and the rotation invariant similaritymeasure. The same experiment was also conducted using Hu's third order moments [10],but the results were signi�cantly worse and for noise and distortions the moment invariantmethod completely failed. It is evident that the task is not trivial, but the Gabor featurebased method succeeded particularly well in the detection of electric components fromnoisy and distorted images and achieved 100% accuracy for images without distortions(Fig. 4.8).
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 Figure 4.8: Electric component classi�cation accuracies as functions of noise parameters.
 The proposed method provides a framework for simple object recognition tasks. Fortraining only one image from each class is needed and the only input information arethe approximate centroids of objects. After training, a simple algorithm can be usedto detect and recognize stored objects from unseen images in a rotation and translationinvariant manner and it is also possible to estimate the object pose. The achieved noiseand distortion tolerances are evidences of the reliability the fundamental frequency Gaborfeatures may provide for applications.
 4.4 Face evidence extraction
 Face recognition is an important issue in developing of security applications for personalidenti�cation, and the recognition methods have been an active area in recent imageprocessing research. In practical applications, face detection, localization, is often aprior step before the actual face recognition, but the success of the whole system mayvitally depend on the detection accuracy. Recently, two authors of Publication IV andPublication VI, Hamouz and Kittler, have proposed a complete framework for more ageneral object detection based on discriminative regions [56, 94]. If a scale, rotation, andtranslation invariant detection of discriminative regions can be performed and spatialrelationships between di�erent discriminative regions of object are known, the detectionof an object can be carried out. The success of the framework depends on successfulselection and e�cient extraction of discriminative regions, e.g., face evidences.
 In the proposed face detection approach by Hamouz and Kittler the detected objectsare frontal human faces and discriminative regions are salient sub-parts, such as nostrils
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 and eyes. The proposed framework can be used as a front-end to a face authenticationsystem as shown in Fig. 4.9.
 EXTRACTION
 EVIDENCEImage
 Face detection
 AUTHENTICATIONFACE INSTANCE
 VALIDATION
 Figure 4.9: Authentication system.
 In Publication IV and Publication VI the feature calculated for 10 di�erent evidenceclasses (left/right outer eye corner, left/right eye center, left/right inner eye corner,left/right nostril, and left/right mouth corner) was the Gabor feature matrix in Eq. (3.16).The matrix responses were normalized to unity to achieve the illumination invariance.The classi�er used in the publications was the simple clustering based method, sub-cluster classi�er (SCC), but the proposed classi�er can be replaced for example by theBayesian classi�er and the expectation maximization estimation of Gaussian mixturemodel probability distributions. The benchmark data set was XM2VTS facial imagedatabase of 600 training images and 560 test images [97]. In Fig. 4.10(a) is shown anexample image and extracted evidence candidates which are passed to the face instancevalidation module described in Publication VI (see also Fig. 4.9). In Fig. 4.10(b) areshown the results of the face detection system as percents of images for which a speci�cerror level was achieved. The error was de�ned as
 deye =max(dl, dr)‖ Cl − Cr ‖ (4.10)
 where Cl and Cr are the correct eye center coordinates and dl and dr distances betweenthe detected eye centers and the correct ones [65]. The translation, rotation, and scaleinvariant face evidence extraction was performed by the response matrix shift operationsin the simple Gabor feature space.The results for XM2VTS database in Fig. 4.10 were achieved using the method in Pub-lication VI and it seems that the simple Gabor feature space outperforms the previousimplementation of the same method with di�erent features, Harris detectors, publishedin [94] and the detection is more accurate than the competitive method used in com-mercial systems [65]. Thus, a further development of the proposed method may providea very robust and accurate face detection algorithm to be used in future authenticationsystems.
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 Figure 4.10: Face detection results: (a) examples of 5 best evidence candidates of the10 classes. (b) face detection results for XM2VTS database using Gabor features withsub-cluster (SCC) and Bayesian classi�ers.
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Chapter VDiscussion
 This thesis consists of publications presenting mainly practical results from experimentsconducted with Gabor �lter based features and of chapters tying the publications togetherunder a common subject; feature extraction using Gabor �lters. The common featureis Gabor �lter, which have been utilized in all publications. During the sub-tasks noexclusive theoretical or even comparative analysis was applied, and thus, the purpose ofthis thesis is to study and understand the theory and properties of the features basedon the Gabor �lters; to present advantages that would prove Gabor �lters to be optimalselections in the experiments conducted. Clearly, no distinct advantages have been shown,but on the other hand, the evolution of the Gabor features in the separate sub-tasks andthe success in the experiments have been noteworthy for pointing out no insuperabledisadvantages; this thesis is not a claim for the superiority of Gabor features but ahumble study of the properties providing novelty value for feature extraction.In Chapter 2 the basic works leading to the development of Gabor functions were re-viewed and it was shown how the development branched out to Gabor expansion research,utilizing the theory of frames [42], and to Gabor �lter research having analogies to theshort-time Fourier transform [1, 114]. In Chapter 3 the parameters of the Gabor �lterwere considered in order to show how certain invariant properties can be achieved. Also,to explain the success in the reported experiments, the results in Publication I - Publi-cation VIII were reviewed in Chapter 3 in the context of the most important propertiesof the Gabor features. As practical machine vision applications based on the resultsin this thesis the detection of electric components (Publication II ) and face detection(Publication IV and Publication VI ) were presented, and for 1-d signal processing a toolfor industrial signal diagnosis (Publication V and Publication VII ) was introduced.There is one distinct goal, also an objective in this thesis, which has intrigued imageprocessing researchers for decades: invariant object recognition. When considering in-variance it is often the geometric invariance which is of greatest interest: a methodshould be capable of recognizing objects present in any location, orientation, and scale.Even for rigid 2-d objects, to have anything but merely theoretical interest, the methodshould have a certain degree of robustness to photometric disturbances, such as illumi-
 69
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 nation change and image noise, and to natural image variations, such as backgrounds,and in addition, give even a partial recognition in the case of occlusion and to generalizeover variation in the presence of the objects themselves. It is not possible to clearlyde�ne which of these requirements are in the scope of feature extraction research andwhich should be considered in upper layer processing and are, for example, problemsof machine learning. Recognition in the biological system is not a feed-forward buta closed-loop mechanism providing an enormous amount of feedback to the precedinglevels [108]. However, it is reasonable to prefer low-level methods that do not inhibitprocessing capabilities on upper layers. In these terms this thesis has also contributedto invariant object recognition research as noise and distortion tolerances and robustnessissues were studied, and the feature space with the geometric invariant search operationswas introduced. It seems that the invariance properties can be established in Gaborfeature spaces and the Gabor features themselves tolerate many harmful distortions inimages and objects where other methods may fail. Evidence supporting the theory werecollected in the empirical parts in the publications. The theory and methods providedin this thesis can be applied to many application areas and in future it will be intriguingto develop the proposed methods towards genuine invariant object detection in the mostcomplex problem domains where also other computational issues, such as classi�cationof an enormous number of data points, will be relevant research issues.This thesis is also a look at the time-frequency features. There are new methods, wavelets[36] being the most prominent, appearing in �elds where time-frequency methods havetraditionally been used and some may even claim that time has passed time-frequencyrepresentations by. However, in this study the invariance properties based on time-frequency information have been shown to be bene�cial and new connections have beenmade to recently established concepts important in pattern recognition, such as theshiftability [129], which is evidence that there is still unrevealed potential in featureextraction with Gabor �lters. This development can be seen also in wavelet researchwhere despite the computational power of orthogonal wavelets the bene�cial properties ofnon-orthogonal, redundant, wavelets have been noted and the wavelets are being furtherdeveloped towards the theory of frames; for example framelets [37]. Future research willshow if harmony between Gabor functions and wavelets can be established and whethera comprehensive framework for general feature extraction can be realized.
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