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Lambda Calculus
 Yuxi Fu
 31 May, 2013
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Origin in Mathematical Logic
 Foundation of mathematics was very much an issue in the earlydecades of 20th century.
 Cantor, Frege, Russel’s Paradox, Principia Mathematica, NBG/ZF
 The Combinatory Logic and the λ-Calculus were originallyproposed as part of foundational systems, which is based on aconcept of function rather than a concept of set.
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Combinatory Logic
 Schonfinkel [4Sep.1889-1942, Russian] proposed CombinatoryLogic as a variable free presentation of functions [1924].
 von Neumann [28Dec.1903-8Feb.1957] used a combinatorynotation in his formulation of set theory.
 Curry [12Sep.1900-1Sep.1982] reinvented Combinatory Logic in aneffort to formalize the notion of substitution.
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Lambda Calculus
 Alonzo Church [14Jun.1903-11Aug.1995] invented the λ-Calculuswith a foundational motivation [1932].
 The ambition to provide a foundation for mathematics failed afterthe discovery of Kleene-Rosser Paradox in the logic part ofChurch’s theory.
 As a foundation for computation and programming, the functionalpart of Church’s theory has been extremely rich and verysuccessful.
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CL/λ was proposed to describe the basic properties of functionabstraction, application, substitution.
 In λ abstraction and substitution are taken as primitive concept.
 In CL they are defined in terms of more primitive operators.
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I. Syntax and Semantics
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Lambda Calculus is a functional model of computation.

Page 9
                        

Syntax
 Grammar for λ-term:
 M := x | λx .M | M ·M ′,
 where x is a variable, λx .M is an abstraction term, and M ·M ′ isan application term.
 λx1.λx2 . . . λxk .M is often abbreviated to λx1x2 . . . xk .M or λx .M,
 M ·M ′ to MM ′, and
 (. . . ((MM1)M2) . . .Mk−1)Mk to MM1M2 . . .MK .
 Let ≡ be the syntactic (grammar) equality.
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Operational Semantics
 Structural Semantics:
 (λx .M)N → MN/x, β reduction
 MN → M ′N, if M → M ′, structural rule
 MN ′ → MN ′, if N → N ′, eager evaluation
 λx .M → λx .M ′, if M → M ′, partial evaluation.
 Let →∗ be the reflexive and transitive closure of →.
 The β-conversion relation = is the equivalence closure of →∗.
 To avoid confusion we will sometime write →β for the β-reductionand =β for the β-conversion.
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Bound Variable, Closed Term
 The variable x in λx .M is bound. (α-conversion)A variable in a term is free if it is not bound. (notation fv(M))
 A λ-term is closed if it contains no free variables.
 Λ: the set of λ-terms;Λ0: the set of closed λ-terms.
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Redex
 The following reductions make use of α-conversion:
 (λxy .yxx)((λuv .v)y) → λz .z((λuv .v)y)((λuv .v)y)
 → λz .z(λv .v)((λuv .v)y)
 → λz .z(λv .v)(λv .v).
 An alternative evaluation strategy:
 (λxy .yxx)((λuv .v)y) → (λxy .yxx)(λv .v)
 → λy .y(λv .v)(λv .v).
 A subterm of the form (λx .M)N is called a redex, and MN/x areduct of the reduction that contracts the redex.
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λ-Term as Proof
 A combinator is a closed λ-term.Some famous combinators are:
 Idef= λx .x ,
 Kdef= λxy .x ,
 Sdef= λxyz .xz(yz).
 It is easy to see that I = SKK.Logical interpretation of I,K,S.
 Theorem. ∀M ∈ Λ0.∃L ∈ K,S+.L→∗ M.
 Proof. This will be an easy consequence of the translationsbetween λ-Calculus and Combinatory Logic.
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A Term that Generates All
 Let X be λz .zKSK. Then K = XXX and S = X(XX).
 Corollary. ∀M ∈ Λ0.∃L ∈ X+.L = M.
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Normal Form
 Let Ω be (λx .xx)(λx .xx). Then
 Ω→ Ω→ Ω→ . . .
 This is the simplest divergent λ-term.
 A λ-term M is in normal form if M → M ′ for no M ′.
 We will show that the normal form of a term is unique.
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Fixpoint
 Lemma. ∀F .∃X .FX = X .
 Proof. Define the fixpoint combinator Y by
 Ydef= λf .(λx .f (xx))(λx .f (xx)).
 It is easily seen that F (YF ) = YF .
 However it is not the case that YF →∗ F (YF ).
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Fixpoint
 The Turing fixpoint Θ is defined by AA, where
 Adef= λxy .y(xxy).
 ClearlyΘF →∗ F (ΘF ).
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Fixpoint
 Suppose we need to find some F such that Fxy = FyxF .
 The equality follows from F = λxy .FyxF .
 So we may let F be a fixpoint of λf .fyxf .
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Godel’s Fixpoint Construction
 Let PA be the first order Peano Arithmetic.
 We write PA ` ϕ if ϕ is provable in PA.
 Every syntactic object s of PA can be coded up by a numeralpsq ≡ p]sq in PA, where ]s is the Godel number of s.
 Theorem. Let ψ(x) be a formula of PA with free variable x .Then there is a sentence ϕ of PA such that PA ` ϕ⇔ ψ(pϕq).
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Godel’s Fixpoint Construction
 Write n1 ∼ n2 if there are sentences φ1, φ2 of PA such thatn1 = ]φ1, n2 = ]φ2 and PA ` φ1 = φ2.
 We only have to show that ∃n.n ∼ ]ψ(pnq).
 Let 〈 , 〉 be a pairing function with de-pairing functions ( )0, ( )1.
 Let ( ).( ) be the primitive recursive function such that
 n.m ≡ p(n)1qpmq/p(n)0q.
 Let λx .n denote 〈]x , n〉. Then
 (λx .]ψ(x)).m = ]ψ(pmq).
 Let ( ) ( ) be a representation of ( ).( ) in the sense that
 PA ` pnq pmq = pn.mq.
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Godel’s Fixpoint Construction
 Now let v = λx .]ψ(x x) and n = v .v . We have
 n = (λx .]ψ(x x)).v
 = ]ψ(pvq pvq)∼ ]ψ(pv .vq)
 = ]ψ(pnq).
 We are done by letting n be ]ϕ.
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II. Church-Rosser Property
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Church-Rosser Theorem
 Although the reduction → is nondeterministic, it has the followingconfluence (diamond, Church-Rosser) property:
 If M →∗ M ′ and M →∗ M ′′, then some M ′′′ exists suchthat M ′ →∗ M ′′′ and M ′′ →∗ M ′′′.
 In other words the result of evaluating a λ-term is unique.
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Proof of Church-Rosser Theorem
 Define the reduction inductively as follows:(i) M M;(ii) if M M ′ then λx .M λx .M ′;(iii) if M M ′ and N N ′ then MN M ′N ′;(iv) if M M ′ and N N ′ then (λx .M)N M ′N ′/x.
 Fact. If M M ′ and N N ′ then MN/x M ′N ′/x.
 Fact. satisfies the confluence property.
 Fact. →∗ is the transitive closure of .
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Implication of Church-Rosser Theorem
 Fact. If M = N then M →∗ Z and N →∗ Z for some Z .
 Fact. If N is a nf of M then M →∗ N.
 Fact. Every λ-term has at most one nf.
 Fact. If M,N are distinct nf’s, then M 6= N.
 Theorem. The theory λ is consistent.
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III. Combinatory Logic
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In Curry’s Combinatory Logic (CL) abstraction and substitution arereplaced by even more primitive operations.
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Syntax
 Grammar for combinatory term:
 P := x | K | S | PP ′,
 where x is a variable, K,S are constant terms, and PP” is anapplication term.
 C: the set of combinatory terms.C0: the set of closed combinatory terms.
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Operational Semantics
 Structural Semantics:
 KPQ →w P,
 SPQR →w (PR)(QR).
 The relation →w is called weak reduction.
 →∗w : the reflexive and transitive closure of →w .=w : the equivalence closure of →∗w .
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Diamond Property
 Theorem. The relation →∗w satisfies the Church-Rosser property.
 Proof. Let =⇒ be the disjoint parallel weak reduction.It is easy to show that =⇒ satisfies the Church-Rosser property.We are done by observing that →∗w is the transitive closure of =⇒.
 Corollary. CL is consistent.
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Translation from CL to λ
 Translation from CL to λ:
 (x)λ ≡ x ,
 (K)λ ≡ λxy .x ,
 (S)λ ≡ λxyz .xz(yz),
 (PQ)λ ≡ (P)λ(Q)λ.
 Fact. If P =w Q then (P)λ = (Q)λ.
 The converse is not true. For example λ ` SK = KI, butCL 6` SK = KI. This is why →w is called weak reduction.
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Translation from λ to CL
 The operator λ∗x . is defined inductively as follows:
 λ∗x .x ≡ SKK,
 λ∗x .R ≡ KR, if R ∈ K,S or R is a variable 6= x ,
 λ∗x .PQ ≡ S(λ∗x .P)(λ∗x .Q).
 Fact. (λ∗x .P)Q =w PQ/x.
 Translation from λ to CL:
 (x)CL ≡ x ,
 (MN)CL ≡ (M)CL(N)CL,
 (λx .M)CL ≡ λ∗x .(M)CL.
 Fact. ((M)CL)λ →∗ M.
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Making CL the Same as λ
 Curry has showed that the β-conversion of the λ coincides with theweak conversion of CL if the latter is extended with five conversionaxioms, one of which being
 S(K(S(KS)))(S(KS)(S(KS)))
 = S(S(KS)(S(KK)(S(KS)(S(K(S(KS)))S))))(KS).
 We will not go into that for the obvious reason.
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IV. Solvability
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1. Given λ-term M, are there λ-terms N1, . . . ,Nn such that
 MN1 . . .Nn = I?
 2. Given λ-terms M and P, are there λ-terms N1, . . . ,Nn such that
 MN1 . . .Nn = P?
 3. Given λ-term M, are there λ-terms N1, . . . ,Nn such that
 MN1 . . .Nn = N
 for some nf N?
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Definition
 Suppose M ∈ Λ0. We say that M is solvable if
 ∃n.∃N1, . . . ,Nn.MN1 . . .Nn = I.
 M is unsolvable otherwise.
 M is (un)solvable if its closure λx .M is (un)solvable.
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Definition
 Y is solvable since Y(KI) = I.
 Ω is unsolvable.
 λx .yM1 . . .Mk is solvable.
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Simple Property of Solvability
 Fact. λx .M is solvable iff M is solvable.
 Fact. If MN is solvable then M is solvable.
 Fact. If MN/x is solvable then M is solvable.
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Head Normal Form
 A λ-term is either of the head normal form, hnf for short,
 λx1 . . . λxm.xM1 . . .Mn,
 where x is called head variable, or of the form
 λx1 . . . λxm.(λx .M0)M1 . . .Mn,
 where (λx .M0)M1 is called head redex.
 M has head normal form if M = N for some head normal form N.
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Head Reduction
 A reduction M → N is a head reduction, notation M →h N, if it isobtained by contracting the head redex.
 The reflexive and transitive closure of →h is denoted by →∗h.
 Notice that a λ-term has a unique head reduction path.We say that a head reduction path terminates if it reaches a hnf.
 Theorem. (Wadsworth, 1971) M has a hnf iff the head reductionpath of M terminates.
 Proof. An immediate corollary of Curry’s Standardization Theorem.
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Wadsworth Theorem
 Theorem. (Wadsworth, 1971) M is solvable iff M has a hnf.
 Proof. If MN = I , then MN has a hnf. So M has a hnf.The converse implication holds by noticing that λx .zM is solvable.
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Remark
 Computationally hnf’s make more sense than nf’s.
 Denotationally it is difficult to distinguish nf’s from those hnf’sthat are not nf’s.
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V. Completeness
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Church Numeral
 Church introduced the following encoding of numbers:
 cndef= λfx .f n(x).
 Rosser defined the following arithmetic operations:
 A+def= λxypq.xp(ypq),
 A×def= λxyz .x(yz),
 Aexpdef= λxy .yx .
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Boolean Term
 The Boolean values are encoded by:
 truedef= λxy .x ,
 falsedef= λxy .y .
 The term “if B then M else N” is represented by
 BMN.
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Pairing
 The pairing and projections can be defined as follows:
 [M,N]def= λz .if z then M else N,
 π0def= λz .z true,
 π1def= λz .z false.
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Barendregt Numeral
 Barendregt introduced the following encoding of natural numbers:
 d0e def= I,
 dn + 1e def= [false, dne].
 We call the normal forms d0e, d1e, d2e, . . . numerals.
 The successor, predecessor and test-for-zero can be defined by
 S+ def= λz .[false, z ],
 P−def= λz .z false,
 Zerodef= λz .z true.
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Lambda Definability
 A k-ary function f is λ-definable if there is a combinator F suchthat for all numbers n1, . . . , nk one has the following terminatinghead reduction path
 F dn1e . . . dnke →∗h df (n1, . . . , nk)e
 if f (n1, . . . , nk) is defined, and the following divergent headreduction path
 F dn1e . . . dnke →h→h→h→h . . .
 if f (n1, . . . , nk) is undefined.
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Numerals are Solvable
 Fact. ∀n.dneKII→∗h I.
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Definability of Initial Function
 The zero function, successor function and projection functions areλ-defined respectively by
 Zdef= λx1 . . . xk .d0e,
 S+ def= λx .[false, x ],
 Uki
 def= λx1 . . . xk .xi .
 These terms admit only head reduction.
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Definability of Composition
 Suppose f , g1(x), . . . , gk(x) are λ-defined by F ,G1, . . . ,Gk .
 Then f (g1(x), . . . , gk(x)) is λ-defined by
 λx .(G1xKII) . . . (Gk xKII)F (G1x) . . . (Gk x).
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Definability of Recursion
 Consider the function f defined by the recursion:
 f (x , 0) = h(x),
 f (x , y + 1) = g(x , y , f (x , y)).
 Suppose h, g are λ-defined by H,G respectively.
 Intuitively f is λ-defined by F such that
 F →∗h λxy .if Zero(y) then Hx else G x(P−y)(F x(P−y)).
 By the Fixpoint Theorem we may define F by
 Θ(λf .λxy .if Zero(y) then Hx else G x(P−y)(f x(P−y))
 ).
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Definability of Minimization
 Let µP be defined as follows:
 µPdef= Θ(λhz .if Pz then z else h[false, z ]).
 If Pdne →∗h false for all n, then
 µPd0e →∗h if Pd0e then d0e else µPd1e→∗h µPd1e→∗h if Pd1e then d1e else µPd2e→∗h µPd2e→∗h . . . ,
 and consequently µPd0e is unsolvable.
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Definability of Minimization
 Suppose g(x , z) is a total recursive function and f (x) is define by
 µz .(g(x , z) = 0).
 Assume that g is λ-defined by G .Then f is λ-defined by
 Fdef= λx .µλz.Zero(Gxz)d0e.
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Kleene Theorem
 Theorem [Kleene, 1936]. A partial function is computable iff it isλ-definable.
 Proof. Suppose a k-ary function is λ-defined by F . Then thegraph set (n1, . . . , nk ,m) | F dn1e . . . dnke = dme is recursiveenumerable.

Page 56
                        

VI. Finite Development
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Relationship between two Redexes
 Suppose ∆0 = (λx0.P0)Q0 and ∆1 = (λx1.P1)Q1 are two redexesin a λ-term. Their relationship can be summarized as follows:
 ∆0,∆1 are disjoint;
 ∆0,∆1 coincide;
 ∆0 is inside P1;
 ∆0 is inside Q1;
 ∆1 is inside P0;
 ∆1 is inside Q0.
 Let M∆0→ M0 be the reduction by contracting the redex ∆0.
 In the reduction the redex ∆1 may be unaffected, modified,eliminated, duplicated or even contracted.
 Lemma. → is weakly Church-Rosser.
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Residual
 Let ∆ be a redex in M. The residuals of ∆ after a sequence ofreductions M →∗ M ′ are what ∆ has turned into in M ′.
 Let ∆ ≡ (λa.a(Ix))(xb). Consider the following reduction:
 (λx .xx)a∆ → aa∆,
 (λx .xx)∆ → ∆∆,
 (λx .y)∆ → y ,
 (λx .x)∆ → (λx .x)(xb(Ix)),
 (λx .∆)P → (λa.a(IP))(Pb),
 ∆ → (λa.ax)(xb).
 It is important to make explicit the contracting redex. See Levy’sexample: I(Ix)→ Ix .
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Indexing Reduction
 An indexed λ-term has some of its λ indexed by natural numbers.
 Example: (λ0x .λy .x((λz1.zz)K)y)I.
 Write M →idx N if M∆→ N for some indexed redex ∆.
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Contracting Indexed Redexes
 Let M be an indexed λ-term. The λ-term |M| is obtained from Mby removing all indexes in M.
 The operation r( ), defined on the indexed λ-terms, is structurallydefined as follows:
 r(x) ≡ x ;
 r(PQ) ≡ r(P)r(Q) if P is not an indexed abstraction;
 r(λx .P) ≡ λx .r(P);
 r(λix .PQ) ≡ r(P)r(Q)/x.
 Lemma. Suppose M is an indexed λ-term. Then |M| →∗ r(M).
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Strip Lemma
 Lemma. If M → M1 and M →∗ N, then M1 →∗ N1 and N →∗ N1
 for some N1.
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The Second Proof of Church-Rosser Theorem
 Corollary. The relation →∗ satisfies the diamond property.
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We now generalize the idea used in the proof of Strip Lemma.
 The central idea is that →idx is strongly normalizing.Divergence is caused by continuous creation of new redexes.
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Notation for Residual
 Let F be a finite set of redex occurrences in M, denoted byF ⊂ M. The notation (M,F) stands for the indexed λ-termobtained by indexing the redex occurrences prescribed in F by 0.
 Write (M,F)→∗ (N,F ′) for the obvious lifting of σ : M →∗ N.We call F ′ the residual of F relative to σ, denoted by F/σ = F ′.

Page 65
                        

Development
 Suppose F ⊂ M. A development of (M,F) is a reduction path
 σ : M ≡ M0∆0→ M0
 ∆1→ . . .
 such that each redex ∆i ∈ Mi is the residual of a redex of Frelative to ∆0 + . . .+ ∆i−1.
 σ : M →∗ N is a complete development of (M,F) if σ is adevelopment of (M,F) and F/σ = ∅.
 A development of M is a development of (M,FM), where FM isthe set of all redex occurrences in M.
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Weighted λ-Term
 A weighted λ-term M∗ is a pair (M, I ) where M is an indexedλ-term and I is a weighting function that assigns a positive integerto each variable occurrence in M.
 Let M∗ be a weighted λ-term and N ⊂ M∗. Define ‖N‖′ to be thesum of weights occurring in N.
 A weighting is decreasing if for every indexed redex (λix .P)Q inM∗ one has ‖x‖′ > ‖Q‖′ for every occurrence of x in P.
 Example: (λix .x6x7)(λx .x2x3) and (λix .x
 4x7)(λx .x2x3).
 Fact. Every indexed λ-term has a decreasing weighting.
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Weighted λ-Term
 Lemma. Let M∗ ≡ (M, I ) be a weighted λ-term with decreasingweighting I . Suppose M∗ →idx N∗ ≡ (N, I ′). Then
 ‖M∗‖′ > ‖N∗‖′
 and I ′ is a decreasing weighting.
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Indexed Reduction is Strongly Normalizing
 Proposition. →idx is strongly normalizing.
 Proof. Suppose M0 →idx M1 →idx M2 →idx . . .→idx Mn. Let I0be a decreasing weighting for M0. Then
 (M0, I0)→idx (M1, I1)→idx (M2, I2)→idx . . .→idx (Mn, In)
 such that
 ‖(M0, I0)‖′ > ‖(M1, I1)‖′ > ‖(M2, I2)‖′ > . . . > ‖(Mn, In)‖′.
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Finiteness of Development
 Theorem. Suppose F ⊂ M. All developments of (M,F) are finite.
 Corollary. Every development of (M,F) can be extended to acomplete one.
 Corollary. →idx is weakly Church-Rosser.
 Corollary. →∗idx is Church-Rosser.
 Proof. Use Newman Lemma [WCR∧SN⇒CR].
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Finite Development Theorem
 Theorem. Suppose F ⊂ M.
 All developments of (M,F) are finite.
 Every development of (M,F) can be extended to a completedevelopment of (M,F).
 All developments of (M,F) end with the same λ-term.
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The Third Proof of Church-Rosser Property
 Suppose M is an indexed λ-term. Cpl(M) denotes the uniquenormal form with respect to the indexed reduction.
 A reduction M →∗ N is a complete reduction, notation M ⇒cpl N,if N ≡ Cpl(M,F) for some F ⊂ M.
 M ⇒dev N iff N occurs in some development of M.
 Suppose R → R ′. Then
 (λx .xx)R ⇒cpl RR, (λx .xx)R ⇒cpl R ′R ′,(λx .xx)R ⇒cpl (λx .xx)R ′,
 but not (λx .xx)R ⇒cpl RR ′.
 Lemma. ⇒cpl satisfies the diamond property.
 So →∗ is Church-Rosser since it is the transitive closure of ⇒cpl .
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We have seen that it is often beneficial to adopt some reductionstrategy (head reduction, indexed reduction, complete reduction).
 We take a look at another reduction strategy that can beeconomically implemented.
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Standard Reduction
 A reduction path M0∆0→ M1
 ∆1→ M2∆2→ . . . is standard if ∆i is not a
 residual of some redex to the left of ∆j for any j < i . WriteM ⇒stn N if there is some standard reduction from M to N.
 Example: λa.(λb.(λc.c)bb)d .
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Internal Reduction
 An internal redex is a redex that is not a head redex.
 A one-step internal reduction M →i N is a reduction M → N inwhich the contracted redex is an internal redex.
 Write M ⇒icpl N if M →∗i N that is at the same time a complete
 reduction.
 I(Ix) and Ix are internal redexes of M ≡ λx .(λz .zz)(I(Ix))). Now
 M →i (λz .zz)(Ix),
 M ⇒icpl (λz .zz)x ,
 M →h λx .(I(Ix)))(I(Ix))),
 M →∗h λx .(I(Ix))),
 M ⇒cpl λx .xx .
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Decomposition of Complete Reduction
 Lemma. If M ⇒cpl N then M →∗h⇒icpl N.
 Proof. By Finite Development Theorem, we can contract all thehead redexes first and then all the internal redexes. This is possiblebecause head reduction and internal reduction do not interferewith each other. The latter reduction is also a complete reduction.
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Internal Reduction Commutes with Head Reduction
 Lemma. If M →i→∗h N then M →∗h→∗i N.
 Proof. Suppose M ⇒icpl→h N ′. Then by Finite Development
 Theorem M →h→∗i N ′. By the above decomposition lemma, onehas that M →∗h→∗i N ′.
 We are done by a simple diagram chase.
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Decomposition of Reduction
 Lemma. If M →∗ N then M →∗h→∗i N.
 Proof. An interleaving of head and internal reductions can bereordered using the previous lemma.
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Standardization Theorem
 Theorem (Curry and Feys, 1958). If M →∗ N then M ⇒stn N.
 Proof. The proof is carried out by induction on the size of N.
 By the previous lemma, M →∗h Z →∗i N for some Z .
 1. If N is a variable, then Z must be the same variable.
 2. If N ≡ λx .N1 . . .Nk then Z ≡ λx .Z1 . . .Zk such thatZj ⇒stn Nj by induction.
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An Application of Standardization Theorem
 Corollary M has hnf iff its head reduction terminates.
 Proof. Suppose M = λx .yM. By Church-Rosser Theorem andStandardization Theorem, M ⇒stn λx .yN for some N.
 The point is that before an internal redex is contracted, the headreduction has already reached a hnf.
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VII. Equivalence on Reduction
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Suppose L ≡ (λz .z(zx))I. One has
 ρ0 : LL→ I(Ix)
 Ix→ Ix
 and
 ρ1 : LL→ I(Ix)
 I(Ix)→ Ix .
 The reductions ρ0, ρ1 are equivalent in the weak sense, but not inthe strong sense.
 The Church-Rosser Theorem has been stated in terms of weakequivalence. We will reformulate it in terms of strong equivalence.
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Hindley Equivalence
 Suppose σ0 : M0 →∗ N0 and σ1 : M1 →∗ N1.
 We say that σ0, σ1 are Hindley equivalent, notation σ0 'H σ1 ifM0 ≡ M1, N0 ≡ N1 and ∀∆ ∈ M0.∆/σ0 = ∆/σ1.
 In the previous example one has ρ0 'H ρ1.
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Reflexive Closure of Reduction
 Write M∆→0 N if M
 ∆→ N or M ≡ N.
 Write M →∗0 N if M∆1→ M1
 ∆2→ M2 . . .∆i→ N for some ∆1, . . . ,∆i .
 When the length of ∆1, . . . ,∆i is zero, we also write M∅→0 N.
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Elementary β-Diagram
 Suppose σ : M∆1→0 M1 and ρ : M
 ∆2→0 M2.
 Define σ/ρ to be the reduction from M2 that reduces all theresiduals in ∆1/ρ.
 Fact. If σ : M∆→0 N then σ/σ = ∅, σ/∅ = σ and ∅/σ = ∅.
 Fact. σ + ρ/σ 'H ρ+ σ/ρ.
 We will call the square labeled clockwise by ρ, σ, ρ/σ, σ/ρ anelementary β-diagram. We say the edge labeled by ρ/σ (orexclusively σ/ρ) splits if it contains more than one reduction.
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β-Diagram
 Suppose σ = σ0 + σ1 + . . .+ σm and ρ = ρ0 + ρ1 + . . .+ ρn.
 One could try to construct σ/ρ and ρ/σ, and define the β-diagramD(ρ, σ), by piecing up elementary β-diagrams.
 Does the construction ever end in the presence of splitting?
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Development
 A →∗0-reduction starting from M is a →∗0-development of M if it isa development of M when all the empty reductions are ignored.
 Suppose ρ : (M,F)⇒dev M1 and σ : M → M2.
 If D(ρ, σ) exists, then ρ/σ is a →∗0-development of (M,F/σ).
 If ρ : (M,F)⇒cpl M1, then ρ/σ is a complete →∗0-development of(M,F/σ).
 Fact. All →∗0-reductions in an elementary β-diagram are complete→∗0-developments.
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β-Diagrams Exist
 Lemma. Let ρ, σ be two →∗0-developments of M. Then D(ρ, σ)exists and ρ/σ and σ/ρ are also →∗0-developments.
 Proof. The proof consists of the following steps:
 1. A pre-β-diagram is an intermediate diagram obtained whenconstructing D(ρ, σ). Each redex contracted in a pre-β-diagram isthe residual of a redex in M.
 2. Let A = N | M ⇒dev N, which is finite by FiniteDevelopment Theorem. Every term in a pre-β-diagram is in A.
 3. For each N ∈ A, let <(N) be the size of the finite setN ′ ∈ A | M →∗ N →∗ N ′ is a development.
 4. Clearly <(N) > <(N ′) whenever M →∗ N → N ′. It follows thatat some stage of the construction, there is no more splittingelementary β-diagrams.
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β-Diagrams Exist
 Theorem. For each pair of co-initial finite reductions σ, ρ, thediagram D(σ, ρ) exists. Hence σ/ρ and ρ/σ are well defined.
 Proof. By the previous theorem, we may piece up all the smallβ-diagrams whose edges are all developments.
 Corollary. The following equalities hold:(i) (ρ1 + ρ2)/σ = ρ1/σ + ρ2/(σ/ρ1).(ii) σ/(ρ1 + ρ2) = (σ/ρ1)/ρ2.

Page 89
                        

Levy Equivalence
 Let σ, ρ be two co-initial reductions. Then σ is strongly equivalentto ρ, notation σ ∼= ρ, if σ/ρ = ρ/σ = ∅.
 Lemma. The following holds:(i) If ρ ∼= ρ′ and σ ∼= σ′ then ρ+ σ ∼= ρ′ + σ′.(ii) If ρ+ σ ∼= ρ+ σ′ then σ ∼= σ′.(iii) If ρ ∼= ∅ then ρ = ∅.(iv) ρ+ σ/ρ ∼= σ + ρ/σ.
 Proposition. If ρ ∼= σ then ρ 'H σ.
 The converse fails. A counter example is given by the reductions
 ρ0 : (λz .z(zx))IL→ I(Ix)
 Ix→ Ix and ρ1 : (λz .z(zx))IL→ I(Ix)
 I(Ix)→ Ix .
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Strong Church-Rosser Theorem
 CR+. If ρ, σ are coinitial, then ∃σ′, ρ′.ρ+ σ′ ∼= σ + ρ′.

Page 91
                        

Strong Finite development Theorem
 FD+. Every development of (M,F) is finite and can be extendedto a complete one. All complete developments of (M,F) end inthe same term and are strongly equivalent.
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Cube Lemma
 Lemma. Suppose σ1 : M →∗ M1, σ2 : M →∗ M2 andσ3 : M →∗ M3. Then
 (σ1/σ2)/(σ3/σ2) ∼= (σ1/σ3)/(σ2/σ3),
 (σ2/σ3)/(σ1/σ3) ∼= (σ2/σ1)/(σ3/σ1),
 (σ3/σ1)/(σ2/σ1) ∼= (σ3/σ2)/(σ1/σ2).
 Proof. Use FD+ to prove the lemma for ‘elementary cubes’ andthen piece together all the ‘elementary cubes’.
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Strong Equivalence is a Congruence Relation
 Proposition. ∼= is an equivalence and is closed under ‘+’ and ‘/’.
 Proof. Suppose ρ ∼= σ ∼= τ . Then
 ρ/τ = (ρ/τ)/(σ/τ) ∼= (ρ/σ)/(τ/σ) = ∅.
 Similarly τ/ρ = ∅. Hence transitivity.
 Suppose ρ ∼= ρ′. Then (ρ/σ)/(ρ′/σ) ∼= (ρ/ρ′)/(σ/ρ′) = ∅.Similarly (ρ′/σ)/(ρ/σ) = ∅. Hence ρ′/σ = ρ/σ.
 Suppose σ ∼= σ′. Thenρ/σ = (ρ/σ)/(σ′/σ) ∼= (ρ/σ′)/(σ/σ′) = ρ/σ′.
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VIII. Reduction Strategy
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How do we implement the λ-calculus?
 We need a strategy for contracting redexes in a deterministic way,which must be consistent with β-reduction.
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Reduction Strategy
 A reduction strategy is a map F : Λ→ Λ such that for all M ∈ Λ itholds that M →∗ F (M).
 A reduction strategy is a one-step strategy, or 1-strategy, ifM → F (M) for every M that is not an nf.
 The F -reduction path of M is the sequence M,F (M),F 2(M), . . ..
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Reduction Strategy
 F is normalizing if for each M ∈ Λ that has a normal form there issome n such that M →∗ F n(M).
 F is cofinal if for each M ∈ Λ the F -path of M is cofinal.
 F is Church-Rosser if for each M,N ∈ Λ the F -paths of M,Nintersect whenever M = N.
 F is recursive if it is a recursive set.
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Reduction Strategy
 Lemma. Suppose F is a reduction strategy. The following hold:(i) If F is Church-Rosser then F is cofinal.(ii) If F is cofinal then F is normalizing.
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Leftmost Reduction
 The leftmost reduction →` is the strategy that always contractsthe leftmost redex.
 →∗` is the reflexive and transitive closure of →`.
 →+` is the transitive closure of →`.
 Write →` for → \ →`.
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Normalization Theorem
 Normalization Theorem [Curry and Feys, 1958]. →` is arecursive normalizing 1-strategy.
 Proof. Suppose M has a normal form N. Then by StandardizationTheorem there must be a standard reduction
 M ≡ M0∆0→ M1
 ∆1→ . . .∆k−1→ Mk ≡ N.
 Every ∆i must be the leftmost redex in Mi for otherwise theleftmost redex would survive in N.
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Example
 A ≡ ωωx , where ω ≡ λbxz .z(bbx), has no normal form.
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Quasi Leftmost Reduction
 A quasi leftmost reduction is of the form
 M0∆0→ M1
 ∆1→ M2∆2→ . . .
 such that for each i there is some j ≥ i such that ∆j is theleftmost redex in Mj .
 Theorem. If M has an infinite quasi leftmost reduction then Mhas no nf.
 Proof. →∗`
 commutes with →`. So leftmost reductions can go first.
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Gross-Knuth Reduction
 The Gross-Knuth Reduction →gk is defined as follows:
 M →gk N iff N ≡ Cpl(M,FM),
 where FM is the set of all redexes in M.
 By definition M →gk N implies M ⇒cpl N.
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Gross-Knuth Reduction
 Theorem. →gk is a recursive cofinal strategy.
 Proof. A one-step reduction is a complete reduction. We are doneby observing that if M →gk N and M ⇒cpl L then L⇒cpl N andthat ⇒cpl is Church-Rosser.
 Corollary. Every quasi Gross-Knuth reduction of M is cofinal.
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The leftmost reduction is not Church-Rossor.A counter example is given by the pair Ω(II), ΩI.
 The Gross-Knuth reduction is not Church-Rossor.A counter example is given by the pair ΩA(ΩA), ΩA(ΩB).For the choice of A,B take a look at
 (λx .λy .yxy)x(λx .λy .yxy) → (λy .yxy)(λx .λy .yxy)
 → (λx .λy .yxy)x(λx .λy .yxy).
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Since CR reduction strategy is our main concern, we areparticularly interested in the existence of recursive CR reductionstrategies.
 The Church-Rosser property indicates how we could constructeffectively such a reduction strategy from scratch.
 Additional caution is necessary to take care of circular reduction.
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Minimal Term
 A λ-term M is minimal if L→∗ M whenever L = M.
 Examples: a nf, a λ-term whose β-graph is a polygon.
 Lemma. A λ-term is minimal if and only if either it is a nf or itsβ-graph is strongly connected.
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Partial Reduction Strategy
 A partial reduction strategy H is a partial function from Λ to Λwith finite domain.
 A partial reduction strategy H is CR if for all M,N ∈ dom(H) suchthat M = N, some m, n exist such that
 H(M), . . . ,Hm(M),H(N), . . . ,Hn(N) ∈ dom(H)
 and Hm(M) ≡ Hn(N).
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Closure of Partial Reduction Strategy
 Suppose X ⊆ Λ. A closure of X under H is the least set X ′ suchthat the following hold:
 X ⊆ X ′, and
 if M ∈ X ′ ∩ dom(H) then H(M) ∈ X ′.
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H-Cycle
 Suppose H is a partial reduction strategy. An H-cycle is a finitesequence M0, . . . ,Mn such that
 H(M0) ≡ M1, H(M1) ≡ M2, . . . , H(Mn) ≡ M0.
 An H-cycle C is minimal if one (or every) element of C is minimal.
 Fact. If H is CR and C is an H-cycle, then C is minimal.
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Finiteness Checking
 Lemma. Given a λ-term M and a finite set E of λ-terms, it isdecidable to check if all terms reachable from M are in E .
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Recursive Enumeration of Λ
 There is a recursive sequence E0, E1, E2, . . . ⊆ Λ such that
 En is finite and computable from n;
 M,N ∈ En implies M = N;
 M = N implies M,N ∈ En for some n computable from M,N.
 Proof. Fix a Godel encoding function Φ for Λ. Let En be
 Φi | i ≤ (n)0; Φi ,Φ(n)1reduce to some Z in at most (n)2 steps.
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Recursive CR Reduction Strategy
 Theorem [Bergstra and Klop, 1979]. There are recursive CRreduction strategies.
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Recursive CR Reduction Strategy
 Define a recursive sequence F0,F1,F2, . . . of finite partial reductionstrategies as follows:
 G0 = ∅,F0 = ∅,
 and
 Gk+1 = the closure of Ek under Fk ,
 Fk+1 = F +k ∪ Fk ,
 where dom(F +k ) = Gk+1 \ dom(Fk) and the definition of F +
 k isgiven next.

Page 115
                        

Recursive CR Reduction Strategy
 Suppose M ∈ Gk+1 \ dom(Fk).
 1 If there is some N ∈ Gk+1 ∩ dom(Fk) that is in an Fk -cycle,then the cycle must be in Gk+1. Let F +
 k (M) be the element inthe cycle with the least Godel number.
 2 If there are common reducts of Gk+1 \ dom(Fk) that are not indom(Fk), let F +
 k (M) be one such reduct canonically chosen.
 3 If all common reducts of Gk+1 \ dom(Fk) are in dom(Fk),then every such reduct reduces to a minimal term. LetF +k (M) be one such minimal term canonically chosen.
 Remark. The construction never produces two distinct cycles thathave equal elements, nor does it ever create a cycle for terms thathave nfs.
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Perpetual Reduction
 A reduction strategy F is perpetual if the F -reduction of M isinfinite whenever∞(M) (i.e. there is an infinite reduction from M).
 Consider KIΩ.
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I -Redex, K -Redex
 A redex (λx .P)Q is an I -redex if x ∈ P; it is a K -redex if x /∈ P.
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An Effective Perpetual Reduction
 Let →∞(M) be defined by
 M, if M is a nf,C [PQ/x], if M ≡ C [(λx .P)Q], (λx .P)Q is
 an I redex and is the leftmost redex,C [P], if M ≡ C [(λx .P)Q], (λx .P)Q is
 a K redex and is the leftmost redex,and Q is a nf,
 C [(λx .P)(→∞ (Q))], if M ≡ C [(λx .P)Q], (λx .P)Q isa K redex and is the leftmost redex,and Q is not a nf.
 The special redex of a term is the redex contracted by →∞.
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Special Redex
 Fact. The special redex of M is not in the functional part of anyredex in M.
 Fact. Suppose M →∞ N. Then a residual of an I -redex in M, if itexists, is an I -redex in N.
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→∞ is a Perpetual Strategy
 Let M ≡ C [(λx .P)Q] where (λx .P)Q is the leftmost redex in M.If (λx .P)Q is a K -redex, ∞(M) and ¬∞(Q), then ∞(C [P]).
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→∞ is a Perpetual Strategy
 Theorem [Barendregt, 1976]. →∞ is an effective perpetual onestep reduction.
 Proof. Let R ≡ (λx .P)Q be the leftmost redex in M ≡ C [R].Suppose M ≡ M0 → M1 → M2 → . . . is an infinite reduction.
 R is an I -redex and no reduction step is leftmost reduction.
 R is an I -redex and there is a leftmost reduction step.
 R is a K -redex and Q is a nf.
 R is a K -redex and Q is not a nf and ¬∞(Q).
 R is a K -redex and Q is not a nf and ∞(Q).

Page 122
                        

Conservation Theorem
 Theorem [Church 1941; Barendregt, 1976]. If M∆→ N for an
 I -index ∆, then ∞(M) implies ∞(N).
 Proof. Let Mk be →k∞ (M). If ∞(M) then
 M ≡ M0∆0→ M1
 ∆1→ M2∆2→ . . .
 is infinite, where every ∆k is a special redex.
 If ∆0 = ∆, then clearly ∞(N).
 If ∆0 6= ∆, then by Finite Development Theorem some N1
 exists such that M1 ⇒cpl N1 with respect to ∆/∆0 andN ⇒cpl N1 with respect to ∆0/∆.
 An infinite reduction sequence can be defined by induction.
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Optimal Strategy
 Suppose F is a reduction strategy. Then length LF (M) of theF -path of M is µn.[F n(M) is in nf].
 F is optimal if it is normalizing and no reduction strategy is strictlybetter than F .
 F is 1-optimal if it is a normalizing 1-strategy and no 1-strategy isstrictly better than F .
 It should be clear that optimal strategy and optimal 1-strategyexist.
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Nonexistence of Recursive Optimal Strategy
 Theorem. There is no recursive optimal reduction strategy.
 Proof. If there were such an optimal strategy F , then one wouldhave the equivalence “M has a nf iff F (M) is a nf”. But then thefollowing recursive enumerable set
 M | M has a nf
 would be recursive, which is a false conclusion.
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Self Interpretation
 Let ] be a Godel encoding function of Λ. Let pMq be p]Mq.
 The functions defined by
 ]M, ]N 7→ ](MN),
 ]x , ]M 7→ ](λx .M),
 n 7→ ]pnq
 are computable. So there are terms App, Abs and N such that
 ApppMqpNq = pMNq,
 AbspxqpMq = pλx .Mq,
 Npnq = ppnqq.
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Second Fixpoint Theorem
 Theorem. ∀F∃X .FpXq = X .
 Proof. Let W ≡ λx .F (Appx(Nx)) and X ≡W pW q. Then
 X →∗ FpXq.
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Undecidability of Subset of Λ
 A subset A ⊆ Λ is nontrivial if it is neither ∅ nor Λ. it is closedunder equality if M ∈ A whenever M = N ∈ A.
 Two sets A,B of numbers are recursively separable if there is arecursive set C such that A ⊆ C and B ⊆ C.
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Undecidability of Subset of Λ
 Theorem. Let A,B ⊆ Λ be nonempty sets closed under equality.Then A,B are not recursively separable.
 Proof. Suppose A,B were recursively separated by some recursiveset C. Then A ⊆ C and B ⊆ C. There is some term F such that
 FpMq = p0q, if M ∈ C,FpMq = p1q, if M /∈ C.
 We get a contradiction by applying the Second Fixpoint Theoremto the swap function
 G ≡ λz .if Zero(Fx) then M1 else M0
 where M0 ∈ A and M1 ∈ B.
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Undecidability of Subset of Λ
 Corollary. If A ⊆ Λ is nontrivial, then A is not recursive.
 Corollary. The r.e. set M | M has a nf is not recursive.
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Enumerator
 Theorem. There is a closed λ-term E such that
 ∀M ∈ Λ0. EpMq→∗ M.
 Proof. Given M we can find effectively MX ∈ X+ such that
 MX →∗ M.
 Let \( ) be the obvious encoding function on X+. Let E bedefined by λz .D(Gz)) such that for all closed term M one has
 EM →∗ D(GpMq))→∗ Dp\(MX)q→∗ MX →∗ M,
 where D is the λ-version of the decoding function.
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Enumerator
 Theorem. There is an enumerator Ex for Λ0(x).
 Proof. By Church-Turing Thesis some F exists such thatFpMq→∗ pλx .Mq. Let Ex ≡ λz .E(Fz)x .
 Remark: We may assume that Ex is in nf.
 Proof. There is a normal form E′x such that Ex I→∗ Ex .Now (λz .zTIIE′x Iz)pnq→∗ Epnq.
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No Recursive Optimal 1-Strategy
 Let n(M) be the length of the shortest reduction path from M toits normal form.
 1. If A = λxy .I then n(ABC ) = n(A) + 2.
 2. If A = z then n(ABC ) = n(A) + n(B) + n(C ).
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No Recursive Optimal 1-Strategy
 Lemma. Suppose F is an optimal 1-strategy. LetM ≡ (λx .xAx)(λy .yB(II)), where A,B are in nf. Then
 1. If AB = λxy .I then F (M) ≡ (λy .yB(II))A(λy .yB(II)).
 2. If AB = a then F (M) ≡ (λx .xAx)(λy .yBI).
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No Recursive Optimal 1-Strategy
 Theorem. There is no recursive optimal 1-strategy.
 Proof. The r.e. sets A = N | N = λxy .I and B = N | N = aare recursively inseparable. So are the sets]A = n | Eapnq = λxy .I and ]B = n | Eapnq = a.
 Consider λ-terms Mn ≡ (λx .xEax)(λy .ypnq(II)).
 If F were a recursive optimal 1-strategy, then the recursive setn | Mn →` F (Mn) would contain ]A but would not contain ]B.
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IX. Bohm Tree
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Bohm tree offers a useful technique to the studies of λ-theory anddenotational model of λ-calculus.
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Tree
 A tree is a recursive enumerable set T of nonempty strings,denoted by ρ, σ, τ , of pairs of numbers that satisfies the following:
 If σ ∈ T then all nonempty prefixes of σ are in T .
 If σ〈i , c〉〈j , d〉 ∈ T then j < c .
 If σ〈i , c〉 ∈ T and c > 0 then for each j < c there is some dsuch that σ〈i , c〉〈j , d〉 ∈ T .
 If σ〈i , c〉, σ〈i , c ′〉 ∈ T then c = c ′.
 If σ〈i , c〉 ∈ T , we say that σ〈i , c〉, or simply 〈i , c〉, is a node of T .A leaf is a node with no children. An internal node is a node thatis not a leaf.
 Intuitively σ〈i , c〉 ∈ T means that the node 〈i , c〉 is the i-th childof its parent and has c children.
 We shall assume that the root of a tree is always specified.
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Bohm Tree
 Let Σ be λx1 . . . xn.y | n ∈ ω and x1, . . . , xn, y are variables.
 A Bohm tree B is a partial map from a tree T to Σ such that B isdefined on all the internal nodes of T . Let B be the set of Bohmtrees. A Bohm tree is effective if it is a computable function.
 We write BT for the underlying tree of the Bohm tree B.
 Bσ is the subtree of B rooted at σ.
 B ⊆ B ′ if B is obtained from B ′ by removing the labels of somenodes of B ′. [when the label of a node is removed, then all itsdescendants are deleted.]
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Sub-Bohm Tree
 Ak is obtained from A by cutting off all branches at level k . So theleaves of Ak at the k-th level are all labeled by ⊥.
 A ⊆k B iff Ak ⊆ Bk ;
 A =k B iff Ak = Bk .
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Bohm Trees Generated by λ-Terms
 A λ-term generates a Bohm tree by applying head reduction.
 Examples: K, S, Y, λx .y IΩ, Θ(λaxz .zax)x .
 We write BT(M) for the Bohm tree generated by the λ-term M.
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Free Variable in Bohm Tree
 Consider a λ-term M such that M →∗h λzx .x(Mz).
 In the Bohm tree of Mz the free variable z is “pushed into infinity”.
 Under no conditions can the program P in MP be put into use.
 Practically Mz and Mz ′ are equivalent, although they are notβ-convertible. Their applicative behaviours are bisimilar.
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Finite Bohm Tree
 Write M(A) for the term constructed from the finite Bohm tree A.
 A λ-term is a nf iff its Bohm tree is finite with all leaves defined.
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Infinite Bohm Tree
 Theorem. Every effective Bohm tree is generated by a λ-term.
 Proof. Suppose B : T Σ is a Bohm tree, σ ∈ T ,B(σ) = λx1 . . . xn.y and a are the free variables in B.
 We write xσ for x1 . . . xn, yσ for y , and zσ for all the boundvariables appearing in the label of the root through the label of theparent of σ in that order.
 Suppose σ has the children σ〈0, d0〉, . . . , σ〈k , dk〉. Define
 Mσ = λm.λa.λzσ.λxσ.yσ(Empσ〈0, d0〉qazσ xσ) . . . (Empσ〈k, dk〉qazσ xσ).
 Since B is computable, the following function is also computable:
 ϕ(σ) =
 ]Mσ, if B(σ) ↓,↑, otherwise.
 Let ϕ be λ-defined by F .
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Infinite Bohm Tree
 By the Second Fixpoint Theorem, one has some L such that
 L→∗ λs.E(Fs)pLq
 If ϕ(σ) ↓, then
 Lpσqazσ →∗ E(Fpσq)pLqazσ
 →∗ EpMσqpLqazσ
 →∗ MσpLqazσ
 →∗ λzσ.λxσ.yσ(EpLqpσ〈0, d0〉qazσ xσ) . . .
 →∗ λzσ.λxσ.yσ(Lpσ〈0, d0〉qazσ xσ) . . . .
 If ϕ(σ) ↑, then Lpσqazσ is unsolvable.
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Complete Partial Order
 1. partially ordered set, and why it matters to Computer Science
 2. directed subset, directed completeness, cpo
 3. consistent subset, consistent completeness
 4. compact element, algebraic cpo
 5. continuous function, fixpoint construction
 6. topology, T0-topology, Scott topology
 7. Cartesian closed structure of cpo’s
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Tree Order
 The Bohm-like trees form a cpo under the subset relation.
 Theorem. (B,⊆) is a consistently complete algebraic CPO withnonempty infimum.
 For each Bohm tree B one has B =⊔
 i∈ω Bk .
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Tree Order on Λ
 Bohm trees induces an equivalence relation on the λ-terms.
 M v Ndef= BT(M) ⊆ BT(N),
 M ' Ndef= BT(M) = BT(N).
 Notice that v is a pre-order, not a partial order.
 However (Λ,v) inherits most of the algebraic property from (B,⊆).
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Finite Term Approximation
 M(k) def= M(BTk(M)).
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Tree Topology on Λ
 The tree topology O on Λ is the Scott topology: O ∈ O impliesthe following
 If O 3 M v N then N ∈ O.
 If⊔
 D ∈ O for a directed subset D of Λ, then D ∩ O 6= ∅.
 Lemma. For each M the set UM = N | N 6v M is open.
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Topological Base for Λ
 Proposition. The sets OM,k = N ∈ Λ | M(k) v N form a basefor the tree topology on Λ
 Proposition. The set of nf’s is dense in Λ.
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Topological Property of λ-Terms
 a term is compact if its Bohm tree is finite.
 nf’s are isolated points.
 unsolvable terms are compactification points.
 application and abstraction are continuous.
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X. Eta Expansion

Page 153
                        

η-Expansion
 The behaviour of λx .Mx and M are the same if x /∈ fv(M).
 λx .Mx is an η-expansion of M, notation λx .Mx →η M.
 We also say that M is an η-reduction of λx .Mx .
 η-reduction is strongly normalizing since the size strictly decreases.
 Let →βη be →β ∪ →η.

Page 154
                        

Confluence Property of η
 Lemma. →∗η is Church-Rosser.
 Proof. Show by structural induction that the reflexive closure of→η is Church-Rosser.
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Confluence Property of βη
 Lemma. →∗βη is Church-Rosser.
 Proof. Show that the following commutativity property holds:
 If M →β M ′ and M →η M ′′, then M ′′′ exists such thatM ′′ →0
 β M ′′′ and M ′ →∗η M ′′′, where →0β is the reflexive
 closure of →β.
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Postponement of η-Reduction
 Lemma. If M →η→∗β N then M →∗β→∗η N.
 Proof. If an η-redex is the functional part of a β-redex, the effectof the η-reduction is the same as the effect of the β-reduction.
 Corollary. M has β-nf iff M has βη-nf.
 Proof. By the above lemma, an infinite βη-reduction is caused byan infinite β-reduction.
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βη-Solvability
 Proposition. M is β-solvable iff M is βη-solvable.
 Proof. Suppose (λx .M))P = I.
 By CR and Postponement Lemma (λx .M))P →∗β L→∗η= I.
 Now L must be of the form λx .N1N2 such that N2 →∗η x .
 Now N1I/x →∗β N ′1 →∗η N ′′1 and N2I/x →∗β N ′2 →∗η N ′′2 .
 Both N ′1N ′2 has less η-redexes.
 We are done by induction.

Page 158
                        

Infinite η-Expansion
 Let J ≡ Θ(λjxy .x(jy)). Then
 Jx → λz0.x(Jz0)→ λz0.x(λz1.z0(Jz1))→ . . . .
 The Bohm tree B generated by Jx can be seen as the limit of thefollowing infinite η-expansion:
 . . .→η BT(λz0.x(λz1.z0z1))→η BT(λz0.xz0)→η A ≡ x ,
 where A can be seen as an infinite η-reduct of B.
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η-Expansion
 To study infinite η-expansions like the one in the above example, itis convenient to define η-expansion on Bohm trees.
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Bohm Tree Extension
 Suppose B is a Bohm tree and X is a tree. We say that X extendsB if the following hold:
 X extends BT ;
 an unlabeled leaf in B must be a leaf in X .
 [B;X ] denotes the Bohm tree constructed from B by η-expansionsuch that [B;X ]T = X .
 [B;X ] is an infinite η-expansion of B if X is infinite.
 We write [B;X ]→ωη B for the fact that [B;X ] is possibly a finite or
 an infinite η-expansion of B.
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Bohm Tree Extension
 1. (B,→ωη ) is a partial order.
 2. If B →ωη A and BT \ AT is finite then B →∗η A.
 3. If A1 →ωη A and A2 →ω
 η A then the following hold:
 A3 →ωη A1 and A3 →ω
 η A2 for some A3.
 A1 = A2 whenever A1 ⊆ A2.
 4. If A ⊆ B then the following hold:
 If B ′ →ωη B then B ′ ⊇ A′ →ω
 η A for some A′.
 If A′ →ωη A then A′ ⊆ B ′ →ω
 η B for some B ′.
 If A→ωη A′ then B →ω
 η B ′ ⊇ A′ for some B ′.
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Infinite η-Normal Form
 The infinite η-nf ∞η(A) of a Bohm tree A is a Bohm tree thatsatisfies the following:
 A→ωη ∞η(A);
 ∀B.A→ωη B ⇒ B →ω
 η ∞η(A).
 Lemma. The infinite η-nf of a Bohm tree exists and is unique.
 Proof. Existence is by coinduction. Uniqueness is by definition.
 Corollary. If A→ωη B then ∞η(A) =∞η(B).
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Virtual Node
 A sequence σ belongs virtually to a Bohm tree A if it belongs tosome η-expansion of A. Write σ ∈v A for the fact that σ is avirtual node in A.
 Let Xσ be the least tree containing α such that Xα extends A.Write A|σ for the label of the node σ in [A;Xσ].
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Equivalent Head Normal Form
 Two λ-terms M,N are equivalent, notation M ∼ N, if they areboth unsolvable or both solvable with respective normal forms
 λx1 . . . xn.yM1 . . .Mm and λx1 . . . xn′ .y′N1 . . .Nm′
 such that y ≡ y ′ and n −m = n′ −m′.
 Suppose A,B are Bohm trees. A ∼σ B if (i) σ is undefined in bothA,B, or (ii) it is defined but unlabeled in both A,B, or (iii) it is a(virtual) node in both A,B such that A|σ = λx1 . . . xn.y ,B|σ = λx1 . . . xn′ .y and n −m = n′ −m′, where m, respectivelym′, is the number of children of the node σ in A, respectively in B.
 Lemma. If B →ωη A then ∀σ.A ∼σ B.
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Lemma. If B →ωη A then ∀k .∃Ak . (Ak →∗η A ∧ Ak =k B).
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Special Bohm Relation
 A ⊆η B if A′ →ωη A, B ′ →ω
 η B and A′ ⊆ B ′ for some A′,B ′.
 A =η B if A ⊆η B ⊆η A. [well-defined since ⊆η is transitive.]
 Lemma. If A ⊆η B then
 ∀k .∃Ak ,Bk . (Ak →∗η A ∧ Bk →∗η B ∧ Ak ⊆k Bk).
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6⊆η
 Suppose A,B ∈ B.
 A fits in B if ∃A′.A′ →∗η A ∧ A′ ⊆1 B.
 A supersedes B, notation A sup B, if A does not fit in B.
 A supσ B if Aσ sup Bσ.
 Lemma. Suppose A ⊆k B. If Aσ fits in Bσ for all σ ∈ A ∩ B with|σ| = k , then ∃A′ →∗η A.A′ ⊆k+1 B.
 Lemma. Suppose A ⊆k B. If Aσ ∼ Bσ for all σ ∈ A ∩ B such thatA(σ) ↓ and |σ| = k, then ∃A′ →∗η A,B ′ →∗η B.A′ ⊆k+1 B ′.
 Lemma. Suppose A 6⊆η B. Then A 6∼σ B for some σ ∈ dom(A).
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Main Theorem about η-Expansion
 Theorem. Suppose A,B ∈ B. The following are equivalent.
 1 A =η B.
 2 ∞η(A) =∞η(B).
 3 ∀k .∃A′ →∗η A,B ′ →∗η B.A′ =k B ′.
 4 ∀σ.A ∼σ B.
 Proof. (i)⇒(ii) Suppose A ⊆η B ⊆η A. A diagram chasing suffices.
 (ii)⇒(iii) Let C =∞η(A) =∞η(B). Then Ak = C = Bk .
 (iii)⇒(iv) A|σ ∼ A′|σ = B ′|σ ∼ B|σ.
 (iv)⇒(i) If ∃σ.A 6∼σ B, then A 6⊆η B.
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Bohm Transformation
 A Bohm transformation, ranged over by π, is a finite compositionof functions of the form ( )x and the form ( )N/x. The identityfunction is also a Bohm transformation.
 The effect of applying a Bohm transformation to a term isachieved by placing the term in a context.
 Lemma. For each Bohm transformation π there is some contextCπ[ ] such that ∀M.π(M) = Cπ[M].
 Proof. Cπ[ ] is of the form (λx .( ))M.
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Bohm Out Technique
 Suppose σ is a (virtual) node in BT(M). Write Mσ for thesubterm of M ‘located’ at σ.
 Lemma. For each M there is some (virtual) node σ such that
 π(M) = (Mσ)∗
 for some Bohm transformation π and some substitution instance(Mσ)∗ of Mσ.
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Separability
 Proposition. The following statements are valid:
 (1) Suppose M,N are solvable.If M 6∼ N then ∀P,Q.∃π.(π(M) = P ∧ π(N) = Q).
 (2) Suppose M is solvable.If M 6∼ N then ∀P,Q.∃π.(π(M) = P ∧ π(N) is unsolvable).
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Separability
 Theorem [Bohm, 1968]. Let M,N be distinct βη-nf’s. Then∀P,Q.∃π.π(M) = P ∧ π(N) = Q.
 Proof. By assumption M 6=η N. So by the Main Theorem M 6∼σ Nfor some σ. Let σ be the least such sequence. By applying theBohm out technique, we get π′(M) ≡ M∗σ 6∼ N∗σ ≡ π′(N).
 The rest of the argument is simple.
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Separability
 Corollary. If M,N are distinct βη-nf’s, then M = N isinconsistent with λ-theory.
 Corollary. If M,N are nf’s, then M = N is either provable usingη-rule or is inconsistent.
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XI. Continuity
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We shall exploit the tree topology on the λ-terms.
 To do that we introduce a form of λ-calculus that admits moreclose correspondence between terms and Bohm trees.This is done by introducing a constant ⊥ that representsunsolvable terms.

Page 176
                        

Lambda Calculus with Explicit Undefined Constant
 The set Λ⊥ of λ⊥-terms extends Λ by a constant ⊥.
 The operational semantics of λ⊥ is defined by the following rules:
 (λx .P)Q →β PQ/x,⊥P →⊥ ⊥,
 λx .⊥ →⊥ ⊥.
 We write →β⊥ for →⊥ ∪ →β.
 The λ⊥-nf’s correspond to the finite Bohm trees.
 Proposition. →∗β⊥ is CR, and →∗⊥ is strongly normalizing.
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Notation
 Suppose P ∈ Λ⊥. Let
 BT(P)def= BT(PΩ/⊥).
 Let A be a finite Bohm tree. The λ⊥-term M[A] is defined by
 M[A]def= M(A)⊥/Ω).
 For M ∈ Λ, the definition of the λ⊥-term M [n] is given by
 M [n] def= M[BTn(M)].
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Approximation by λ⊥-nf / Finite Bohm Tree
 Suppose P,M are λ⊥-terms.
 P approximates M, notation P v M, if BT(P) ⊆ BT(M).
 P is a finite approximation of M, notation P vf M, if P v Mand P is a λ⊥-nf.
 Example. M [n] vf M [n+1] vf M.
 Let A(M) be P | P vf M.
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Approximation by Reduction
 The α-operation is defined as follows:
 α(λx .yM1 . . .Mn) = λx .yα(M1) . . . α(Mn),
 α(λx .(λy .P)QM1 . . .Mn) = λx .⊥α(M1) . . . α(Mn).
 The ω-operation is defined as follows:
 ω(λx .yM1 . . .Mn) = λx .yω(M1) . . . ω(Mn),
 ω(λx .(λy .P)QM1 . . .Mn) = ⊥.
 Notice that ω(M) is the λ⊥-nf of α(M).
 Lemma. Let M be a λ⊥-term. Then ω(M) v M.
 Lemma. Let M be a λ⊥-term. If M → N then ω(M) v ω(N).
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Approximation
 Let M ∈ Λ and X ⊆ Λ⊥. Then⊔X = M if
 ⋃BT(P) | P ∈ X = BT(M).
 X is directed if BT(P) | P ∈ X is directed.
 Let A′(M) be ω(N) | M →∗ N.
 Lemma. Both A(M) and A′(M) are directed.
 Proposition. A′(M) ⊆ A(M) and M =⊔A(M) =
 ⊔A′(M).
 Corollary. Let M,N be λ⊥-terms. Then M v N if and only if∀M →∗ M ′.∃N →∗ N ′.ω(M ′) v ω(N ′).
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Approximation
 Lemma. If P ∈ A(M), then C [P] v C [M].
 Proof. Since a λ⊥-reduction does not create any new redexes, aλ⊥-head reduction of C [P] induces a head reduction of C [M].
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Approximation
 Lemma. If P →⊥ Q then ω(P) ≡ ω(Q) and P ' Q.
 Corollary. Let P,Q be λ⊥-terms. If P =β⊥ Q, then P ' Q.
 Proof. If P →β⊥ Q, then P ' Q.
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Two Lemmas
 Let M ∈ Λ and F ⊂ M. Let P be a subterm of M.
 M reduces to N without touching F , notation M →∗F N, if there isa reduction σ : M →∗ N such that a residual of an element of F isnever contracted.
 M →∗P
 N if M →∗FPN, where FP is the set of redexes in P.
 Lemma. If σ : M →∗F N, then M⊥/F →∗ N⊥/F ′, where⊥/F denotes the replacement of the maximal redexes in F by ⊥and F ′ = F/σ.
 Lemma. Suppose C [M]→∗ N ∈ Λ. Then
 ∃M →∗ M ′.∃N →∗ N ′.C [M ′]→∗M′
 N ′.
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Contexts are Continuous
 Theorem. Let C [M] ∈ Λ. Then
 ∀P ∈ A′(C [M]).∃Q ∈ A′(M).P v C [Q].
 Proof. Suppose C [M]→∗ N and P = ω(N).
 By the previous lemma, some M ′,N ′ exist such that M →∗ M ′,N →∗ N ′ and C [M ′]→∗
 M′N ′. By the first lemma on previous slide
 C [M ′]⊥/FM′ →∗ N ′⊥/F ′M′,
 where FM′ is the set of redex occurrences in M ′. Take Q ≡ ω(M ′).
 P ≡ ω(N) v ω(N ′) ≡ ω(N ′⊥/F ′M′)v N ′⊥/F ′M′' C [M ′]⊥/F ′M′ ≡ C [α(M ′)]
 ' C [ω(M ′)] ≡ C [Q].
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Contexts are Continuous
 Corollary. Let C [ ],M,N ∈ Λ. Then
 C [M] =⊔C [Q] | Q ∈ A′(M) =
 ⊔C [Q] | Q ∈ A(M).
 C [M] =⊔
 n C [M [n]].
 If M v N then C [M] v C [N].
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Contexts are Continuous
 Corollary. The map that sends M to C [M] is continuous withrespect to the tree topology.
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Abstraction and Application are Continuous
 Define the abstraction and application functions as follows:
 Absx(M) = λx .M,
 App(M,N) = MN.
 Theorem. (i) Absx is continuous and (ii) App is continuous.
 Proof. (i) (λx .M)[n] = λx .M [n]. (ii) By the previous corollary bothM( ) and ( )N are continuous.
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Isolated Point and Compactification Point
 A point x in a topology X is isolated iff x is open.
 A point x in a topology X is a compactification point iff X is itsonly neighborhood.
 Proposition. Let M ∈ Λ. Then
 1 M is isolated iff M has a nf.
 2 M is a compactification point iff M is unsolvable.
 Proof. (i) A λ-term is a nf iff its Bohm tree is finite and ⊥-free.(ii) If M is unsolvable then OM,n = Λ for all n. If M is solvablethen every element in any of its open neighborhoods is in hnf.
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Genericity Lemma
 Lemma. Suppose M is unsolvable and N is a nf. For everycontext C [ ], if C [M] = N then C [L] = N for all L.
 Proof. Since C [ ] is continuous, C [ ]−1(N) is open. An open termcontaining an unsolvable term must be Λ.
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XII. Lambda Theory
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Lambda Theory
 Let T be a set of closed equations.
 T ` def= M = N | M,N ∈ Λ0 and λ+ T ` M = N.
 T is a λ-theory if T is consistent and T ` = T .
 A theory T is axiomatized by T0 if T = T `0 .
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Sensible Axiom
 What are the terms that can be safely equated?
 Suppose F ,G are closed and L is an nf. Moreover FL = M andGL = N for distinct nf’s M,N. Can we have F = G as an axiom ina λ-theory?
 We can never equate λ-terms that denote different functions.
 We can equate λ-terms that denote a same function, which mayuse different unsolvable terms to denote undefinedness.
 It makes sense to identify all unsolvable terms.
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Sensible Theory
 A theory T is sensible if K ⊆ T , where
 K = K`0 ,K0 = M = N | M,N are closed unsolvable terms.
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Reduction for Sensible Theory
 The Ω-reduction →Ω is defined as follows:
 M →Ω N iff M is unsolvable and N ≡ Ω.
 Write →βΩ for → ∪ →Ω.
 Lemma. →Ω is Church-Rosser and strongly normalizing.
 Lemma. If M →Ω→ N then M →→∗Ω N.
 Corollary. If M →∗βΩ N then M →∗→∗Ω N.
 Theorem. →∗βΩ is Church-Rosser.
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Consistency of K
 Lemma. K ` M = N iff M =βΩ N.
 Theorem. K is consistent.
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Theory a la Morris
 Let O ⊆ Λ be closed under β-conversion. Define
 M ∼O N iff ∀C [ ]. C [M] ∈ O ⇔ C [N] ∈ O.
 Let TO be
 M = N | M,N ∈ Λ0 and M ∼O N.
 Example: ∼SOL and ∼NF , where SOL is the set of solvable termsand NF is the set of normal forms.
 Lemma. If O is nontrivial then TO is a λ-theory.
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Theory K∗
 Let K∗ be TSOL. In other words,
 K∗ = M = N | M,N ∈ Λ0, ∀C [ ].C [M] solvable⇔ C [N] solvable.
 K∗ is precisely the theory of the model D∞.
 Lemma. K ⊆ K∗.
 Proof. Suppose M = N ∈ K0. Then for all context C [ ],
 C [M] solvable iff ∃P.(λx .C [M])P = I
 iff ∃P.(λx .C [N])P = I
 iff C [N] solvable,
 where the second equivalence is due to Genericity Lemma.
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Theory K∗
 Lemma. If K + M = N is consistent, then M ∼SOL N.
 Proof. Suppose M 6∼SOL N. Then some context C [ ] exists suchthat C [M] is say solvable and C [N] is unsolvable.
 But then some x , P exist such that (λx .C [M])P = I andK ` (λx .C [N])P = Ω, which would imply K + M = N ` A = Bfor all A,B.
 Corollary. Let T be a consistent set of closed equations such thatK ⊆ T . Then T ⊆ K∗.
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Theory K∗
 A theory T is Hilbert-Post complete if for every equation M = Neither T ` M = N or T + M = N is inconsistent.
 Theorem. K∗ is the unique Hilbert-Post complete λ-theoryextending K.
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Theory K∗
 Theorem. K∗ ` M = N iff BT(M) =η BT(N).
 Proof. The implication ‘⇒’ follows from Bohm out technique.
 For the other direction notice that =η is sensible and consistent.(recall that =η is precisely the theory of D∞)
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K∗ is Π02-Complete
 An infinite sequence Mii∈ω of λ-terms is uniform if some Fexists such that Fpnq = Mn for all n ∈ ω.
 Suppose Mii∈ω is a uniform sequence λ-defined by F . Define
 [Mn]n∈ω = Ap0q,
 A = Θ(λax .[Fx , a(S+x)]),
 πi = λx .xF . . .F︸ ︷︷ ︸i times
 T.
 A is called a generator for [Mn]n∈ω.
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K∗ is Π02-Complete
 Lemma. Suppose [Mn]n∈ω, [Nn]n∈ω are uniform sequences. Then∀n.K∗ ` Mn = Nn iff K∗ ` [Mn]n∈ω = [Nn]n∈ω.
 Proof. Using the previous theorem, one gets
 ∀n.K∗ ` Mn = Nn ⇒ ∀n.Mn =η Nn
 ⇒ [Mn]n∈ω =η [Nn]n∈ω
 ⇒ K∗ ` [Mn]n∈ω = [Nn]n∈ω.
 The converse implication follows by applying πn.
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K∗ is Π02-Complete
 Proposition. Let φ0, φ1, φ1, . . . be an effective enumeration of thepartial recursive functions. There are closed λ-terms F0,F1,F2, . . .defining φ0, φ1, φ1, . . . respectively st. φn ' φm iff K∗ ` Fn = Fm.
 Proof. Let φn be λ-defined by Gn and π be such that πpnq = πn.
 Define Fn = λx .πx [Gnp0q,Gnp1q, . . .]. Clearly Fn λ-defines φn.
 Now φn(p) ' φm(p) iff K ` Gnppq = Gmppq for all p.
 Consequently φn ' φm iff K∗ ` Fn = Fm.
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K∗ is Π02-Complete
 Theorem. K∗ is Π02-complete.
 Proof. The theorem follows from the following observations:
 ' is Π02-complete.
 The translation from φk to Fk is effective.
 K∗ is in Π02.
 (M,N) ∈ K∗ iff ∀C [ ].∃t. ‘C [M] →∗h hnf in t steps’ iff ‘C [N]
 →∗h hnf in t steps’.
 The blue part is recursive.
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Theory B
 The theory B equates all closed terms with the same Bohm tree:
 B = M = N | M,N ∈ Λ0 and BT(M) = BT(N).
 B is precisely the theory of the graph model Pω.
 Lemma. B+ = B.
 Proof. This follows from continuity.
 Lemma. K ⊆ B ⊆ K∗.
 Proof. B is sensible and of course consistent.
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K,B,K∗ are in the second level of arithmetic hierarchy.
 We need to relax on the sensitivity condition in order to getrecursive enumerable theories.
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Semi Sensible Theory
 A theory T is semi sensible if it does not equate a solvable termwith an unsolvable term.
 Lemma. A theory T is semi sensible iff T ⊆ K∗.
 Corollary. If T0, T1 are semi sensible then T0 ∪ T1 is semi sensible.
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Recursive Enumerable Theory
 Lemma. Suppose ψ is a partial recursive function. Then thereexists some n such that ψ(n) ↓ implies Epnq = Epψ(n)q.
 Proof. Let ψ be λ-defined by F . By the Second Fixpoint Theoremsome X exists such that X = E(FpXq). Let pnq = pXq. Then
 Epnq = EpXq = X = E(FpXq) = E(Fpnq) = Epψ(n)q,
 where the last equality holds only if ψ(n) ↓.
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Recursive Enumerable Theory
 Lemma. Let T be a recursive enumerable theory and let M,N besuch that T 6` M = N. Then ∃P∀Q.¬(T + P = Q ` M = N).
 Proof. Let An = m | T + Epnq = Epmq ` M = N. Then
 (1) ∀n.n /∈ An.
 (2) m ∈ An iff ∃z .R(n,m, z) for some recursive R.
 Consider ϕ(n) = (µz .R(n, (z)0, (z)1))0. Then for all n,
 (3) ϕ(n) ↓ iff An 6= ∅.(4) ϕ(n) ↓ implies ϕ(n) ∈ An.
 By the previous lemma some n0 exists such that
 (5) ϕ(n) ↓ implies Epn0q = Epϕ(n0)q.
 If ϕ(n0) ↓, then ϕ(n0) ∈ An0 by (4), and Epn0q = Epϕ(n0)q by (5).Hence ϕ(n0) /∈ Aϕ(n0) = An0 by (1). This is a contradiction.
 So ϕ(n0) ↑. Consequently An0 = ∅ by (3). Let P = Epn0q.

Page 210
                        

Recursive Enumerable Theory
 Theorem. Let T0 ( T1 be recursive enumerable theories. There issome recursive enumerable theory S such that T0 ( S ( T1.
 Proof. Suppose T1 ` M = N and T0 6` M = N. By the previouslemma some P exists such that
 (1) ∀Q. T0 + P = Q 6` M = N.
 Let S be T0 + PM = PN. It is a recursive enumerable theory.
 If T0 = S, then T0 + P = I ` M = N, contradicting (1).
 If T1 = S, then T0 + PM = PN ` M = N, which would implyT0 + P = KI ` M = N, contradicting (1) again.
 Recursive enumerable theories are dense.
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