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 Abstract
 For the past few decades, analog voiceband modems have been used extensively to carry digi-tal information over the Public Switched Telephone Network (PSTN). Conventional voicebandmodems treat the PSTN as an analog communication channel. However, today’s PSTN is mostlya digital network except for the basic telephone services provided via analog subscriber lines.The conventional model of analog voiceband channels is no longer adequate to characterize thephysical connection between terminals with direct digital access to the network and voicebandmodems connected to analog subscriber lines. Such a connection requires a different model ineach direction. There are now international modem standards which support rates of up to 56kbits/s for the down-stream channel.
 This dissertation examines the more challenging part of the voiceband communication channel,i.e., the up-stream direction connecting an analog subscriber to the digital network. The majorsource of distortion on the up-stream channel is quantization error caused by analog-to-digitalconversion performed as part of the encoding to Pulse-Code Modulation (PCM) process. Abandpass filter prior to the PCM encoder restricts the bandwidth while the sampling rate of thePCM encoder is predetermined by the network. Signalling in the presence of such constraintslead to theoretical problems as well as practical concerns in modem design.
 Communication models that characterize PCM voiceband channels are developed. We inves-tigate modulation design and related issues including index mapping, constellation design andconstellation probability assignment to match the pre-determined structure of the detector at thereceiver, i.e., the PCM encoder at the central office.
 We develop a framework for transmitter structures that can avoid or reduce Inter-SymbolInterference (ISI) at the receiver in order to sidestep the limited bandwidth of the up-streamchannels and the fixed sampling rate of the up-stream channel. Techniques employed includelinear filtering, spectral shaping and precoding to reduce the ISI, while limiting the averagetransmitted signal power. A filterbank structure for pre-equalizing channels with spectral nulls isalso described.
 A new method for pulse shaping design is proposed. The new pulse shaping filters provide acompatible design that can be used for the up-stream PCM channel as well as to the cascade ofthe up-stream and the down-stream channels.
 Compared to conventional modem design, the proposed modulation and pre-equalization tech-niques together allow for an increase of the data transmission rates in the up-stream direction ofup to 50%.
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 Resume
 Depuis quelques dizaines d’annees, les modems telephoniques analogiques servent dans une largemesure a acheminer des informations numeriques sur le reseau telephonique public commute(RTPC). Les modems telephoniques conventionnels traitent le RTPC comme une voie de com-munication analogique. Or, le RTPC actuel est surtout un reseau numerique, hormis les servicestelephoniques de base fournis par le truchement des lignes d’abonnes analogiques. Le modeletraditionnel de voie telephonique analogique ne suffit plus a caracteriser la connexion materielleentre les terminaux a acces numerique direct au reseau et les modems telephoniques branchesaux lignes d’abonnes analogiques. Une telle connexion necessite un modele different dans chaquedirection. Il existe maintenant des recommandations internationales de modem fondees sur lescaracteristiques de la voie aval acheminant des debits pouvant atteindre 56 kbit/s.
 Cet essai porte sur la portion la plus delicate de la voie de communication telephonique, soit ladirection amont reliant l’abonne analogique au reseau numerique. La source majeure de distorsionde la voie amont est l’erreur de quantification causee par la conversion analogique-numeriquerealisee au cours du codage en modulation par impulsions codees (MIC). Un filtre passe-bandeprecedant le codeur MIC limite la largeur de bande de la voie alors que le taux d’echantillonnagedu codeur MIC est predetermine par le reseau. La signalisation en presence de telles limites posede nombreux problemes theoriques et des difficultes pratiques dans la conception du modem.
 Nous elaborons des modeles de communication pour caracteriser les voies telephoniques MIC.La conception de la modulation et les enjeux associes, y compris la cartographie des indices, laconception de la constellation et l’affectation de la probabilite de constellation, sont etudiees afinde correspondre a la structure predeterminee du detecteur au recepteur, c’est-a-dire le codeurMIC au bureau central.
 Pour contourner la largeur de bande limitee et le taux d’echantillonnage fixe de la voie amont,nous creons un cadre de conception de l’emetteur qui evite ou reduit le brouillage intersymbole aurecepteur. Parmi les techniques utilisees, mentionnons la mise en forme spectrale et le precodageafin de reduire le brouillage intersymbole tout en maintenant une limite sur la puissance moyennedu signal emis. Nous proposons aussi une structure de banc de filtres afin de precorriger les voiesavec une phase non minimum ou des extinctions spectrales.
 Nous proposons aussi une nouvelle methode de conception de la mise en forme des impulsions.Les nouveaux filtres de mise en forme des impulsions ont un design compatible qui peut etreapplique a la voie MIC amont ainsi qu’a la cascade de voies amont et aval.
 Comparees a la conception du modem conventionnel, les techniques de modulation et deprecorrection proposees permettent ensemble d’accroitre jusqu’a 50% les debits de transmissionde donnees en amont.
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1
 Chapter 1
 Introduction
 1.1 Data transmission over voiceband channels
 For the past few decades, data transmission over the Public Switched Telephone Network (PSTN)has been an active area of scientific research as well as product development. Although the PSTNwas originally designed for voice communications, its worldwide reach and relatively low servicecost have made it convenient to also use the PSTN for data communication.
 Conventional telephone service provides a limited bandwidth to each user. The bandwidthof a telephone channel is limited to frequencies ranging approximately from 200 Hz to 3600 Hz.Apart from limited bandwidth, a telephone channel has other effects on the transmitted voicebandsignal such as non-linear phase and amplitude distortion, crosstalk from the signals present onthe adjacent wires, and signal echo. Several recommendations have been developed (or are beingdeveloped) by international standards bodies to characterize the impairments of telephone circuitsand to provide guidelines for voiceband modem design.
 Over the past few years, it has been repeatedly predicted that network access via telephonelines would be replaced by new services based on emerging technologies. Despite all these predic-tions, voiceband modems are still used by the majority of home computer users and small businessowners for data communications and network access. There is no doubt that the demand for morereliable and efficient information access will bring changes to this situation. Several competingtechnologies are available to provide the solution to the so-called “last mile problem”, that is, howto connect customers premises to the broadband network in a more flexible and affordable way.Services such as Integrated System Digital Network (ISDN) and Asymmetric Digital SubscriberLine (ADSL) are two examples of digital data transmission over the twisted-pair subscriber lines.Compared to voiceband modems, these technologies require investment by the telephone compa-nies to install special equipment at the central offices. Depending on the distance between user
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1 Introduction 2
 premises and the serving central office, some users may not be able to use such services.Other technologies for network access such as coaxial cable, wireless access, direct satellite
 access and fiber optic lines are available. Technologies developed for each of these media haveshown merits for particular applications. However, there seems to be no universal technology forall locations and all applications.
 Among all access technologies, the “plain old telephone service” provides the widest accesscoverage in the world. A voiceband modem connected to any phone line can reach millions ofother modems connected to the PSTN. Therefore, it is desirable to investigate new techniques toreach the maximum achievable data transmission rates over voiceband channels.
 1.2 PSTN: A hybrid communication network
 In most parts of the world, the public switched telephone network has evolved towards a digitalcommunication network. The interconnections among central offices are based on fully digitaltransmission via electrical cable, radio links, and increasingly, fiber optic cables. There are manytraffic sources such as Internet Service Providers (ISP) and medium to large size businesses whichhave a direct digital connection to the PSTN. The only remaining analog links are the analogsubscriber loops providing subscribers with basic telephone services. Figure 1.1 shows a schematicdiagram of the telephone network. As shown in this figure, subscribers such as D1 or D2 usetechnologies such as ISDN or even radio links for direct digital access to the PSTN, whereasother telephone users are connected to the network via an analog subscriber loop. Since therest of the network carries only digital data, the analog signal received must be converted to astream of binary digits. The conversion scheme used at the central office is known as Pulse CodeModulation (PCM) encoding. The analog signal is passed through a band-limited filter followedby a sampler and subsequent Analog-to-Digital Converter (ADC). A non-uniform encoding rule(µ-law or A-Law) is used to map each sample to an 8-bit codeword. The output of the PCMencoder is a stream of bits constructed from codewords. To reconstruct the analog signal, the bitstream is passed through a PCM decoder. The PCM encoding and decoding processes add signaldistortion. Although the distortion caused by the PCM encoding process is tolerable for voicesignals, it has a significant impact on the performance of voiceband modems. In fact, quantizationdistortion is the predominant source of data transmission errors over voiceband PCM channels.
 Until the early 1990s, it was widely believed that voiceband modems had reached their maxi-mum theoretical limits in terms of data transmission rate. The theoretical limit was based on alinearized model of the voiceband channels. In this model, a voiceband channel was essentiallyviewed as an analog medium where the quantization distortion caused by the PCM encoding anddecoding process was treated as additive noise.
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 Fig. 1.1 Schematic graph network access via PSTN
 However, the conventional model of voiceband channels is not adequate to describe the differentnetwork access scenarios over the PSTN. Analog subscriber loops can be part of three differenttypes of connections. One type is a connection from a digital source (D1 in Fig. 1.1) to an analogsubscriber. A signal flowing in this direction is not distorted by quantization error since it does notpass through any PCM encoder. We refer to the channel model associated with this connection asthe down-stream PCM channel. The second type of connection begins with an analog subscriberand ends with a digital user. We call the corresponding channel the up-stream PCM channel.This channel includes a PCM encoder with an analog input signal and a digital bit stream at theoutput. The third type of connection starts from an analog subscriber, passes through a PCMencoder and decoder and ends with another analog subscriber line. We refer to this channel asan end-to-end PCM voiceband channel. Communication models describing these three types ofchannels are different.
 In a down-stream PCM channel, where the transmitted signal is not distorted by quantizationerror at the central office, the maximum achievable information rate is higher than the 33 kbits/sprovided by state of the art analog voiceband modems. There are now international modemstandards for down-stream PCM channels that can support rates of up to 56 kbits/s.
 For the up-stream PCM channel, the presence of analog-to-digital conversions as part of thePCM encoder is a major source of signal distortion. Furthermore, the bandwidth of the up-streamchannel is limited by a bandpass filter ahead of the PCM encoder. The bandpass filter, followed by
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1 Introduction 4
 the PCM encoder, acts as the receiver front-end for the up-stream channel. The characteristics ofthis receiver, including the sampling rate, sample timing and detection process are pre-determinedby the network.
 An end-to-end PCM voiceband channel consists of two channels; an up-stream PCM channelfollowed by a down-stream PCM channel. Compared to the up-stream and the down-streamchannels, achieving a higher transmission rate over an end-to-end PCM channel is more difficultsince the end points do not have direct access to the digital data stream.
 1.3 Related work
 Theoretical studies as well as industrial R&D led to a significant increase in achievable data-rateson voiceband channels. Data transmission rates increased from 300 bits/s in the mid 1950s torates of up to 33.6 kbits/s in early 1990s. This advancement was mainly due to improved channelmodelling and the invention of sophisticated techniques for mitigating the channel impairments1.Many of these techniques were examined by standards bodies to develop recommendations andguidelines for voiceband modems. The Series V Recommendations from ITU-T2 have global ac-ceptance in modem development. Recommendation V.34 [2] was the last recommendation forvoiceband modem design that considered the conventional view of additive noise for the quanti-zation error [3].
 Although the development of the V.34 Standard seemed to be the end of the voiceband mo-dem era, an interesting observation regarding the PCM voiceband channels created a new waveof research and development on voiceband modem design. Instead of ignoring the underlyingstructure of signal conversions in the PCM encoders and decoders, this structure can be employedin order to reduce the distortion caused by these conversions.
 To obtain a higher data rate over a PCM voiceband channel, the quantization distortioncausing symbol detection errors should be avoided. Voiceband modems designed to achieve thisgoal are known as PCM modems. The idea of PCM voiceband modems was first investigated in [4].This work was followed by [5] which establishes a method for equalizer design for PCM modems.The error correction method to combat echo was described in [6]. Many of these published articleshave companion patents [7, 8, 9, 10, 11]. A report on the actual system design based on the ideaof PCM modems is described in [12].
 The first recommendation on PCM modems, known as Recommendation V.90, was completedin 1998 [13]. Recommendation V.90 uses a spectrum shaping known as convolutional spectrumshaping [14] to reduce the power density of the transmitted signal at certain frequencies.
 1A comprehensive review of earlier work on voiceband modems is presented in [1].2International Telecommunication Union–Telecommunication Standardization Sector.
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 Recommendation V.90 provides asymmetrical data rates in two directions. During the de-velopment of Recommendation V.90, the support of higher data-rates in the up-stream PCMchannel was proposed [15, 16]. Due to technical uncertainties on several issues such as channelequalization, channel coding, signal mapping and constellation design, the ITU-T committee didnot reach an agreement on a new standard for the up-stream PCM channels [17]. As a result, theconventional voiceband transmission techniques based on Recommendation V.34 were adoptedfor the up-stream direction.
 There is ongoing work by an ITU-T study group to develop new recommendation to achievehigher transmission rates over the up-stream PCM channels3. For data transmission over theup-stream PCM channels, a technique based on convolutional spectrum shaping [14] [13] and alinear filtering is proposed [18].
 1.4 Our research objectives
 The main objective of our research is to identify methods of obtaining higher rates of reliable datatransmission over voiceband PCM channels. We particularly target the up-stream PCM channel,where the pre-determined structure of the receiver front-end creates several theoretical, as well aspractical, problems in the modem design.
 We first need to identify alternative models of data transmission over a PCM channel. Wecharacterize sources of impairment in the PCM channel and develop strategies to avoid or minimizethe impact of distortions on the data transmission performance.
 There are several constraints imposed by the telephone network on the up-stream PCM channelreceiver as well as the transmitted signal. We investigate methods of modulation design which arecompliant with network requirements and match the pre-determined structure of the receiver. Weinvestigate design techniques in constellation design, index mapping and constellation probabilityassignment that can improve the system performance under a transmitted power constraint.
 Due to limited bandwidth and fixed sampling rate, the up-stream PCM channel creates inter-symbol interference (ISI) at the receiver. In order to eliminate or reduce the impact of ISI on thesystem performance, we investigate methods of compensating for the channel at the transmitter.Since there is no direct access to the receiver front-end of the up-stream channel, the channelcompensation must be performed entirely at the transmitter. We examine the existing techniques,such as those proposed for the V.92 Standard and investigate alternative methods to improve thesystem performance by reducing the impact of the ISI at the receiver.
 An appropriate design of pulse shaping filters prevents ISI due to signal modulation. We3The new recommendation from ITU-T is called V.92 with a feature for higher bit-rates in the up-stream
 directions.
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 investigate the design of pulse shaping filters that can be used in two different scenarios: in anup-stream channel where the receiver front-end is fixed, and end-to-end PCM channels where thetransmitter and receiver filters are a pair of matched filters.
 1.5 Thesis organization
 In Chapter 2, an overview of data transmission over the PCM voiceband channels is presented. Weexamine the characteristics of different components of PCM channels. The conventional model ofdata transmission over voiceband channel is compared to the hybrid model of connection betweenanalog subscribers and the digital network.
 Chapter 3 describes the choice of a modulation scheme that is compatible with the predeter-mined structure of the receiver in the up-stream PCM channel. We investigate several problemsrelated to the constellation design, index mapping and non-equally-probable signalling for up-stream PCM channels. The modulation performance, with an average power constraint in thepresence of additive Gaussian noise and residual inter-symbol interference, is analyzed.
 Chapter 4 describes the linear distortion due to the channel and receiver filters. We describelinear transmitter filter design procedure which minimizes certain optimization criteria such asthe peak distortion error or the mean-square error. A unified approach is employed to defineseveral transmitter structures. These transmitter structures include combinations of optimallinear filtering and spectral shaping. We also describe precoding techniques to compensate forthe PCM channel in the transmitter while maintaining an average transmitted power constraint.
 In Chapter 5, a non-maximally decimated filterbank structure is introduced to compensatefor the channel at the transmitter. The channel model can be a non-minimum phase filter andits frequency response may contain spectral nulls. The merits and limitations of such a filterbankstructure for channel pre-equalization are investigated.
 Chapter 6 describes new methods of designing pulse shaping Nyquist filters. We introducea general relationship between the phase and amplitude response of bandlimited Nyquist filters.Using this relationship, we show that a bandlimited zero-phase Nyquist filter can always be splitinto two cascaded matched filters, such that each one is also a Nyquist filter. We explain how thenew pulse shaping filters can be used for the up-stream PCM channel as well as the end-to-endPCM channels. We also introduce a new family of Nyquist filters. The standard raised-cosinespectra can be considered as a special case of this family. Compared to raised-cosine filters, thegeneralized raised-cosine filters provide more flexibility and control in the filter design.
 In Chapter 7, concluding remarks, contributions and future research directions are discussed.
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7
 Chapter 2
 The PCM Voiceband Channel
 Characteristics
 This chapter describes a more detailed communication model of PCM voiceband channels. Threedifferent connection scenarios are considered: the down-stream direction, the up-stream directionand end-to-end connections. We describe different constituents of a voiceband telephone networkthat contribute to the overall characteristics of the PCM channels.
 2.1 Subscriber access to the PSTN
 In a telephone network, the physical connection to customer premises is provided by a pair oftwisted copper wires known as a subscriber loop or a subscriber line. A subscriber loop is used forsignalling operations such as dialing, ringing and the off-hook indicator as well as for bi-directionalvoiceband signal transmission [19]. As shown in Fig. 2.1, at both ends of a subscriber loop, ahybrid circuit separates the receiving and transmitting signal paths by converting a two-wire linkto a four-wire connection.
 2.2 Subscriber loop interface circuit
 The interface between the analog subscriber loop and a digital central office switching system isprovided by a line interface circuit. A line circuit provides several functionalities such as powersupply, over-voltage protection, ringing for incoming calls, monitoring the line status (supervision),coding/decoding, hybrid and testing [19]. Figure 2.1 shows the components of the line circuit thatdirectly affect a voiceband transmitted signal. The actual locations of the line interface circuitsdepend on the telephone network and the associated loop plant. In the majority of existing
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 Fig. 2.1 Subscriber loop access via line interface circuits at the central office.
 telephone networks, the line interface circuit cards are installed at the central office. In somecases, line circuits are installed as part of a digital loop carrier (DLC) in a remote switchingterminal[20]. The data transmission between a DLC and the central office is carried over twisted-pair or fiber-optic connections. By employing DLCs, the actual length of each analog subscriberloop is shortened and many signal transmission impairments over long analog subscriber loopsare mitigated.
 2.3 Subscriber loop characteristics
 A subscriber loop cable has electrical characteristics that introduce changes to the carried signal.The theory of transmission line can be used to quantify signal distortions. As with any othertransmission line, the electrical characteristics of a twisted pair of copper wires can be describedby a set of parameters known as the line primary constants [19]. The primary constants consist ofseries inductance L, shunt capacitance C, shunt conductance G and series resistance R. The pri-mary constants are all defined per unit length of cable. Figure 2.2 shows a lumped circuit elementmodel of a segment of transmission line. The actual requirements of twisted copper lines used insubscriber loops are described in several standards and guideline documents. Nominal values forthese parameters can be found in [19], [21] and [22]. The transfer function of a transmission lineis obtained by solving a set of partial differential equations describing the current and voltage ateach point of the line as a function of time and distance [23]. A set of secondary parameters knownas propagation constants and characteristic impedance are computed to simplify the voltage and
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 Fig. 2.2 The T-equivalent circuit for a unit length segment of a subscriber line
 current expressions:
 γ = α + jβ =√
 (R + jωL)(G + jωC)
 Z0 =
 √R + jωL
 G + jωC
 (2.1)
 For a given load impedance ZL, the transfer function and the input impedance of the line aredetermined as follows [21]:
 T (ω) =ZL
 ZL cosh(γd) + Z0 sinh(γd)(2.2)
 Zin(ω) = Z0ZL + Z0 tanh(γd)Z0 + ZL tanh(γd)
 (2.3)
 where d is the length of the line. If the line consists of several segments with different electricalcharacteristics, the input impedance of each part is the load of the preceding segment, and theoverall transfer function is the product of the transfer functions of cascaded segments. A moredetailed analysis and examples including unterminated lines (bridged-tap sections) or lines withextra series inductance (loading coils) can be found in [21] and [23].
 In order to show the filtering effect of the subscriber lines, we consider a set of lines withthe same cable characteristics composed of wires with 26 American-Wire-Gauge (AWG)1. Theline termination consists of a 600 Ω resistance. Figure 2.3 shows the frequency responses ofdifferent cable lengths. It is evident that the signal attenuation becomes more significant athigher frequencies for longer cables.
 For subscriber lines longer than 5.5 km (18 kft), the signal attenuation is significant evenat frequencies as low as 1 kHz, causing unacceptable distortion to the transmitted voice signal.A compensation for the line characteristics can be achieved by inserting several series inductorsalong the line.
 A set of appropriately chosen series inductors (loading coils) can be used to compensate for1AWG is a measure of wire diameter. Typical gauges are 19, 22, 24 and 26. The wire diameter decreases by
 increasing AWG [20].
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 Fig. 2.3 The magnitude response of subscriber lines with a 26-AWG cable. Themagnitude response is shown for different cable lengths. The terminal load is set toa 600 Ω resistance.
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 Fig. 2.4 Magnitude response of a 5.5 km (18 kft) long unloaded subscriber line witha 26-AWG cable is compared with that of a loaded line with the same characteristicsand the same length. The loaded line contains two 88 mH loading coils which areinserted at 1.83 km (6 kft) from each end.
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2 The PCM Voiceband Channel Characteristics 11
 the signal attenuation in the lower frequency range (100–2500 Hz). The disadvantage of thiscompensation is that the loading coils create a lowpass frequency response where signals withfrequency components higher than the cutoff frequency will be significantly attenuated. Thisattenuation reduces the channel bandwidth and the maximum data transmission rate. Figure 2.4shows an example of a compensated line. In this example, the total length of the line is 5.5 km(18 kft) and there are two 88 mH loading coils inserted 1.83 km (6 kft) from each end.
 For simulation and testing purposes, there have been studies that identify the transmissionimpairment conditions encountered on the telephone networks in most countries. For example,Recommendation V.56 series from the ITU-T provides network models to be used in the evaluationand comparison of voiceband modems [24]. Figure 2.5 shows the measurement results of thefrequency response for several subscriber lines, as given in [24]. In each case, a resistive load of600 Ω is used.
 2.3.1 Hybrid Circuits
 In a public telephone network, access to the central office for a majority of users is provided via apair of twisted copper wires. Since the send and receive signals share the same pair of wires, thisconnection is called two-wire transmission. Four-wire transmission is where separate pairs of wiresare used for transmitting and receiving signals. At the central office as well as the user premises,a circuit known as a hybrid coupler (or simply “hybrid”) is used as an interface between two-wire and four-wire connections. A hybrid circuit can be implemented in several ways. In manytelephone sets, the hybrid circuit is implemented using transformers with line impedance matchingto achieve a maximum energy transfer to the line and a minimum leakage from the transmitter tothe receiver. Figure 2.6 shows the functionality of a hybrid using active components. Ideally, thehybrid circuit should prevent any energy leakage from the local transmitter to the local receiver. Inpractice, the line impedance varies from line to line. It is infeasible to choose one impedance thatmatches all subscriber lines. We can only choose a compromised impedance value that providesa reasonable match for most lines. As shown in Fig. 2.6, the signal from the transmitter to thesubscriber line attenuates in the impedance voltage divider.
 2.3.2 Characteristics of the filters in the line circuit
 Among other tasks, a line circuit performs filtering on the received and transmitted voicebandsignals. As shown in Fig. 2.1, there are two filters used in a line circuit: one prior to the ADCcircuit, and one following the Digital-to-Analog Converter (DAC).
 The bandpass anti-aliasing filter prior to the sampler is referred to as a send filter. The sendfilter limits the bandwidth of the input signal to avoid aliasing in the sampled signal. This filter
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 Fig. 2.5 Measurement results of the magnitude response of several subscriber linesas reported in [24].
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 Fig. 2.6 A circuit model of a hybrid coupler
 also attenuates the low frequency interferences from power lines.The lowpass reconstructing filter following the DAC circuit is referred to as a receive filter.
 This filter is used to suppress out-of-band frequency components in the reconstructed signal.The send and receive filters should meet certain requirements in terms of their magnitude
 response and group delay. These requirements are specified in standard references such as ITU-TRecommendation G.712 [25]. Recommendation G.712 specifies a range for the attenuation andgroup delay for the send and receive filters (digital to analog channel), as well as the overallfrequency response of the cascade of both filters (analog-to-analog channel). Figures 2.7 showsa design example of a send filter (prior to the ADC circuit) that satisfies the requirements ofRecommendation G.712. The filter consists of a 5th-order elliptic lowpass filter cascaded with abi-quad highpass filter. The same lowpass elliptic filter is used as the receive filter (following theDAC). Figure 2.8 shows the overall response of the send and receive filters.
 Some design specifications for send and receive filters can be found in [20]. Some empiricalmeasurements of the frequency response of these filters are reported in [24]. For example, Fig. 2.9presents some of the measurement results for several subscriber lines, as reported in [24].
 2.3.3 PCM encoding and decoding
 In a line circuit, the signal received from an analog subscriber loop is converted into a stream ofbinary digits. The encoding scheme used for digital telephone networks is Pulse Code Modulation(PCM). Conceptually, a PCM encoder performs three operations:
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 Fig. 2.7 Example of the frequency response of a send filter. The filter consists of a5th-order lowpass elliptic filter cascaded with a highpass bi-quad filter.
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 Fig. 2.8 Frequency response of the overall send-receive filter is compared with Rec-ommendation G.712 requirements.
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 Fig. 2.9 Empirical results as provided in Recommendation V.56.
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2 The PCM Voiceband Channel Characteristics 17
 1. sampling the input waveform,
 2. quantizing the samples, and
 3. representing each quantizer level with a binary index.
 The continuous-time analog signal at the input of the PCM encoder is sampled at 8000 sam-ples/sec. Each sample is represented by an 8-bit codeword. A practical device for implementingthis process is a sample-and-hold circuit followed by an Analog-to-Digital Converter (ADC) cir-cuit [26, p. 187]. The ADC maps each sample into a binary codeword representing a quantizedamplitude closest to the input.
 A PCM decoder restores the analog waveform corresponding to the PCM encoded bit stream.The input bit stream to a PCM decoder is parsed into 8-bit codewords. As part of PCM decoder,a DAC circuit converts each 8-bit codeword into an amplitude. The discrete-time reconstructedamplitudes are converted to a continuous-time waveform. An example of a physical device whichperforms such conversions is zero-order-hold followed by a lowpass filter [26, p. 187].
 2.3.4 Non-uniform Quantizer
 The tandem operation of a PCM enCOder and a DECoder (CODEC), in terms of representinga discrete-time sample by a quantized amplitude, can be viewed conceptually as scalar quantiza-tion2. A codec is characterized by two finite sets of amplitudes: decision boundaries and outputlevels. A CODEC approximates each input sample falling between two adjacent decision bound-aries with an amplitude taken from the set of output levels. The approximation error manifestsitself as signal distortion in the reconstructed waveform.
 For a given bit resolution (i.e., the number of quantization output levels), the goal of a CODECdesign is to specify the decision boundaries and the output levels of a quantizer that minimizecertain error criteria. For voice telephony, a CODEC should provide a robust quantization per-formance over a wide range of input signals and signal levels. The performance of a quantizer canbe measured in terms of Signal-to-Quantization Noise Ratio (SQNR)3.
 There are requirements imposed on a CODEC performance in terms of lower bounds (masks)for the SQNR with respect to the input signal power. Recommendation G.712 defines severalmasks for SQNR for different input test signals [25]. These requirements cannot be satisfied byan 8-bit uniform quantizer (equal spacing between decision boundaries).
 By choosing smaller quantizer steps for small signals and large steps for large signals, wecan obtain a more robust quantizer. Non-uniform spacing between quantization levels can be
 2Here, we assume that the digital network is transparent from the viewpoint of signal transmission.3Note that a robust quantizer does not necessarily provide the maximum SQNR for a given number of bits but
 it maintains a level of performance for a larger dynamic range of the input signal.
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 achieved by using a non-linear compression characteristic F (·) prior to a uniform quantizer, thenexpand the quantized levels using the inverse function F−1(·). The compressor characteristic F (·)is referred to as (compressing and expanding) companding law.
 Two companding laws specified in Recommendation G.711 [27] are the µ-Law and the A-Law4.The compression characteristic function for the µ-Law quantizers can be expressed as:
 F (x) = xmaxlog(1 + µ|x|/xmax)
 log(1 + µ)sgn(x) (2.4)
 where sgn(x) is the sign of x. The inverse characteristic equation is:
 F−1(x) = xmax1µ
 [(1 + µ)|x|/xmax − 1] sgn(x) (2.5)
 The actual characteristics of a µ-law (and also an A-Law) CODEC are completely specified inRecommendation G.711. In this recommendation, the companding laws are approximated aspiece-wise linear functions. For µ = 255, the µ-Law companding function is approximated by 15linear segments (In fact, there are 16 segments but the two segments close to the center have thesame slope). Each segment specifies 16 output levels.
 As shown in Fig. 2.10, each 8-bit codeword at the output of encoder consists of three parts.The most significant bit in each codeword represents the sign bit. The next three bits give thesegment index and the last four bits identify one of 16 possible output levels in each segment.
 (LSB)(MSB)
 Sign bit Segment # Step within the segment
 b2 b0b1b3b4b5b6b7
 Fig. 2.10 Bit allocation in a µ-Law codeword.
 For the µ-Law quantizer, the positive decision levels X(1) to X(128) as well as the outputlevels Y (0+) to Y (127) are specified as:
 X(16i + j + 1) = 2(i+1)(j + 17) − 33 for 0 ≤ i ≤ 7 , 0 ≤ j ≤ 15 (2.6)
 Y (16i + j) = 2(i+1)(j + 16.5) − 33 for 0 ≤ i ≤ 7 , 0 ≤ j ≤ 15. (2.7)
 4Here, we only give the relationship for µ-Law. A-Law companding and its approximation is described in [22,pp. 621-627].
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 Note that the µ-Law quantizer has a mid-tread characteristic, i.e., zero is one of the allowedoutput levels. Since there are 256 possible output levels in total and the quantizer is symmetrical;two output levels are assigned to the same value:
 Y (0+) = Y (0−) = 0
 Since the quantizer is symmetrical, negative decision levels are specified as:
 X(−i) = −X(i) for 1 ≤ i ≤ 128
 Y (−i) = −Y (i) for 0 ≤ i ≤ 127. (2.8)
 The outer levels X(−128) and X(128) are virtual decision boundaries corresponding to the am-plitude of a 3.17 dBm0 sinusoid, that is, a sine-wave with a normalized amplitude X(128) = 8159will have a power of 3.17 dBm05.
 2.3.5 Multiplexing
 The output of a PCM encoder is a 64 kbits/s DS0 bit stream corresponding to each voice channel[20]. The bit rate DS0 is the lowest rate in the hierarchy of data multiplexing in the switcheddigital network. For example, in Fig. 2.11, a channel bank comprising 24 voice channels is depicted.The outputs of these channels are encoded at 64 kbits/s DS0 rates and multiplexed into a 1.54Mbits/s DS1 stream6 [20].
 2.4 Power Constraints of the PCM channel
 Each country has certain regulations and guidelines for the electrical characteristics of terminalequipment connected to a subscriber loop7. The regulations are imposed to prevent any damage tothe network. Any equipment for loop terminal use must pass several certification tests in order tobe connected to the network. One particular requirement concerns the signal power transmittedover the subscriber loop. The average power applied to a loop in the voice frequency band (200Hz – 4000 Hz) should be limited to −13 dBm under all conditions when averaged over a periodof 3 seconds8 [19]. The average power limitation reduces the maximum data transmission rate.
 5dBm0 is a power measure with respect to a (virtual) reference point, known as zero Transmission Level Point(TLP) [22, p.23].
 6The digital multiplexing rates given here are based on North American Standards.7For example, the Federal Communication Commission (FCC) in the United States, and the Canadian Radio
 and Telecommunication Commission (CRTC) in Canada govern these regulations.8There are ongoing discussions to relax the power constraint
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 Fig. 2.11 A channel bank multiplexing 24 voice channels to a DS1 stream.
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 2.5 Capacity of PCM voiceband channels
 A conventional design of voiceband modems targets data transmission between two terminalsconnected to analog subscriber lines. In this design, the voiceband channel is treated as an analogcommunication medium, where the underlying sources of channel impairment are modeled asadditive distortions. For an end-to-end PCM voiceband channel, the main source of distortionis signal quantization in the analog-to-digital conversion. The quantization distortion can beapproximated as Additive White Gaussian Noise (AWGN) under certain conditions [4, 28]:
 • the transmitted signal contains independent, identically-distributed random symbols,
 • the symbol timing is independent of the sampling clock at the PCM encoder, and
 • the number of quantization levels is large.
 Under the AWGN assumption of the quantization noise, the voiceband channel capacity can becomputed using Shannon’s classical results [29]:
 C = W log2(1 + SNR) bits/sec (2.9)
 where W is the bandwidth and SNR is the Signal-to-Noise power Ratio. For a typical PCMvoiceband channel, W is in the 3–3.5 kHz range. In a PCM channel, the dominant source ofdistortion is the quantization error. The SQNR for an 8-bit non-uniform A-law or µ-law quantizeris in the 33–39 dB range. For the given nominal values of the SQNR and the channel bandwidth,the capacity of a voiceband channel computed from Eq. (2.9) is in the 33 to 45 kbits/s range. Basedon the AWGN model of distortions in voiceband channels, there are several recommendations andguidelines developed by international standards bodies such as the ITU-T to design voicebandmodems. For example, Recommendation V.34 provides data transmission rates up to 33.6 kbits/son ordinary telephone lines [2].
 In the absence of quantization error, the maximum information rate on a PCM voicebandchannel is limited by the channel bandwidth and the PCM codeword length9. The Nyquist theoryindicates that the maximum symbol rate for data transmission with no inter-symbol interferenceis limited to
 D = 2W symbols/sec. (2.10)
 Since each symbol at the output of PCM encoder is represented by eight bits, the maximumchannel bit rate is 16W bits/sec. For a typical PCM channel, the bandwidth is limited to 3–3.5
 9Here, we ignore any other sources of noise. In Chapter 3, we revisit the maximum achievable rate of anup-stream PCM channel.
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 kHz. Hence the channel bit rate can theoretically reach 48–56 kbits/sec. Compared to achievablerates using V.34 modems, there is a potential increase of data transmission rate on the PCMvoiceband channels by 50%–70%.
 2.6 PCM Modems
 The idea of PCM modems was first introduced in [4]. Assuming an ideal bandlimited filter modelfor the overall PCM voiceband channel, [4] specifies a set of pulse shaping filters to ensure zeroInter-Symbol Interference (ISI) in a subset of the sampling instants (say 6 samples out of every8), prior to ADC at the central office10. Such signalling is feasible only if the transmitter modemis synchronized to the network clock at the central office. If the transmitted symbols are selectedfrom the set of PCM CODEC output levels, there will be no quantization distortion added tothe subset of samples. The PCM decoder (located at the central office serving the destinationend user) does not add any significant distortion to the reconstructed signal, except for a band-limiting filter at the receiver. In [4], it is suggested to use a maximum likelihood sequence detectionalgorithm (e.g., Viterbi Algorithm) to combat ISI at the receiver.
 Although the idea of using PCM modems for end-to-end PCM channels is appealing in theory,it is challenging to implement in practice. The connection between two end-users as shown inFig. 2.12(c) consists of two separate links, an up-stream PCM channel and a down-stream PCMchannel with different characteristics. Without side information from within the digital switchedtelephone network, it is difficult, if not impossible, to solve problems such as synchronization,echo cancellation and channel equalization for the end-to-end PCM channel.
 As discussed in Section 1.2, there are alternative scenarios for network connection over a PCMvoiceband channel. Figure 2.12 shows three types of connection over a PCM voiceband channel.In the next sections, we describe the issues related to PCM modem design for each channel.
 2.6.1 Digital network imperfections
 Before we describe different connections over a PCM channel, we should note that some voice-band channels are not qualified to be considered as PCM channels. The model we consider for avoiceband PCM channel does not include any signal distortion within the digital network. It isimplicitly assumed that the digital network provides a 64 kbits/s data transmission rate between apair of PCM encoders and decoders. However, there are some possible sources of distortion in thedigital network. For example, in the North American standard of digital multiplexing hierarchy,the least significant bit of each codeword of a fraction of voice channels is reserved (robbed) for
 10This method is described in Chapter 5 in more detail.
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 (a) The down-stream PCM Channel.
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 (b) The up-stream PCM Channel.
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 (c) The end-to-end PCM Channel.
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 Fig. 2.12 A PCM modem is used to transmit/receive data over one of the followingchannels: (a) a down-stream PCM channel, (b) an up-stream PCM channel, (c) anend-to-end PCM channel.
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 signaling and supervisory information [20]. Robbed-bit signalling reduces the maximum transmis-sion rate over the PCM channels. A PCM modem should detect the use of robbed-bit signalingon a PCM channel and adjust the transmission rate accordingly11.
 Digital data conversion is another example of signal distortion in a digital network. The digitaldata conversion can be due to
 1. µ-law to A-law conversion or vice versa,
 2. conversion to other encoding standards such as ADPCM and back to PCM, or
 3. conversion to an analog signal and back to digital (multiple encoding in one channel).
 If a voiceband channel contains any of these data conversions, our underlying assumption aboutquantization error model will no longer be valid, hence, a PCM modem cannot be used for thatchannel.
 2.7 The down-stream PCM channel
 Figure 2.12(a) shows a down-stream PCM channel. While the transmitter modem is connectedto the PSTN via a digital subscriber line (e.g., T1 link or ISDN), the receiver is connected to ananalog subscriber line.
 There is no quantization error due to analog-to-digital conversion. The ultimate informationrate over this channel is 8 bits/symbol × 8000 symbols/sec = 64 kbits/sec. However, due to thenon-uniform distribution of the symbol levels as well as the limited bandwidth of the reconstructionfilter at the central office, the maximum achievable rate is around 56 kbits/s. RecommendationV.90 [13] provides guidelines for designing PCM modems in the down-stream direction to achieverates of up to 56 kbits/s12.
 2.8 The up-stream PCM channel
 Figure 2.12(b) shows an up-stream PCM channel connecting an analog subscriber to the digitalnetwork. There are many applications that require data transmission over an up-stream PCMchannel. These applications include: uploading files, sending Email with attachments and Internetvideo-conferencing.
 11Note that the Robbed-bit signalling is no longer a common signalling method. Instead, signalling scheme knownas Common channel signalling is employed[20].
 12This number is limited to 53 kbits/s in North America, due to regulatory power constraints which are expectedto change in the near future.
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 Recommendation V.90 uses a conventional analog data transmission (based on the Recommen-dation V.34) in the up-stream direction [13] which does not exploit the maximum transmissionrate of the up-stream channel13.
 C(t)
 AdditiveNoise
 Channel
 n(t)
 FilterAnti-Aliasing
 t=nT
 QuantizerSampler
 Central Office Encoder
 y(nT)
 Echo
 x(t)
 Fig. 2.13 The Up-stream PCM Channel
 Figure 2.13 shows components of an up-stream PCM channel. An analog signal x(t) generatedby the transmitting modem passes through the subscriber loop and reaches the central office wherea PCM encoder samples the received signal and converts the sample into binary codewords. Eachcodeword corresponds to a quantized level y(nT ).
 Compared to the down-stream PCM channel, modem design for the up-stream PCM channelis a more challenging task, primarily due to the quantization distortion at the PCM encoder.Unlike an analog modem, a PCM modem in the up-stream direction treats the PCM encoder atthe central office as the receiver front-end that includes a bandpass filter, a sampler and a signallevel detector (the quantizer). The choice of receiver analog filter, sampling rate, sample timingand symbol detector are constrained by the network hardware. Some of technical challengesassociated with the up-stream PCM modem are:
 2.8.1 Synchronization
 In an up-stream channel, the PCM encoder acts as the receiver front-end. Since the sampling timeis controlled by the telephone network, the transmitter should be synchronized to the samplingclock of the line circuit. This arrangement is unconventional since the transmitter has no directaccess to the sampling clock at the receiver.
 The symbol timing recovery in the down-stream direction can be used as a reference clock forthe transmitter. The down-stream symbol timing is useful to the up-stream transmitter only ifthe encoder and decoder at the central office share the same timing clock14 (see Fig. 2.11).
 13There is ongoing work on a new Recommendation called V.92 that provides guidelines for designing PCMmodems in the up-stream direction.
 14In the development of the V.92 recommendation, the same assumption has been considered.
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 2.8.2 Signal mapping and constellation design
 In the up-stream PCM channel, the symbol detector at the receiver is a scalar quantizer. As we willdescribe in Chapter 3, the appropriate choice of modulation scheme is a baseband Pulse AmplitudeModulation (PAM). Issues related to the optimal constellation design and bit-to-symbol mappingshould be investigated.
 2.8.3 Channel Pre-equalization
 The anti-aliasing filter at the central office, along with the subscriber loop filtering effect limit thefrequency band of the up-stream channel to the 300–3600 Hz range. While the channel bandwidthis restricted to about 3300 Hz, the sampling frequency at the central office is fixed at 8000 Hz.As a result, the received samples are distorted by Inter-symbol Interference (ISI). Since there isno access to the receiver front-end, the compensation for the channel linear distortion must beimplemented entirely at the transmitter.
 2.8.4 Echo cancellation
 As shown in Fig. 2.1, the PCM up-stream and down-stream links share the same pair of wires.Ideally, a hybrid circuit should provide isolation between the two directions of transmissions. Inpractice however, there is an echo path from the down-stream link to the up-stream channel.Although, there are conventional methods for echo cancellation in analog voiceband modems,echo cancellation in up-stream PCM modem requires further consideration, due to the non-linearcharacteristics of PCM quantizer.
 2.8.5 Channel Coding
 Since there are always residual ISI and error induced by echo, it is important to analyze thesystem performance to characterize the potential error correcting coding gain on the up-streamPCM channel. According to the result of such an analysis, we should decide on the use and thetype of coding over the up-stream channels.
 2.9 End-to-end PCM voiceband channels
 An end-to-end PCM channel is shown in Fig. 2.12(c). This channel consists of a cascade of anup-stream and a down-stream channel. From the end users point of view, there is no informationavailable in the channel output regarding the PCM CODEC, the underlying sampling and theCODEC filters individually. It is difficult to acquire this information from the end points. Somechallenging problems on and end-to-end PCM channels can be identified as:
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 2.9.1 Synchronization
 Since there is no access to the signal at the central office for the transmitter modem nor thereceiver modem, it is not straightforward to synchronize the modems to the sampling clock of theADC at the central office. Without such synchronization, the underlying structure of the PCMchannel is not visible to the end users.
 2.9.2 Channel estimation
 Since there is no access to the digital stream of bits at the central office, the up-stream and thedown-stream channel filters involved in an end-to-end channel cannot be estimated separately.
 2.9.3 Channel Equalization
 Without any information from within the network, channel compensation can only be performedbased on partial knowledge about the up and down-stream channels composing the end-to-endchannel.
 Problems described above become much simpler if we assume that there are some assistanceavailable from within the digital network to obtain the channel characteristics and the networktiming information. For example, an end-to-end PCM connection between two analog end-userscan be established via a third party who has direct access to the digital network and providesboth end-users the channel characteristics and the symbol timing. In fact, in this approach, theend-to-end PCM channel is decoupled into an up-stream channel and a down-stream channel.
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 Chapter 3
 Modulation Design for the
 Up-Stream PCM Channel
 Following the general review of PCM voiceband channels presented in Chapter 2, this chapterfocuses on data transmission issues related to the up-stream PCM channel and investigates thechoice of modulation scheme suitable for the up-stream PCM channels. Considering the transmitpower limitation over the voiceband channel, we discuss a constellation design to minimize theprobability of error, and maximize the bit-rate at a given signal-to-noise ratio.
 3.1 Modulation scheme
 The choice of modulation scheme for the up-stream PCM channel is mainly influenced by thestructure of the front-end receiver, i.e., the PCM encoder at the central office. Figure 3.1 showsa model of the up-stream PCM channel. The PCM encoder converts the received signal intoa 64 kbits/s DS0 digital data stream. The DS0 rate is clearly the upper bound of the data
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 Fig. 3.1 A schematic model for the Up-stream PCM channel.
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 transmission rate over a PCM voiceband channel. Each 8-bit codeword at the ADC outputshould represent a distinct transmitted symbol to achieve a DS0 data rate over this channel.
 The ADC operates as a threshold detector, or in communications terms, as a one-dimensionalslicer. Figure 3.2 shows schematically the relationship between the ADC decision boundaries andthe received signal at the ADC input. As shown in this figure, different transmitted symbols areexpected to generate different signal levels at the ADC input. Each signal level corresponds to aconstellation point in a one-dimensional signal space. The choice of modulation scheme for theup-stream PCM channel should be compliant with such a detector.
 The natural choice of modulation for the up-stream channel is baseband Pulse AmplitudeModulation1 (PAM). A PAM transmitted signal can be represented as:
 x(t) =∞∑
 i=−∞ai ht(t − iTs) (3.1)
 where ht(t) is the impulse response of the transmitting filter2 and ai’s are the transmitted symbolstaking values from a one-dimensional PAM symbol alphabet. In a PCM channel, the symbol rateis 8000 samples per second. We assume that the transmitting modem is synchronized with thesampling clock at the central office. The up-stream transmitter can achieve such synchronizationby extracting the symbol timing information from the received signal in the down-stream direction.The correct symbol timing of the transmitter can be determined during a training phase and beadjusted prior to data transmission3.
 A PCM encoder has an 8-bit output word-length corresponding to a maximum of 256 inputdecision intervals. However, in the presence of noise and other distortions, a subset of symbollevels is chosen in order to increase the minimum distance between consecutive signal levels. Atthe output of the anti-aliasing filter in the PCM encoder, the received signal can be expressed as:
 r(t) = x(t) ⊗ hc(t) ⊗ hr(t) + n(t) ⊗ hr(t)
 =∞∑
 i=−∞ai h(t − iTs) + η(t)
 (3.2)
 where ‘⊗’ denotes the linear convolution and h(t) is the overall impulse response of three cascadedfilters: the transmitting filter, channel filter and receiving filter. Unless otherwise stated, weassume that these filters are linear and time-invariant over the time period of data transmission.
 1Note that a multi-dimensional modulated signal, such as Quadrature Amplitude Modulation, cannot be detectedby a single slicer.
 2For the optimum detection of the PAM signal, the transmitter and (channel-) receiver filters should be matchedto one another. The design of transmitter filter will be discussed in the next chapters.
 3We assume the PCM encoder and decoder share a common network clock [20].
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 Fig. 3.2 In order to avoid quantization error in the up-stream PCM channel, theADC at the central office is employed as a slicer. One or more codewords represent atransmitted symbol.
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 The impulse response of the overall filter is determined by convolving the impulse responses ofthree cascaded filters. The additive noise component η(t), represents the thermal noise as wellas other additive distortions, such as cross-talk from the adjacent wire lines and echo (should itnot be mitigated by an echo canceller). The discrete-time signal at the input of the ADC can berepresented as:
 r(nTs + t0) =∞∑
 i=−∞ai h(nTs − iTs + t0) + η(nTs + t0) (3.3)
 To simplify the signal presentation, we use a discrete time notation with a normalized symbolrate:
 r[n] =∞∑
 i=−∞ai h[n − i] + η[n] (3.4)
 = an−n0 h[n0] +∞∑
 i=−∞i=n0
 ai h[n − i] + η[n] (3.5)
 Equation (3.5) identifies two sources of distortion affecting the symbol detection result; additivenoise and Inter-Symbol Interference (ISI) caused by the memory of the overall impulse responseh[n]. In Eq. (3.5), we consider the time offset n0 to compensate for the delay of the overall channelfilter h[n]. The value of n0 identifies the optimal sampling time of the pulse shape h[n] with respectto a reference time. In the absence of noise and ISI, each sample r[n] represents a transmittedsymbol an−n0 scaled by the filter gain h[n0]. In the presence of noise and ISI, the signal levelscorresponding to different symbol alphabets should be chosen such that the probability of symbolerror is minimized. We will discuss the optimal selection of signal alphabets for a given set ofdetector thresholds in the next section.
 3.2 Optimal signal levels
 For a given set of detector threshold levels, chosen from the ADC decision boundaries, we wishto determine the optimal PAM symbol alphabet that minimizes the probability of symbol error.Consider a set of 2N one-dimensional signal levels that is positioned symmetrically about zero.In the absence of noise and ISI, the desired signal levels at the input of the ADC are denoted asq−N , q−(N−1), ..., q−1, q1, ..., q(N−1), qN. Note that the qi’s represent the symbol alphabet at theinput of ADC at the receiver.
 Let us define a set of detector thresholds,
 −∞,−τ(N−1), . . . , τ0 = 0, . . . , τ(N−1),∞,
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 in ascending order that identify 2N decision intervals. A sample that falls between τi−1 and τi
 is detected as symbol qi. The two outmost intervals are semi-infinite. We consider two virtualdetector thresholds ±τN for these two regions. The use of these virtual thresholds will be describedbelow. Figure 3.3 shows the placement of the signal levels together with the detector thresholds.Except for ±τN , all other threshold levels are chosen from the set of ADC decision levels4. Ifmore than one codeword at the ADC output represents a transmitted symbol (i.e. 2N ≤ 256),only a subset of ADC decision levels will be used as detector thresholds.
 %τ &τ (ττ
 (
 τ
 
 &−
 !
 −=−
 Fig. 3.3 Placement of the signal points relative to the thresholds
 Each constellation point qi corresponds to a transmitted PAM symbol. We denote P (qi) asthe probability of transmitting qi. In a conventional data transmission system, each point inthe constellation is equally likely to be transmitted. This corresponds to a uniform probabilitydistribution for the constellation points. In our discussion, we allow for non-uniform probabilitydistributions. However, we assume that the distribution of probabilities of constellation points issymmetrical:
 P (qi) = P (q−i) for i = 1, 2, . . . , N.
 Due to the symmetry of the constellation and the distribution of probabilities of the signal points,the transmitted signal has a zero-mean:
 N∑i=−Ni=0
 P (qi)qi = 0 (3.6)
 As shown in Eq. (3.5), the discrete signal at the input of the detector can be written as a sumof the desired signal, noise and the ISI. We consider a zero-mean Gaussian distribution for thenoise. Since the ISI component is a weighted sum of transmitted levels, it also has a symmetricaldistribution5. As a random variable, the ISI in general does not have a continuous Probability
 4Note that the decision intervals corresponding to the outermost symbols are semi-infinite are only virtualboundaries of these intervals.
 5We assume transmitted symbols are independent identical distributed random variables. Since transmitted sym-
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 Density Function (PDF) [30, p. 60]. However, the sum of noise and ISI is a random variable witha continuous PDF. We denote w[n] as the resulting additive distortion caused by noise and ISI ateach sampling instance:
 r[n] = h[n0] an−n0 + w[n] (3.7)
 Under the following conditions (that we assume all hold), w[n] has a symmetric PDF:
 • The noise component has a symmetric distribution.
 • The noise and ISI components are independent.
 • The PAM signal constellation is symmetrical.
 • The probability distribution of the constellation points is symmetric, P (qi) = P (q−i).
 3.2.1 Performance criterion
 A basic performance measure for any digital modulation scheme is the probability of error in thepresence of noise and other distortions. We use the probability of symbol error as the performancecriterion by which to choose the optimal signal levels. In the absence of noise and ISI, the receivedsignal takes a value from a PAM symbol alphabet qi| i = ±1, . . . ,±N. The probability of symbolerror can be written in terms of conditional error probabilities:
 Pe =−1∑
 i=−N
 P (error|qi)P (qi) +N∑
 i=1
 P (error|qi)P (qi) (3.8)
 Due to the symmetry of constellation and symbol probability distributions, the probability ofsymbol error can be written as:
 Pe = 2N∑
 i=1
 P (error|qi)P (qi). (3.9)
 For a fixed set of symbol probabilities P (qi) and detector thresholds τi’s, we select an optimal setof signal levels qi’s that minimize the probability of symbol error.
 For the inner signal points, each conditional probability P (error|qi) is computed as:
 P (error|qi) = P (r[n] < τi−1|qi) + P (r[n] > τi|qi) for i = 1, 2, . . . , (N − 1)
 = 1 −∫ τi−qi
 τi−1−qi
 fW (w) dw(3.10)
 bols have symmetrical probability distributions, the weighted sum of these random variables has also symmetricalprobability distribution.
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 where fW (w) is the PDF of the random variable w[n]. From Eq. (3.10), it is evident that:
 minqi
 P (error|qi) = 1 − maxqi
 ∫ τi−qi
 τi−1−qi
 fW (w) dw τi−1 ≤ qi ≤ τi
 for i = 1, ..., N − 1
 (3.11)
 In general, the value of qi that minimizes the probability of symbol error depends on thePDF of w[n]. However, there are cases where the choice of qi is only dependent on the valuesof decision boundaries (detector thresholds). For example, Fig. 3.4(a) shows a conditional PDF,P (r[n] < τi−1|qi) = fW (w − qi), that is monotonically decreasing on each side of its mean. Forthis distribution, the optimal choice of the signal point qi is the midpoint between the two closestdetector thresholds6:
 qi =τi + τi−1
 2for i = 1, 2, ..., N − 1 (3.12)
 Note that, in some cases, the choice of qi as the average of two detector thresholds may notbe optimal. For example, Fig. 3.4(b) shows an extreme case where the optimal value of qi iseither of the two decision boundaries. The probability of error in this case is larger than onehalf. Such degenerate cases can be caused by a large ISI or a relatively short distance betweenadjacent detector thresholds. We can trade off the number transmitted bits per symbol for alarger minimum distance between the adjacent decision boundaries. We will use pre-equalizationtechniques to avoid or to reduce the ISI. These methods will be described in the next chapters.
 The computation of the probability of symbol error for the outermost signal points qN isslightly different. Given that qN is transmitted, the probability of symbol error is computed as:
 P (error|qN ) = P (r < τ(N−1)|qN )
 =∫ τ(N−1)−qN
 −∞fW (w) dw
 (3.13)
 6Assuming that fW (w) is a continuous function, we can verify the optimal choice of qi by taking the derivative ofthe integral with respect to qi. The value of qi that maximizes the integral in Eq.(3.11) should satisfy the followingequation:
 ∂
 ∂qi
 ∫ τi−qi
 τi−1−qi
 fW (w) dw = 0
 By taking the derivative of the integral, we have:
 −fW (τi − qi) + fW (τi−1 − qi) = 0
 Since fW is symmetrical and also monotonic on each side of the center, we find that τi − qi = qi − τi−1. Solvingthis equation for qi, we determine the optimal value of qi as given in Eq.(3.12). By taking the second derivativeof the integral in Eq.(3.11) and evaluating the result at qi, we can verify that this point indeed corresponds to amaximum for the integral, or a minimum for the probability of symbol error.
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 Fig. 3.4 Two cases of conditional probability distribution functions of the receivedsignal, given that qi is transmitted. In case (a) the PDF has a single peak. Tomaximize the integral of the right-hand side of Eq. (3.11), the signal point qi shouldfall midway between detector thresholds τi−1 and τi. In case (b), the optimal selectionof the signal level is not unique. In this particular example, the probability of symbolerror for qi is larger than 1/2. Such an extreme case is caused by severe ISI and/or ashort distance between detector thresholds.
 From Eq. (3.13), we note that if the value of qN increases to infinity, P (error|qN ) tends to zero.However, there is a constraint on the average transmitted signal power:
 2N∑
 i=1
 P (qi) q2i ≤ Pave (3.14)
 where Pave is the average transmitted power in a linear scale. The power constraint Eq. (3.14)leads to the following expression for the outermost signal point:
 qN =
 √√√√√√ Pave
 2−
 N−1∑i=1
 P (qi) q2i
 P (qN ). (3.15)
 Note that we assume the detector thresholds and transmitted power are chosen such that a solutionexists. We define a virtual decision boundary:
 τN = 2qN − τ(N−1)
 so that Eq. (3.12) also holds for the outermost signal points.
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 3.2.2 Remarks
 • For a given set of detection thresholds, the optimal PAM symbols fall midway betweeneach pair of adjacent thresholds if the PDF of the additive distortion is symmetrical andmonotonic on each side of its mean. In more general cases, the PDF of additive distortionis required to identify the optimal signal levels.
 • The minimum probability of symbol error is computed as:
 minqi
 Pe = 1 − 2N−1∑
 i=1
 P (qi)∫ δi
 2
 − δi2
 fW (w) dw + P (qN )∫ ∞
 − δN2
 fW (w) dw
 (3.16)
 where δi = τi − τi−1 is the distance between two successive decision boundaries. FromEq. (3.16), it is clear that increasing the distance between decision boundaries will reducethe probability of error.
 • The actual symbol error probability depends on the PDF of w[n]. As an example, consider aGaussian distribution for w[n] with zero mean and a standard deviation of σ. The minimumprobability of symbol error is simplified to:
 minqi
 Pe = 2
 2N−1∑i=1
 P (qi)Q(δi
 2σ) + P (qN )Q(
 δN
 2σ)
 (3.17)
 where Q(.) is the area under the tail of the Gaussian PDF:
 Q(x) =1√2π
 ∫ ∞
 xe
 −u2
 2 du (3.18)
 Note that, at a high signal-to-noise ratio operating point, the probability of error is deter-mined by the minimum distance between the adjacent decision boundaries:
 P (error) ≈ KQ(δmin
 2σ) (3.19)
 where K is proportional to the number of signal levels with the minimum distance betweentheir decision boundaries.
 • The up-stream PCM channel imposes a power limit on the transmitted signal. We cantake into account the energy cost of each constellation point by choosing a non-uniformprobability distribution for the constellation points. Examples of non-uniform probabilitydistribution for constellation points will be discussed later in this chapter.
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 • The minimum probability of error is a function of the distances between detector thresholds.In the up-stream PCM channel, the threshold levels are a subset of the PCM encoder decisionboundaries. These boundaries are determined based on a non-linear companding rule (i.e.A-Law or µ-Law) with non-uniform spacing. Although companding rules are efficient forvoice communication, the choice of non-uniform spacing between threshold levels is notoptimal for data communication over the PCM channel. It can be shown that for equallyprobable PAM constellation points with a constraint on average transmitted power, equalspacing between signal constellation points minimizes the probability of symbol error at ahigh signal-to-noise ratio [31].
 3.2.3 Performance results
 In this section, we examine the performance of PAM modulation with non-uniform symbol spacingover the upstream PCM channel. We model the channel distortion w[n] as an additive Gaussiancomponent7.
 As a baseline, we use conventional M-ary PAM modulation with equally spaced and equallylikely constellation points. The probability of symbol error for the conventional PAM modulationover an AWGN channel is computed as [32]:
 PM (error) =2(M − 1)
 MQ
 (√3Pave
 (M2 − 1)σ2
 )(3.20)
 where σ2 and Pave are the noise and signal power in linear scale. The average signal power is:
 Pave =1M
 M∑i=1
 q2i (3.21)
 The average power limit for a transmitted signal over a voiceband channel is around −12 dBm0. Asdescribed in Section 2.3.4, the outermost decision boundary of a µ-Law PCM encoder correspondsto the maximum amplitude of a sine-wave with 3.17 dBm0 power. The signal power in the dBm0scale is computed as:
 PdBm0 = 3.17 + 10 log10
 (2
 (8159)2Pave
 ). (3.22)
 From Eq. (3.20), it is clear that the Symbol Error Rate (SER) for uniform PAM modulationis a function of the signal-to-noise power ratio Pave/σ
 2, and not the absolute value of the signalor noise power.
 7The additive Gaussian random variable can be either a model for the noise or an approximate model for thecombined noise and ISI.
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 In our examples, we consider PAM constellations with 32, 64 and 128 signal points. Theseconstellations are designed for an up-stream PCM channel with a µ-Law encoder at the receiver.Depending on the signal power, different subsets of the encoder decision levels are selected asdetector thresholds. The criterion for selecting the detection thresholds is the maximization ofthe minimum distance between adjacent boundaries while maintaining average power constraint.As discussed in the previous section, the PAM constellation points are chosen at the mid-point ofeach decision interval.
 Figure 3.5 shows symbol error probabilities in terms of the signal-to-noise power ratio and theaverage signal power for non-uniform 32-PAM modulations. As a benchmark, the probability ofsymbol error of a uniform 32-PAM is also depicted. For a given constellation size, the probabilityof symbol error for a uniform PAM is only a function of the signal-to-noise power ratio. Figure 3.5shows that, for a non-uniform PAM (designed for the up-stream PCM channel), the probabilityof symbol error depends on both signal and noise power. Note that for a non-uniform PAMmodulation over a PCM channel, an increase in average signal power does not necessarily causean increase in the minimum distance between constellation points (or more precisely, detectorthresholds). This point is further explained in the example described below.
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 Fig. 3.5 Performance results of 32-PAM modulation designed for the up-streamPCM channels. The performance results are compared to those of conventional 32-PAM signals. The distortion is modeled as additive white Gaussian noise. Comparedto the conventional 32-PAM, the non-uniform spacing between constellation pointscauses performance degradations.
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 As shown in Eq. (3.19), at a high signal-to-noise ratio, the probability of symbol error isdetermined by the minimum distance between adjacent detector thresholds. Since the detectorthresholds are a subset of predetermined values (i.e. the PCM encoder decision boundaries), anincrease in average signal power does not always change the minimum distance between selecteddetector thresholds. For example, consider the performance results shown in Fig. 3.5. Theminimum distance between adjacent detector thresholds are 64, 128 and again 128 unit countswhile the average signal powers are −12 dBm0, −10 dBm0 and −8 dBm0 respectively8. For thesame noise power level, the performance of the two PAM constellations with -10 dBm0 and -8dBm0 average signal power levels are the same. Results shown in Fig. 3.5 confirm this, sincethe difference between the two performance curves at a high SNR is 2 dB which accounts for thedifference in signal powers. In other words, in this example, increasing the average signal powerfrom −10 dBm0 to −8 dBm0 does not improve performance.
 Let us now compare the performance curve of a signal with a −12 dBm0 average power tothat of signal with −10 dBm0 average power. At −12 dBm0 average signal power, the minimumdistance between adjacent detector thresholds is 64 unit counts, or half of the minimum distanceof the PAM signal with −10 dBm0 average signal power. From Eq. (3.19), for the same probabilityof symbol error, the noise power for the signal with the average power of −12 dBm0 is four times(or 6 dB) larger than that of the signal with −10 dBm0 signal power9. The difference in signalpower and noise power together account for around 4 dB difference in the SNR between the twoperformance curves. Results shown in Fig. 3.5 confirm this difference.
 Performance results for the 64-PAM and the 128-PAM are shown in Fig. 3.6 and Fig. 3.7respectively. The results for the 64-PAM show the same trend as those for the 32-PAM. For the128-PAM, the minimum distance between adjacent detector thresholds is the same for all threeaverage signal power levels. Therefore, increasing the average signal power does not improveperformance. Note that the performance gap between uniform and non-uniform modulation forthe 128-PAM is larger than that for the 64-PAM and the 32-PAM. For a larger constellation size,the spacing between constellation points becomes more non-uniform and the minimum distancebetween adjacent detector thresholds becomes relatively smaller.
 Figure 3.8 compares the performance results for different constellation sizes with a fixed av-erage signal power of −12 dBm0. At a high SNR, the cost of maintaining the same performancewhen we add one more bit per symbol (doubling the constellation size) is around 6 dB.
 8The outermost decision boundary of the PCM encoder corresponds to 8159 unit counts.9If K1Q( δ1
 2σ1) ≈ K2Q( δ2
 2σ2) and δ2 = 2δ1 then σ2
 2 = 4σ21 where the impact of K is insignificant.
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 Fig. 3.6 Performance results for non-uniform 64-PAM modulation designed for theup-stream PCM channels.
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 Fig. 3.7 Performance results for the non-uniform 128-PAM designed for the up-stream PCM channels.
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 Fig. 3.8 Performance results for non-uniform PAM modulation with an average of−12 dBm0 signal power.
 3.2.4 How to choose detector thresholds
 As stated previously, detector thresholds are selected from the set of PCM encoder decisionboundaries. There are several conflicting conditions effecting the selection of detector thresholds.For a given constraint on the average signal power, we wish to achieve a high transmission bit-ratewhile keeping a low probability of symbol error. We consider two different approaches in selectingthe detector thresholds.
 Selecting thresholds based on a given minimum distance
 The minimum distance between adjacent decision thresholds determines the modulation perfor-mance (expressed in terms of the symbol error rate). For a given signal and noise power, wecan set a value for the minimum distance between the detector thresholds, say Dmin, to obtaina desired performance. For a given value of Dmin, the selection of the detector thresholds canbe accomplished by applying a pruning procedure to the PCM encoder decision boundaries. Theprocedure of selecting detector thresholds τi can be described as follows:
 1. Set the origin as a detector threshold τ0 = 0.
 2. Select the smallest PCM decision boundary that is greater than Dmin as the first positivethreshold τ1. For symmetry, select τ−i = −τi as the first negative threshold.
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 3. At each stage, consider τi such that τi − τi−1 ≥ Dmin. Continue until the last PCM decisionboundary is reached.
 4. Compute the constellation points qi using Eq. (3.12). For a given distribution of symbolprobabilities P (qi), compute the average signal power. Keep a subset of constellation points,so that the average signal power constraint given in Eq. (3.14), is satisfied10.
 In this procedure, the number of PAM symbol levels is determined based on Dmin and thedistribution of the symbol probabilities.
 Selecting thresholds based on a given number of symbol levels
 In this approach, a fixed number of detector threshold levels is selected so that the averagesignal power is satisfied and the probability of symbol error is minimized. The minimum distancebetween adjacent detector thresholds is used as a measure of the modulation performance. Fora PAM system with a large constellation size, an exhaustive search to determine the optimal setof thresholds levels is impractical. For a 2N -PAM symmetrical constellation, there are 128!
 N !(128−N)!
 ways of selecting the thresholds.We use a suboptimal approach in selecting thresholds. Starting from a set of equally-spaced
 constellation points, we adjust the levels so that the average power constraint is satisfied. A briefdescription of the selection algorithm is given below:
 1. Design a 2N -PAM constellation with equally-spaced points with average signal power belowa pre-set level Pmax.
 2. Replace each positive threshold τi found in the previous stage with the nearest PCM decisionboundary that is greater or equal to τi.
 3. It is possible that more than one threshold is mapped to a decision boundary. Select anappropriate number of the outmost unused decision boundaries that are unused to maintain2N distinct thresholds.
 4. Compute the constellation point and the average signal power. If the average signal poweris larger than the constraint, reduce Pmax and start from step 1.
 10As we will see in the next sections, an appropriate distribution of symbol probabilities can allow for a largerconstellation size while satisfying the average power constraint.
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 3.2.5 Bit-to-symbol mapping
 In this section, we describe methods of mapping the binary data into symbol levels. For a 2N -PAM modulation, the maximum number of bits transmitted per symbol is log2(2N) bits. Ifthe constellation size 2N is not an integer power of 2, the bit-to-symbol mapping on a symbol-by-symbol basis cannot reach the maximum bit rate of log2(2N) bits/symbol. In this case, abit-to-symbol mapping performed on a frame-by-frame basis can increase the average number ofbits transmitted per symbol. For a PCM channel, the overall increase of bit-rate due to frame-by-frame bit assignment, as opposed to symbol-based bit mapping, can be up to (but less than)8 kbits/sec. As an example, Fig. 3.9 shows the bit-rate of a 58-PAM modulation as a function ofthe number of symbols per frame (K). The maximum number of bits per symbol in this case isequal to log2(58). If we choose 6 or 7 symbols per frame, the average number of bits per symbol isclose to this maximum. Note that the average number of bits per symbol does not monotonicallyincrease when we increase the number of symbols per frame11.
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 Fig. 3.9 The average transmitted bit-rate as a function of symbols per frame ona PCM channel. The number of levels per symbol (constellation size) is 58. Thebit-rate shown in this figure is based on an 8000 symbol/sec transmission.
 The mapping from a string of input bits to a frame of symbols can be viewed as an indexassignment problem, where each point in a K-dimensional constellation should be uniquely spec-ified by an Nb-bit binary index. There are two important issues concerning the index assignment
 11However, one can show that for a 2N-PAM signal, there exists a value for K such that the average number ofbits transmitted per symbol is as close as desired to log2(2N).
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 strategy:
 1. due to a large multi-dimensional constellation size ((2N)K), the bit-to-symbol mappingshould be such that it can be implemented algorithmically rather than in a look-up-table.
 2. the bit-to-symbol mapping should be such that an error event due to the channel imperfec-tions causes a small number of bit errors. In other words, we would like two constellationpoints with a small Euclidean distance to be assigned indices which differ in as few bit po-sitions as possible (i.e., indices of adjacent points should have a small Hamming distance).
 In the rest of this section, we first describe a simple index mapping algorithm that has beenused in The V.90 Standard. We refer to this method as natural index mapping. Since thenatural index mapping algorithm does not provide the minimum Hamming distance betweenadjacent points, we investigate other methods of index mapping. We propose a new index mappingalgorithm that can be viewed as a generalization of Gray encoding [32, p. 175] in multi-dimensionalspace.
 Natural Index mapping
 A simple method for index assignment is by the natural indexing of constellation points. Supposethe PAM symbol alphabet contains 2N levels, each frame consists of K symbols and the frameindex is an Nb-bit binary sequence. For a unique index assignment, the following inequality shouldhold:
 2Nb ≤ (2N)K .
 Each index represents an Nb-digit number in base-2, while each constellation point in a K-dimensional frame is naturally represented by a K-digit number in base-(2N). A natural indexassignment would be to convert the representation of the number from base-2 to base-(2N).
 (D(K−1) . . . D1D0)(2N) = (b(Nb−1) . . . b1 b0)2 (3.23)
 At the receiver, the reverse conversion from base-(2N) to base-2 is used to recover the binarysequence. The natural index assignment can be implemented algorithmically using modulo arith-metics. The V.90 Standard uses this algorithm for bit-to-symbol mapping [13] described as“modulus encoding”12.
 A drawback of the natural index mapping is that the average Hamming distance of the indicesof the adjacent points can be relatively high13. In an extreme case, a pair of constellation points
 12A similar method of bit-to-symbol mapping has been proposed for recommendation V.92.13In our discussion, we consider two constellation points in a K-dimensional space to be adjacent if their coordinate
 positions are the same except for one coordinate that their values differ with a minimum amount.
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 with a small Euclidean distance might correspond to two indices with a maximum Hammingdistance (bits in all positions in the two indices are different). When we use the natural indexmapping, the average Hamming distance between adjacent constellation points increases whenthe number of symbols per frame increases. As an example, we consider a 58-PAM modulationand investigate the average Hamming distance of indices of the adjacent points as a function ofK. If we assume that channel signal-to-noise ratio is relatively high, a symbol in error is mostlikely detected as one of its neighbouring points. We also assume that the probability of morethan one symbol error in each frame is negligible. Based on the above assumptions, the bit errorrate (BER) can be approximated as a function of the probability of symbol error:
 Pb ≈ K
 NbdH Ps (3.24)
 where K is the number of symbols per frame, Nb is the number of bits transmitted per frame anddH is the average Hamming distance between the indices of the adjacent points.
 Figure 3.10 shows the average Hamming distance of indices of adjacent points as a functionof K. For a natural index mapping, the Hamming distance between adjacent points increaseswhen the number of symbols per frame (K) increases. A more efficient index mapping strategycan reduce the probability of bit error by reducing the Hamming distance between the indices ofadjacent points.
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 Fig. 3.10 The average Hamming distance between indices of adjacent points isshown as a function of K for a 58-PAM modulation
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 A Hybrid Gray-Natural (HGN) index mapping
 The mapping of information bits to a one-dimensional PAM signal can be performed by a Grayencoding [32, p. 175], in which the indices of adjacent symbols differ by only one bit (a Hammingdistance of one). However, the conventional Gray encoding is not directly applicable to a frameof symbols when the number of bits assigned to each symbol is not integer.
 Here, we introduce a Hybrid Gray-Natural (HGN) index mapping that partitions the constel-lation points into two regions: one region where indices are assigned by using Gray encoding,and a second region where indices are obtained by a mapping similar to natural index mapping.Compared to the natural index mapping, the HGN index mapping reduces the Hamming distancebetween indices of adjacent points. The HGN index mapping can be implemented algorithmically,without using a large look-up table.
 We describe the HGN mapping by a simple example. Consider a frame of 2 symbols (K = 2)with a 6-PAM (2N -PAM) constellation per symbol. The number of bits transmitted per frame isNb = 5. Each 2-dimensional constellation point in a frame can be specified by a number in base-6as (D1 D0)6 where D1 and D0 take integer values between 0 and 2N − 1 = 5. Figure 3.11 showsthe 2-dimensional constellation points in each frame (region(A) and region(C)).
 Each 5-bit index is parsed into two segments (corresponding to two symbols). The first threebits of each index are mapped into an 8-level Gray encoded symbol G0. The last two bits of eachindex are used to specify a 4-level Gray encoded symbol G1.
 If G0 is less than 2N = 6, the combination of (G1 G0) can be used directly to represent aconstellation point in the frame:
 (D1 D0)6 = (G1 G0)
 This constellation is in region (A) (see Fig. 3.11).If G0 is greater or equal to (2N = 6), the combination of (G1 G0) is not a legitimate constel-
 lation index (i.e., a point in region (B)). We need to apply a second mapping to project pointsin region (B) into points in region (C). Points in region (B) and (C) are separately labeled. Apoint from region (B) is mapped to a point in region (C) which has the same integer label14.
 14In order to specify the mapping, we define new coordinates for region (B) and region (C). The new coordinatesare constructed by a simple shift of axis. For region (B) we define:
 E0 = G0 − 5
 E1 = G1(3.25)
 where 0 ≤ E0 ≤ 1 and 0 ≤ E1 ≤ 3. We present each point in region (C) with a new coordinate (F1 F0) where0 ≤ F0 ≤ 5 and 0 ≤ F1 ≤ 1. In order to specify F1 and F0, we use the following equation:
 6F1 + F0 = E1 + 4E0 (3.26)
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 Fig. 3.11 Bit-to-symbol mapping based on hybrid natural-Gray encoding.
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 Since region (C) contains more points than region (B), some points in region (C) are not used.Figure 3.11 shows the index of each constellation point. For this particular example, there arefour unused constellation points in region (C).
 As shown in the above example, the HGN index mapping creates a Gray encoded region (A)where the indices of adjacent points have a Hamming distance of one. For points in region (C),the Hamming distance between adjacent points can be larger than one.
 In general, the proposed index mapping can be summarized in the following steps:
 Step 1 For a given constellation 2N -PAM and a frame size K, the number of bits per each frameindex is computed as: Nb = K log2(2N). We parse each Nb index bits into K segments.The number of bits assigned to each segment is Nbi
 which takes an integer value equal tolog2(2N) or log2(2N) while:
 Nb = Nb1 + Nb2 + · · · + NbK.
 We choose the first M segments to have log2(2N) bits per segment and the last K − M
 segments to have log2(2N) bits per segment15. For example, for a 58-PAM with 6 symbolsper frame, the number of bits per each frame index is 35. Each frame index is parsed into6 segments where the first segment contains 5 bits and the next 5 segments contain 6 bitsper segment.
 Step 2 We use a Gray encoding to map K segments into K indices. If these K indices are all lessthan 2N , they represent a valid point in the constellation space (region (A) in Fig. 3.11).
 If one or more indices are greater or equal to 2N , we will use a second index mapping, asdescribed in the next step.
 Step 3 If the indices generated by Gray encoding do not represent a valid constellation point (region(B) in Fig. 3.11 ), we use a natural index mapping to convert the Gray encoded indices intoindices of a valid constellation point (region (C)). We label each point in region (B) andregion (C) by an integer number. The labeling is performed by natural indexing of pointsin each region. A point from region (B) is mapped into a point in region (C) that has thesame integer label.
 At the receiver, a constellation point that belongs to the Gray-mapping region (region (A))15It is easy to show that the number of segments with log2(2N) bits is:
 M = K − K log2(2N) + Klog2(2N)
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 can be easily decoded to a sequence of bits. For points in region (C), a reverse mapping of Step3 should be applied.
 We use the hybrid mapping for a 58-PAM signal. Figure 3.12 shows the average Hammingdistance of the indices of adjacent point as a function of K. Compared to the previous resultspresented in Fig. 3.10, the avenge Hamming distance between adjacent points is significantlyreduced. We investigated the impact of the index mapping on the probability of bit error. Asan example, we applied the natural index mapping and the HGN index mapping to a 58-PAMsignal. Figure 3.13 shows that the HGN index mapping outperforms the natural index mapping.As a lower bound of the probability of error, we assume there exists an index mapping that canmaintain a Hamming distance of one between the indices of the adjacent points. The minimumprobability of bit error can be expressed as:
 min Pb ≈ K
 NbPs (3.27)
 where K is the the number of symbols per frame, Nb is the number of bits transmitted per frameand Ps is the probability of symbol error. This lower bound is also presented in Fig. 3.13. Thequestion of the existence of a better index mapping with reasonable computation complexity andstorage size to recover the gap between the probability of the bit error and its lower bound is asubject for further study.
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 Fig. 3.12 Compare the average Hamming distance generated by the natural in-dex mapping with that generated by the Hybrid Gray-Natural index mapping. Thenumber of levels per symbol is 58.
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 Fig. 3.13 Probability of bit error for a 58-PAM modulation over a PCM up-streamchannel. The probability of bit error based on natural index mapping and hybridnatural-Gray index mapping is compared with a lower bound. The lower bound isbased on this assumption that the Hamming distance between the indices of theadjacent points is equal to one.
 Related work on index assignment
 In quantization theory, problems similar to what we described here as index mapping have beeninvestigated. In a vector quantization of an analog source, a proper index assignment to codevec-tors can reduce the distortion caused by an error in the bits representing each index. The indexerror is caused by a noisy transmission channel.
 Simulated annealing [33], pseudo Gray codes via binary switching [34] and Hadamard Trans-form [35] [36] are several techniques suggested for the index assignment.
 Despite the fact that there are similarities between the index assignment problem and thebit-to-symbol mapping, there are subtle but significant differences between the two problems:
 • The constellation points specified in frame of symbols are structured over a grid. Althoughsignal levels may not be equally spaced, the spacing is the same for different symbols. Onthe other hand, the codevectors specified by a vector quantizer do not follow a specificstructure. Therefore, the only way to specify the distance between two codevectors isEuclidean distance.
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 • In general, in a vector quantization problem, the codevectors are stored in memory (unlessstructured VQ is used). In that case the index assignment can be seen as re-ordering thecodebooks in the memory. In a bit-to-symbol mapping we would like to avoid any extensiveuse of memory or a look-up table for index mapping.
 Although we do not rule out any potential use of the above techniques in the index mappingproblem (or the possible use of HGN in the index assignment problem), we defer establishingthese links to future studies.
 3.3 Non-uniform probability distributions for constellation points
 In our performance analysis of PAM modulation, we assumed equally probable constellationpoints. Here, we discuss a potential performance improvement that can be achieved by using anon-uniform probability distribution for the PAM symbols. For a given PAM constellation size, theaverage number of bits per symbol is maximized if the constellation points are equally probable(i.e. maximum entropy per symbol). However, constellation design based on equally-probablesymbols does not take into account the energy cost of the outer constellation points.
 Choosing constellation points with a smaller energy more often than points with a higherenergy reduces the average transmitted power. As a result, we can choose a larger constellationsize while maintaining the same average signal power. We will show that the overall impact ofincreasing the constellation size with unequally-probable constellation points is an increase in theaverage number of bits per symbol for a given average signal power.
 In this section, we first describe the optimal probability distribution that maximizes the av-erage number of bits per symbol, given a constraint on the average signal power. We apply theprobability distribution to our previous examples of PAM modulation over the PCM channel toquantify the increase in the bit rate. As a baseline, we compute the upper bound of averagetransmitted bits per symbol for a PAM modulation over an AWGN channel. Finally, we describethe use of Huffman coding to map the information bits to a set of PAM symbols with non-uniformprobability distribution.
 3.3.1 Maximizing the entropy
 Considering the constraint on the average signal power, we would like to find the probabilitydistribution of a set of PAM symbols that maximizes the average transmitted bit-rate. Fromthe information theory point of view, the information content of a random signal is measured by
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 entropy. The entropy H(X) of a discrete random variable X is defined as [37]:
 H(X) = −∑x∈X
 PX(x) log2(PX(x)) bits
 For a PAM signal with 2N constellation points, the entropy of transmitted symbols is computedas:
 H = −N∑
 i=−Ni=0
 P (qi) log2 P (qi) (3.28)
 where P (qi) is the probability of symbol qi. The entropy H(P ) is maximized if all symbols areequally probable [37]:
 maxP
 H(P ) = log2(2N)
 For a PAM signal with power constraint, the maximum entropy principle [37, p. 267] leads tothe following probability distribution, known as Maxwell-Boltzmann distribution, that maximizesthe number of bits received per symbol:
 P (qi) =exp(−λq2
 i )∑i
 exp (−λq2i )
 (3.29)
 where λ is a positive parameter chosen such that the average signal power constraint is satisfied:∑i
 q2i exp(−λq2
 i )∑i
 exp (−λq2i )
 ≤ Pave (3.30)
 The left hand-side is a monotone decreasing function of λ. If the inequality does not hold forλ = 0, we will solve Eq. (3.30) for λ under equality condition.
 3.3.2 Examples of maximum entropy distributions for a PAM signal
 Considering PAM modulation design for a PCM channel, we apply the maximum entropy dis-tribution discussed above to the PAM constellation points. From Eq. (3.19), the probability ofsymbol error is a function of the minimum distance between the adjacent detector thresholds.By controlling the minimum distance, we can maintain a desired probability of symbol error at agiven signal-to-noise ratio.
 As an example, we consider a PCM channel with a µ-Law compander. We choose a PAMconstellation with 156 points and a minimum distance of 32 unit counts between detector thresh-
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 olds. Note that the maximum decision level is normalized at 8159 unit counts. Figures 3.14 and3.15 show the maximum entropy probability distributions with average power constraints of −10dBm0 and −12 dBm0 respectively. As shown in these figures, reduction of the average signalpower reduces the probability of selecting the outer signal points. Since the probability of select-ing the outer points is significantly smaller than that of the inner points, we can eliminate a fewoutmost points from the constellation without any significant change in the bit rate. The averagenumbers of bits per symbol are 6.82 and 6.64 bits/symbol for average signal power of −10 dBm0and −12 dBm0 respectively.
 To quantify the impact of maximum entropy distribution on the bit rate, we consider a PAMconstellation with equally-probable symbols and an average signal power of −12 dBm0. Wemaintain the same minimum distance between detector thresholds as that given in the aboveexample. Figure 3.16 confirms that for the SNR range in which we are interested, the SERperformance of the two schemes is similar.
 The constellation size of the PAM modulation with uniform probability distributions is 90which accounts for log2(90) = 6.49 bits/symbol. Since the symbol rate for the up-stream PAMchannel is 8000 symbols/sec, the bit-rate of the PAM modulation with uniform probability distri-bution is 1.22 kbits/sec lower than the bit-rate of a PAM modulation with the maximum entropyprobability distribution.
 Figure 3.17 shows the bit-rate versus the SNR for an average signal power of −12 dBm0.Results are shown for the uniform probability distribution of constellation points as well as themaximum entropy distribution. As shown in this figure, the maximum entropy probability dis-tribution can increase the bit rate by up to 1.8 kbits/sec. This can account for up to 1.5 dBperformance improvement. In fact, it can be shown that maximum performance improvementdue to optimal probability distribution for constellation points is πe/6 or 1.53 dB [38] [39]. Notethat at higher transmission bit-rates, the performance difference between the uniform probabilitydistribution and the maximum entropy distribution becomes smaller. For PAM modulation on aPCM channel, the maximum constellation size is limited to 256 points. At a high bit-rate mostof these points are in use. Therefore, there is no gain by using a maximum entropy distributionat high transmission bit-rates since there are no extra signal points available to be added to theconstellation.
 3.3.3 Channel capacity for non-uniform PAM modulation
 In this section, we compute the channel capacity for the up-stream PCM voiceband channel.The channel capacity can be defined as an upper bound for information transmission rate whichallows for transmission with an arbitrary small probability of error [37]. We compare three
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 different bounds for the information rate. Bounds are derived based on three different channelassumptions:
 1 Continuous AWGN channel,
 2 PAM signalling over AWGN channel,
 3 PAM signalling over AWGN channel with a Hard-decision detector.
 The capacity of a Gaussian channel with a constraint average input signal power of Pave anda noise power of σ2. The capacity of this channel is computed as [37]:
 C =12
 log2(1 +Pave
 σ2) bits per transmission. (3.31)
 Since the transmission rate over the PCM channel is Rs = 8000 symbols/sec, the capacity of theGaussian channel is shown in:
 Rmax =Rs
 2log2(1 +
 Pave
 σ2) bits/sec.
 The output of a PCM up-stream channel at each sampling instant can be written as16:
 r[n] = a[n] + w[n] (3.32)
 where a[n] is a PAM symbol and w[n] is assumed to be additive white Gaussian noise. Thecapacity can be expressed as the maximum difference between the entropy of the received signaland the conditional entropy of the received signal.
 C = maxP (qi)
 H(R) − H(R|A)
 . (3.33)
 In our discussion, the transmitted signal a[n] is chosen from a set of PAM constellation points.We also assume that the a priori probability associated with each constellation point is given(equally probable or maximum-entropy distribution). The capacity of a channel with M-ary PAMmodulation can be written as [40, 41]:
 CPAM =M∑i=1
 P (qi)∫ ∞
 −∞P (r|a = qi) log2
 (P (r|a = qi)
 P (r)
 )dr
 =M∑i=1
 P (qi)∫ ∞
 −∞P (r|a = qi) log2
 (P (r|a = qi)∑M
 i=1 P (qi)P (r|a = qi)
 )dr
 (3.34)
 16Note that compared to Eq. (3.7), here we assume n0 = 0 and h[n0] = 1.
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 For a given set of P (qi), we can simplify the capacity as:
 CPAM = −12
 log2(2πσ2e) +M∑i=1
 P (qi)√2πσ2
 ∫ ∞
 −∞exp
 ((r − qi)2
 −2σ2
 )log2
 ( M∑j=1
 P (qj)√2πσ2
 exp((r − qj)2
 −2σ2
 ))dr
 (3.35)where σ is the standard deviation of the noise. Since the integral on the right-hand side ofEq. (3.35) does not have a closed form, the channel capacity is computed numerically. Followingthe method suggested in [40] to compute the above integral, we replace the integration by ex-pectation over the Gaussian distributed noise variable and use Monte Carlo averaging method toevaluate the capacity.
 The capacity bound computed above does not include the hard decision detector at the re-ceiver. For the up-stream PCM channel, the receiver front-end structure is predetermined. Thischannel can be modeled as a channel with discrete input and discrete output. To compute thecapacity of this channel, we can compute the transmission probabilities P (r = rj|a = qi) andreplace the result in Eq. (3.34). Note that the integral is replaced by a sum.
 Figure 3.18 shows the maximum bit rate for PAM modulations over PCM channels. Two casesof symbol probability distributions are considered: uniform and maximum entropy. For each PAMmodulation with a given bit-rate17, the SNR at which the probability of symbol error reaches 10−6
 is also depicted. Figure 3.18 compares three upper bounds for the channel information rate.As shown in Fig. 3.18, at a given bit-rate there is a SNR gap between the curve associated
 with the Gaussian channel capacity and the one associated with the channel capacity for a PAMmodulation. This gap is smaller when we use maximum entropy probability distribution for thePAM constellation rather than uniform distribution.
 We use the channel capacity of the PAM modulation as a baseline for our comparison. For anacceptable probability of symbol error (e.g., 10−6), there is a significant SNR difference betweenwhat we achieve by using symbol-by-symbol detection and the bound provided by the channelcapacity for the PAM modulation. In order to reduce this difference, error correction codingtechniques should be employed. Here, we do not discuss any particular error-correcting methodfor the PCM channels.
 3.3.4 The Huffman algorithm for bit-to-symbol mapping
 In the preceding section, we showed that the maximum entropy distribution for the PAM symbolsimproves the maximum achievable transmission rate. In this section, we describe a method whichwill almost achieve the maximum entropy distribution by appropriate mapping of input bits to
 17The PAM constellation size along with the probability distribution of the constellation points determines thebit-rate.
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 PAM constellation points. The input is assumed to be a random binary sequence of independentand identically distributed samples with equal probabilities of zeros and ones. The input sequenceof bits is parsed into codewords and each codeword is mapped to a PAM symbol18. Since theprobability of occurrence of a codeword of length li is 2−li , codewords with variable length canproduce a non-uniform probability distribution for the constellation points.
 Suppose C(qi) is a codeword of length li that is mapped to a PAM constellation point qi.We consider the following two sets of conditions as design requirements for the bit-to-symbolmapping. The first set of conditions are used to ensure that all combinations of bits are uniquelyrepresented by PAM symbols:
 1. Different symbols should be represented by different codewords:
 qi = qj ⇒ C(qi) = C(qj)
 2. A sequence of input bits should be uniquely mapped to a string of PAM symbols.
 3. Each codeword C(qi) should be instantaneously decodable to a symbol. In other words, nocodeword should be a prefix of any other codeword.
 4. The set of codewords should be complete, i.e., for any random sequence of input bits thereshould be one, and only one string of output symbols.
 The second set of conditions ensure bit-to-symbol mapping does not change the signal meanand average power:
 5. The resulting probability distribution of the PAM constellation should be symmetrical, i.e.P (qi) = P (q−i). We consider this condition to ensure the PAM signal has a zero mean.
 6. The average signal power should satisfy the constraint given in (3.14).
 Note that bit-to-symbol mapping can be viewed as a dual problem of encoding a discretememoryless source of information. In a source coding problem, we are interested in an efficient(e.g. minimum number of bits, or minimum amount of redundancy) representation of a sequence ofsymbols as a binary sequence. In bit-to-symbol mapping, we start from a sequence of bits with noredundancy with a view to generate a set of symbols with the desired probability distributions.Bit-to-symbol mapping is in fact equivalent to decoding an encoded source. From this pointof view, the design of a bit-to-symbol mapper is similar to the design of source coding for a
 18In a more general case, a frame of input bits is mapped to a set of PAM symbols. In our discussion in thissection, we assume that the bit-to-symbol mapping is performed in a symbol-by-symbol basis.
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 memoryless discrete source with a given probability distribution. In fact, by default, a completeprefix code [42] satisfies the first four conditions given above.
 As suggested in [39], we use the Huffman algorithm [37] to generate a complete set of codewordsrepresenting constellation points. Since a Huffman code [37, p. 92] is a prefix code, it satisfiesthe first three requirements. From Kraft inequality [42], a set of codewords is complete if thecodeword lengths li satisfy the following condition:
 M∑i=1
 2−li = 1 (3.36)
 where M is the number of codewords. It is easy to show that the Huffman algorithm generates acomplete set of codewords if all the initial probabilities used in the algorithm correspond to validsymbols.
 We apply the Huffman algorithm only to positive symbols to generate a symmetrical probabil-ity distribution. We will add an extra bit to each codeword to represent the sign of each symbol.Adding a sign bit to each codeword is the same as duplicating the codewords that are generatedfor positive symbols and adding one extra stage of bit assignment to the Huffman algorithm. Theresult is still a complete prefix code.
 The probability of occurrence of any codeword is a negative power of two. This probabilitydoes not always match the desired maximum entropy probability distribution. The mismatchbetween the actual probability assigned to a symbol and the desired probability can cause anincrease in the average signal power. In order to satisfy the average signal power constraint, theparameter λ in (3.30) should be re-adjusted.
 The procedure for bit-to-symbol mapping can be summarized as follows:
 1. Compute the probability distribution of PAM symbols using Maxwell-Boltzmann distribu-tions. Compute λ so that the average power constraint is satisfied.
 2. Use the Huffman algorithm to generate a set of codewords for PAM constellations.
 3. Compute the average signal power based on the actual probability distribution of constel-lation points. If the power constraint is not satisfied, go to step 1 and adjust the parameterλ to obtain a lower average signal power.
 Figure 3.19 compares the achievable bit-rates using maximum entropy, the Huffman algorithmand uniform probability distributions. As shown in this figure, the difference between bit-ratesachieved by the maximum entropy distribution and that of Huffman algorithm is not significant.Table 3.1 shows codewords designed for a set of PAM symbols using the above procedure. Signal
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 levels with a very low probability of occurrence are discarded from the constellation. The finalconstellation includes 98 points. The codewords corresponding to the positive PAM symbols areshown in this table. By altering the most significant bit of each codeword presented in Table 3.1,we can specify a negative constellation point.
 Table 3.1 Huffman algorithm for bit-to-signal mapping. The bit sequence associ-ated with each constellation is presented. Note that for negative constellation pointsonly the sign bits should be altered. The constellation size is limited to 98 since theconstellation points with a very low probability (and a high energy) are not included.
 i qi P (qi) P (qi) C(qi) i qi P (qi) P (qi) C(qi)
 1 26 0.021654 2−5 00101 25 1471 0.009422 2−7 01001012 77 0.021610 2−5 00100 26 1535 0.008750 2−7 01000013 127 0.021526 2−5 00011 27 1599 0.008100 2−7 01000004 175 0.021406 2−5 00010 28 1663 0.007475 2−7 00110105 227 0.021235 2−5 00001 29 1727 0.006877 2−8 011010116 279 0.021021 2−5 00000 30 1791 0.006306 2−8 011010107 327 0.020787 2−6 011110 31 1855 0.005765 2−8 010110108 375 0.020519 2−6 011101 32 1919 0.005253 2−8 010010019 423 0.020219 2−6 011100 33 1983 0.004772 2−8 0011011110 479 0.019830 2−6 011011 34 2079 0.004107 2−8 0011011011 543 0.019337 2−6 011001 35 2207 0.003326 2−9 01011011012 607 0.018798 2−6 011000 36 2335 0.002659 2−9 01001000013 671 0.018215 2−6 010111 37 2463 0.002100 2−10 010110111014 735 0.017596 2−6 010101 38 2591 0.001637 2−10 010010001115 799 0.016943 2−6 010100 39 2719 0.001261 2−11 0101101111116 863 0.016264 2−6 010011 40 2847 0.000958 2−11 0100100010117 927 0.015563 2−6 010001 41 2975 0.000720 2−12 01011011110118 1007 0.014664 2−6 001111 42 3103 0.000533 2−12 01001000100119 1087 0.013749 2−6 001110 43 3231 0.000391 2−13 010110111100120 1151 0.013012 2−6 001100 44 3359 0.000282 2−13 010110111100021 1215 0.012275 2−7 0111111 45 3487 0.000202 2−13 010010001000022 1279 0.011544 2−7 0111110 46 3615 0.000142 2−14 0100100010001023 1343 0.010823 2−7 0110100 47 3743 0.000099 2−15 01001000100011024 1407 0.010114 2−7 0101100 48 3871 0.000068 2−16 0100100010001111
 49 3999 0.000046 2−16 0100100010001110
 3.4 Chapter Summary
 • The choice of modulation scheme for the up-stream PCM channel is baseband PAM modu-lation. This choice is based on the assumption that the transmitter modem can be synchro-nized to the network clock at the central office using the signal received in the downstream
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 direction.
 • The PCM encoder at the central office acts as the front-end of the receiver for the PCMupstream channel. The ADC circuit can be viewed as a slicer or as a detector for the PAMsignal.
 • The detector thresholds are selected as a subset of the ADC decision boundaries. Assumingthat the distortion caused by the channel ISI is not severe, the optimal signal constellationpoints are midway between the adjacent detector thresholds.
 • For a PAM modulation over a PCM channel with a non-linear compander, the spacingbetween the constellation points is non-uniform. For the same signal and noise power, thenon-uniform PAM modulation shows some performance degradation compared to a uniformPAM modulation.
 • In the up-stream PCM channel, the PAM constellation points are not scalable. That is,increasing the signal power does not necessarily increase the minimum distance betweenthe detector thresholds. As a result, for a given noise power, the performance of the PAMmodulation might remain the same even if we increase the signal power.
 • In order to increase the constellation size by a factor of two and maintain the same per-formance and average transmitted power, the signal-to-noise ratio should be increased by6 dB.
 • Non-uniform probability distribution for constellation points can reduce the energy costof the outer points. Non-uniform probability distribution can increase the bit-rate by1.5 kbits/sec, at the same signal and noise power compared to that of a PAM modula-tion with a uniform probability distribution.
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 Chapter 4
 Transmitter Design for the
 Up-stream PCM Channel
 In Chapter 3, we discussed a PAM modulation design for the up-stream PCM channel. As a modelfor channel impairment, an additive random component was used to represent the combined effectof noise and residual ISI at the receiver. Due to the lack of control on the receiver front-enddesign in the up-stream PCM channel, the channel impairments can only be compensated for atthe transmitter. Although the transmitter has no impact on the additive noise introduced by thechannel, a proper transmitter design can eliminate or reduce the effect of ISI introduced by thechannel memory.
 Since the characteristics of a subscriber loop and a receiver filter do not change rapidly, weconsider a linear time-invariant model for the PCM channel. We also assume that an equivalentfilter model for the overall channel and receiver filters is estimated at the receiver and is fed backto the transmitter1.
 A straightforward solution for channel compensation is a linear filter structure implementedat the transmitter. Such a transmitter filter can be specified based on different optimizationcriteria. With a constraint on transmitted power, a transmitting filter may not provide adequateISI reduction. In particular, for channels with ISI, there is a trade-off between the averagetransmitted power and ISI compensation. We introduce spectrum shaping techniques along withthe transmitter filter to control the transmitted power.
 Section 4.1 describes a framework for designing optimal transmitter filters. Using this frame-work, we consider three structures for the transmitter design. In Section 4.2, we present per-
 0This chapter has been reported in part in [43].1Prior to data transmission, the channel can be estimated by using a training sequence known to the receiver.
 The down-stream PCM channel is used to return the channel estimate to the transmitter.
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 formance results obtained by applying an optimal filter design to the up-stream PCM channels.Section 4.3 introduces spectrum shaping and its impact on the transmitted power. In Section 4.4,we describe precoding techniques which add redundancy to transmitted symbols. We generalizethe idea of Tomlinson-Harashima precoding to accommodate the requirements for pre-filteringof the PCM channel. A summary of pre-filtering methods for the PCM channels is presented inSection 4.5.
 4.1 Optimal transmitter filter design
 The design of an optimum transmitting filter for a fixed receiving filter and a given channel filterhas been studied in [30, 32, 44, 45]. There are several optimization criteria, such as minimumprobability of error, minimum mean-square error and minimum peak distortion error, that can beused for the optimal transmitter filter design [30, p. 113]. The design of an optimum transmittingfilter is subject to a transmit power constraint in order to avoid a solution with an unboundedaverage power.
 Although different optimization criteria result in different transmitter filters, these filters sharea common structure. For any reasonable optimization criterion, an optimum linear transmittingfilter subject to an average transmitted power constraint has the following structure:
 Ht(f) = G(f)(Hc(f)Hr(f)
 )∗= G(f)H∗
 cr(f)(4.1)
 where G(f) is a periodic transfer function, G(f) = G(f + 1/Ts), that can be implemented as adiscrete-time filter with an underlying sampling frequency of 1/Ts. The transfer function H∗
 cr(f)represents a filter matched to the cascade of the channel filter and the receiver filter. We providea proof for the above statement in Appendix A, similar to that given in [46] for the receiver filter.
 Figure 4.1(a) presents the arrangement of the transmitter, the channel and the receiver filter.The matched filter H∗
 cr(f) is a continuous-time filter. Implementing a continuous-time (analog)matched filter in a transmitter modem is impractical since the characteristics of channels vary fromone subscriber line to another. Since the matched filter H∗
 cr(f) has a limited bandwidth (W<4000Hz), this continuous-time filter can be approximated by a symbol-synchronous (a sampling fre-quency equal to 1/Ts) discrete-time filter. In this case, the only continuous-time filter required atthe transmitter is an interpolating (reconstruction) filter following the digital-to-analog converter.We defer further discussion regarding the choice of the interpolating filter to Chapter 6. Here, weassume the frequency response of the interpolating filter is accounted for as part of the channelfilter.
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 Fig. 4.1 A general structure of an optimal transmitter filter is shown in (a) wherethe transmit filter consists of an continuous-time filter matched to the channel and re-ceiver filter, and a discrete-time filter G(ejωTs ). Since the equivalent channel-receiverfilter has a band-limited spectrum (< 1/2Ts), a sub-optimal structure for the trans-mitter filter consists of a discrete-time filter Ht(ejωTs), and a fixed pulse shaping filterthat replaces the analog matched filter, as shown in (b). The discrete-time transmitfilter can be determined based on different optimization criteria.
 As shown in Fig. 4.1(b), the input and output of the up-stream PCM channel are discrete-time signals while the channel itself is modeled as a continuous-time filter. When we design thetransmitter filter, it is convenient to work with a discrete-time model for the entire system. Asshown in [47], for a PAM modulation over an AWGN channel, there exists an equivalent discrete-time model for the channel filter. Figure 4.2 shows a discrete-time model of the transmitter, thechannel and the receiver. Note that the additive noise sample η[n] represent the contributionof thermal noise, echo and cross-talks. Although different components of the noise are addedto the transmitted signal at different points in the channel, due to linear assumption about thechannel filters, we can add the noise to the channel output. In general, the noise samples can becorrelated.
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 Fig. 4.2 A discrete-time model of the up-stream PCM channel with a discrete-timetransmitter filter.
 The equivalent discrete-time model of the channel-receiver filter can be expressed as Hcr(ej2πfTs):
 Hcr(ej2πfTs) =1Ts
 ∑k
 Hc(f +k
 Ts)Hr(f +
 k
 Ts) (4.2)
 We discuss the optimum design of the filter Ht(ejωTs) based on different criteria. The prob-ability of error is the most meaningful criterion for the optimal transmitter design. However, inmany cases, there is no general solution for such an optimization problem. In our discussion, weconsider two other criteria: one being the peak distortion criterion (or zero ISI criterion) and theother being the Mean Square Error (MSE) criterion.
 4.1.1 Peak distortion criterion
 The peak distortion criterion is defined as the worst-case ISI at the sampling instants. As shownin Fig. 4.2, samples at the receiver can be written as:
 r[n] = a(n) h[0] +∞∑
 i=−∞i=0
 ai h[n − i] + η[n] (4.3)
 where h[n] is the overall impulse response of the transmitter, channel and receiving filter. Thepeak value of the ISI is the sum of the absolute values of the ISI terms:
 D(ht) =∞∑
 n=−∞n =0
 |h[n]| =∑n
 ∣∣∣∣∑k
 ht[k]hcr[n − k]∣∣∣∣ (4.4)
 The smallest value of peak distortion is obtained if all the overall impulse response coefficients,except for the central one, are zero. This condition implies that the ISI can be completely avoided
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 if the transmitting filter is a stable inverse of the overall channel-receiver filter:
 Ht(ejωTs) =1
 Hcr(ejωTs)(4.5)
 The transmitter filter has a straightforward expression in terms of the channel filter. However, ifthe channel filter contains spectral nulls, a signal with bounded power at the input of the inversefilter can create an output signal with unbounded power (i.e., the inverse filter is not BIBO stable[48, p. 209]).
 4.1.2 Mean-Square Error (MSE) criterion
 A commonly used criterion for an optimal linear filter design is mean-square error. Accordingto this criterion, filter coefficients are determined so that the mean-square value of the error atsampling instants is minimized. In general, the mean-square value of error has two components,one is caused by additive noise and the other is caused by the ISI. Note that the optimal transmitterfilter design can only minimize the error caused by the ISI. As a result, in our computation ofoptimal transmitter filter, the contribution of the additive noise in MSE is not included. The errorcaused by additive noise can always be added to the computed MSE. In the absence of noise, wedefine:
 minht
 (MSE
 )= min
 ht
 (E(r[k] − ak)2)
 (4.6)
 where Ex denotes the mean of a random variable x. The impulse response of the transmittingfilter at sample n is denoted as ht[n]. Unless otherwise stated, we assume that the transmittingfilter has an infinite length impulse response.
 We assume that the data symbols an form a wide-sense stationary random sequence [49],taking values from a set of PAM symbols. We denote the autocorrelation function of the datasymbol sequence as:
 φa[k] = Eai a(i+k)
 (4.7)
 Consequently, the power spectrum density (PSD) of the input sequence is defined as:
 Φa(ejωTs) =∞∑
 k=−∞φa[k]e−jwTsk (4.8)
 We consider a constraint on the average transmitted power as:
 E|x[k]|2 ≤ Pt (4.9)
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 where Pt is a constant and x[.] is the discrete-time sequence at the output of the transmittingfilter (see Fig. 4.2). Since the input sequence to the transmitter filter is wide-sense stationary,the output sequence x[n] is also wide-sense stationary [49, p. 193]. The PSD of the signal at theoutput of the transmitter filter is:
 Φx(ejωTs) = |Ht(ejωTs)|2Φa(ejωTs) (4.10)
 The average power constraint is expressed in terms of Ht(ejωTs) and Φa(ejωTs) as follows:
 Ts
 2π
 ∫ π/Ts
 −π/Ts
 Φa(ejωTs)|Ht(ejωTs)|2 dω ≤ Pt (4.11)
 In Appendix B, we derive the optimum linear transmitter filter that provides the Minimum Mean-Square Error (MMSE) solution with an average transmitter power constraint. The frequencyresponse of the optimal filter is:
 Ht(ejωTs) =Hcr(e−jωTs)
 |Hcr(ejωTs)|2 + λ(4.12)
 where λ is a non-negative parameter that is determined based on the power constraint. FromEq. (4.11) and Eq. (4.12), the average power constraint is
 Ts
 2π
 ∫ π/Ts
 −π/Ts
 |Hcr(ejωTs)|2(|Hcr(ejωTs)|2 + λ)2
 Φa(ejωTs) dω ≤ Pt (4.13)
 The left hand-side of Eq. (4.13) is a monotonically decreasing function of λ. We are interestedin the smallest non-negative value of λ that satisfies this condition. If λ = 0 does not satisfy thepower constraint, the minimum value of λ is determined by solving Eq. (4.13) as an equality.
 As shown in Appendix B, the minimum mean-square value of error is computed as:
 MMSE =λ2Ts
 2π
 ∫ π/Ts
 −π/Ts
 Φa(ejωTs)(|Hcr(ejωTs)|2 + λ)2
 dω (4.14)
 Equation (4.12) corresponds to the transmitter filter with an infinite length impulse response.This solution establishes the ultimate ISI reduction that can be expected from an optimal lineartransmitter filter with a given power constraint.
 The actual implementation of the transmitter filter can be a Finite Impulse Response (FIR)filter. An FIR filter can be formed as the truncation of the IIR filter impulse response. Alterna-tively, the MMSE problem can be defined to obtain directly the optimal solution as an FIR filter.

Page 84
                        

4 Transmitter Design for the Up-stream PCM Channel 70
 In this case, the filter coefficients are the solution of the following set of equations:
 Copt = Γ−1ξ (4.15)
 where Γ is a square matrix and ξ is a column vector. The derivation of Eq. (4.15), and theexpression of Γ and ξ are presented in Appendix B.
 The MSE criterion provides a general framework for several transmitter structures. In ourdiscussion, we investigate three different scenarios for the transmitter design.
 (1) Optimal filtering with a flat data spectrum
 For a random sequence of independent and identically distributed (i.i.d.) transmitted symbols,the power spectral density Φa(ejωTs) = σ2
 a is constant. In this case, Eq. (4.13) is simplified to:
 Tsσ2a
 2π
 ∫ π/Ts
 −π/Ts
 |Hcr(ejωTs)|2(|Hcr(ejωTs)|2 + λ)2
 dω ≤ Pt (4.16)
 For a given equivalent discrete-time filter Hcr(ejωTs), we can only reduce the MMSE by increasingthe average transmitted power Pt. Examples of transmitter filter design for the up-stream PCMchannel are presented in Section 4.2.
 (2) Spectrum shaping followed by the linear filtering
 The MMSE value in Eq. (4.14) is a function of the PSD of the filter input. We can shape the PSDof the input symbols to control the average transmitted power. In Eq. (4.11), spectrum shapingcan reduce the value of parameter λ while satisfying the average power constraint.
 The data symbols an take values from a PAM symbol alphabet. We introduce correlationsamong the symbols in order to create a desired power spectrum density at the input of thetransmitting filter while maintaining the underlying PAM signal structure. Assuming the datasymbols an are i.i.d. random variables, we map the data symbols to a new sequence sn whichcontains a form of redundancy in signal levels or added symbols. The new sequence sn has apower spectrum density close to a desired PSD, say Φd(ejωTs). We will discuss different methodsof creating such correlations in Section 4.3.
 (3) Precoding: A combined spectrum shaping and filtering
 The spectrum shaping and optimal filtering can be combined into one operation, known as pre-coding. Tomlinson-Harashima (TH-) precoders [50, 51] are examples of channel compensationperformed at the transmitter. A TH-precoder creates an inverse channel filter whose output is
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 limited to a finite range. Each symbol at the input of a TH-precoder is represented by more thanone signal level. Among all signal levels representing a symbol, the precoder chooses a signal levelthat provides an output in a preset range. A further discussion regarding TH-precoders and theirlimitations for use in an up-stream PCM channel appears in Section 4.4.
 4.2 Optimal transmitting filter design for the up-stream PCM channels
 We can apply the optimal filter design to the PCM up-stream channels to compensate for thefiltering effect of the subscriber line and the anti-aliasing filter in the PCM line card. Examples oftypical equivalent channel-receiver filter are given. In order to evaluate system performance, wecompute the MSE at the sampling instants (theoretically and also by simulation). We also usethe symbol error rate of the PAM modulation over the up-stream channel as a measure of perfor-mance. The characteristics of telephone channels vary from line to line. Two examples of PCMchannel filters are considered. In both cases, the PCM anti-aliasing filters satisfy RecommendationG.712 [25].
 Example 1
 Figure 4.3 shows the magnitude response of an equivalent discrete-time receiver-channel filter inthe up-stream PCM channel2. The frequency response of the analog anti-aliasing filter corre-sponding to this channel is shown in Fig 2.7. The receiver filter consists of a 5th-order ellipticlowpass filter cascaded with a bi-quad highpass filter. Due to aliasing (caused by sampling),the stopband attenuation of the equivalent discrete-time filter is significantly lower than that ofthe analog filter. Figure 4.4 shows the impulse response of the equivalent discrete-time filterand Fig. 4.5 shows the pole-zero locations of the equivalent channel filter transfer function. Theequivalent channel filter is non-minimum phase and contains nulls near the zero frequency.
 We use a linear transmitter filter structure to compensate for the channel filter. The perfor-mance of the transmitter filter design is evaluated based on the signal-to-interference ratio at thereceiver, the average transmitted power and the probability of symbol error in the presence of(noise and) ISI. Note that we define the signal-to-interference ratio (SIR) as the ratio of the signalpower to the MSE caused by the ISI at the receiver.
 As an example, consider a PAM modulated signal with an average power of σ2a = −12 dBm0
 at the input to the transmitter filter. The signal power at the output of the transmitter filteris determined by the power gain of the transmitter filter. Figure 4.6 shows the variation of the
 2In this example, we assume that the linear distortion in the up-stream channel is caused mainly by the receiverfilter. Signal attenuation due to the subscriber line or the hybrid circuit will further increase the required transmitterpower.
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 Fig. 4.3 The magnitude response of the channel equivalent filter as discussed inExample 1.
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 Fig. 4.4 The impulse response of the channel discussed in Example 1.
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 Fig. 4.5 Pole-Zero locations of a channel-receiver filter transfer function of Fig. 4.3.
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 Fig. 4.6 Signal-to-interference ratio as a function of the average transmitted powerfor the PCM channel described in Example 1. The PAM signal power at the input ofthe transmitting filter is σ2
 a = −12dBm0.

Page 88
                        

4 Transmitter Design for the Up-stream PCM Channel 74
 signal-to-interference ratio as a function of the average transmitted power Pt. The SIR at thereceiver increases by increasing the allowed transmitter power. The result shown in this figureholds for different PAM constellation sizes, assuming that the average power of the PAM signalis maintained at −12 dBm0.
 If we assume that ISI is the dominant cause of distortion at the receiver, the probabilityof symbol error can be characterized as a function of SIR. Figure 4.7 shows the probability ofsymbol error as a function of SIR for different PAM constellation sizes. The PAM constellationsare designed for the up-stream PCM channels. The design procedure for the PAM constellationwas discussed in Chapter 3.
 We can determine an upper bound for the probability of symbol error based on a Gaussianapproximation of the residual ISI distribution.
 Figure 4.7 compares the upper bound with the simulation results. The ISI has a limitedpeak and its tail distribution is far from being Gaussian. For the larger values of SIR (i.e., asmaller values of MSE), the probability of symbol error is roughly determined by the tail of theISI distribution. Hence, the Gaussian assumption of the ISI distribution becomes less accurate.While the Gaussian approximation holds at low signal-to-interference levels, it provides a looseupper bound at higher values of SIR. There are methods to compute tighter bounds for theprobability of symbol error [41, 52, 53, 54]. However, we can use direct simulation to computethe symbol error probabilities.
 The ISI may not be the only source of distortion over the PCM channels. We consider thecombination of residual ISI and an additive Gaussian noise in the up-stream channel for a givenPAM modulation. As an example, Fig. 4.8 shows the probability of symbol error as a functionof the signal-to-noise ratio for a 98-PAM modulation with an average power of −12 dBm0 at theinput of the transmitter. This figure shows that a small change in the average transmitted power(less than 0.1 dBm0) can significantly change the probability of symbol error, especially at a highsignal-to-noise ratio. This observation is in line with what is shown in Fig. 4.6 where the change ofaverage transmitter power from −9.05 dBm0 to −8.95 dBm0 increases the signal-to-interferenceratio by more than 20 dB.
 Example 2
 We consider a receiver filter that consists of a 7th-order elliptic lowpass filter cascaded with abi-quad highpass filter. Compared to the receiver filter in Example 1, the filter in this examplehas a larger attenuation in the stopband. As a result, the equivalent discrete filter has greaterattenuation at DC and at 1/(2Ts) = 4000 Hz. Figure 4.9 shows the magnitude frequency responseand the impulse response of the discrete-time filter. The pole-zero plot of the filter is shown in
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 Fig. 4.7 The probability of symbol error is shown as a function of SIR for severalPAM signals for the channel filter discussed in Example 1. Assuming that the residualISI as a Gaussian random variable, we can approximate the probability of symbolerror.
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 Fig. 4.8 Probability of symbol error is shown as a function of SNR for a 98-PAMsignal with an average power of −12 dBm0. The performance of different transmitterfilters is compared to the ideal channel filter with Gaussian additive noise.
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 Fig. 4.10.Figure 4.11 shows the signal-to-interference ratio as a function of transmitted power. The input
 of the transmitter filter is a PAM signal with an average power of −12 dBm0. Due to spectral nullsin the frequency response of the channel-receiver filter, the power gain of the transmitter filteris impractically large. The probability of symbol error as a function of the signal-to-interferenceratio is depicted in Fig. 4.12.
 Figure 4.13 shows the symbol error-rate of a 98-PAM signal transmitted over this channel. Theaverage signal power at the input of the transmitter filter is −12dBm0. Compared to Example 1,the average transmitted power is significantly larger for a given symbol error rate.
 4.2.1 Observations and remarks
 Since the ISI does not have the same effect on the probability of error as additive noise, minimizingthe MSE does not necessarily lead to the minimum probability of error. By using the MSE criterionfor the transmitter filter design, we treat the combination of noise and residual ISI as an additiverandom variable, and ignore the information that we could obtain from the ISI regarding thetransmitted data sequence. However, due to the fixed structure of the receiver front-end in theup-stream PCM channel, the information on transmitted data cannot be extracted from the ISI.Furthermore, the MSE criterion provides a simple way to combine the effect of noise and ISI witha straightforward solution for the optimal filter design.
 Two examples discussed above illustrate that an optimal transmitter filter can reduce theeffect of the ISI. However, there is a trade-off between the residual ISI and the transmitted signalpower. For some channel filter characteristics, such as the filter we discussed in Example 2, therequired transmitted power to obtain an acceptable performance is significantly large. The maincause of such a requirement for the signal power is spectral nulls in the equivalent channel filtercharacteristics.
 Apart from the average transmitted power, spectral nulls in the frequency response of theequivalent channel cause a slower decay in the impulse response of the transmitting filter. Theportion of transmitting filter that correspond to the spectral nulls can only be implemented as anIIR filter.
 Figure 4.11 indicates that for the SIR range in which we are interested, a small change in theaverage transmitted power can drastically change the SIR. As shown in Fig. 4.7 and Fig. 4.12, aslight increase in the average transmitted power can change the system performance. These exam-ples suggest that for a PAM modulation with a large alphabet, the required signal-to-interferenceratio is relatively high. As a result, the transmitting filter should be designed to provide almost
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 Fig. 4.9 Channel characteristics in Example 2.
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 Fig. 4.10 Pole-zero locations of a channel-receiver filter transfer function discussedin Example 2.
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 Fig. 4.11 Signal-to-ISI ratio as a function of the average transmitted power inExample 2. Compared to Example 1, a significant increase in the average transmittedpower is required to obtain the same SIR.
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 Fig. 4.12 The probability of symbol error is shown as a function of SIR for severalPAM signals for the channel filter discussed in Example 2.
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 Fig. 4.14 Spectrum shaping cascaded with an optimal filtering to control MMSEwhile maintaining the limit on the average transmitted power.
 an ISI-free channel3. Such a design requires a large average transmitted power. For channels withspectral null, the required transmitted power can be unbounded.
 In order to overcome above problems, we examine transmitter structures that can reduce theaverage transmitted power while maintaining an acceptable level of signal-to-interference ratio.
 4.3 Spectrum shaping and filtering
 In this section, we investigate spectrum shaping methods that can be applied to the data sequencein order to reduce the average transmitted power while maintaining an acceptable signal-to-interference ratio. Figure 4.14 shows schematically a cascade of spectrum shaping and linearfiltering. The stream of incoming bits is mapped into a sequence of symbols sn with a powerspectrum density that is close to a desired spectrum.
 Prior to describing spectrum shaping methods, we determine the desired power spectrumdensity Φd(ejωTs) that reduces the average transmitted power. There are different solutions forΦd(ejωTs), depending on assumptions about the channel model.
 (1) An arbitrary channel frequency response
 The magnitude response of the equivalent channel-receiver filter is specified as a function of fre-quency |Hcr(ejωTs)|. In this model, no underlying structure for the transfer function is considered.We investigate the power constraint in Eq. (4.13) and the MMSE in Eq. (4.14) to identify thedesired PSD of the input signal so that the MMSE is reduced while the power constraint on the
 3In other words, for a PCM channel, the MMSE transmitter filter solution should provide almost zero ISI thatcorresponds to λ ≈ 0 in Eq. (4.12).
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 transmitted signal still holds. We denote the desired power spectrum density as Φd(ejωTs). FromEq. (4.14), it is clear that if λ approaches zero, the MMSE will tend to zero. For λ = 0, thetransmitter filter given in Eq. (4.12) is simplified to the channel inverse filter 1/Hcr(ejωTs).
 From Eq. (4.13), we wish to determine the power spectrum density so that the power constraintis satisfied with a smaller value of λ. Let us examine Eq. (4.13) when λ approaches zero. The lefthand side of Eq. (4.13) can be approximated as:
 Ts
 2π
 ∫ π/Ts
 −π/Ts
 |Hcr(ejωTs)|2(|Hcr(ejωTs)|2 + λ0)2
 Φd(ejωTs) dω ≈ Ts
 2π
 ∫ π/Ts
 −π/Ts
 Φd(ejωTs)|Hcr(ejωTs)|2 dω (4.17)
 where λ0 ≈ 0. If we choose the power spectrum density as:
 Φd(ejωTs) = K|Hcr(ejωTs)|2, K < Pt (4.18)
 the power constraint will be satisfied with a zero value of λ.Equation(4.18) indicates that by spectrum shaping we wish to compensate for the power gain
 of the transmitting filter. Equation (4.18) sets a target spectrum for the PSD at the transmitterfilter input. We aim to create a signal at the input of the transmitter filter with a PSD close tothe target spectrum4.
 Note that obtaining the target spectrum given in Eq. (4.18) may not be feasible since theamount of redundancy added to the PAM signal to create such a power spectrum density can belarge. The constraint on the scaling factor K in Eq. (4.18) effects average power σ2
 a of the PAMsignal before the spectrum shaping. Such a constraint limits the data transmission rate.
 (2) A rational transfer function for the channel filter
 Let us assume that the transfer function of the channel-receiver filter is expressed as a rationalfunction:
 Hcr(ejωTs) =∑M
 k=0 βke−jωTsk
 1 +∑N
 k=1 αke−jωTsk=
 B(ejωTs)A(ejωTs)
 (4.19)
 4We expect that the closer Φa(ejωTs) is to the target spectrum, the smaller the MMSE value will be. As ameasure of the distance between the two spectra, we can use the following:
 D =Ts
 2π
 ∫ π/Ts
 −π/Ts
 ∣∣Φa(ejωTs) − Φd(ejωTs)∣∣2 dω
 .
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 It is easy to show that when λ approaches zero in Eq. (4.13), the following spectrum can reducethe average transmitted power:
 Φd(ejωTs) = K|B(ejωTs)|2 (4.20)
 From Eq. (4.13), we can show that for λ = 0, the average power constraint is satisfied if we have:
 K ≤ Pt
 Ts
 2π
 ∫ π/Ts
 −π/Ts
 |A(ejωTs)|2 dω
 =Pt
 1 +N∑
 k=1
 α2k
 (4.21)
 As shown in Eq. (4.20), one solution for the desired spectrum is based on the numerator of
 the transfer function Hcr(ejωTs) =B(ejωTs)A(ejωTs)
 . Suppose the polynomial B(z) is written in terms of
 its M roots:B(z) = β0 (1 − z1z
 −1) (1 − z2z−1) · · · (1 − zMz−1) (4.22)
 It is evident from Eq.(4.13) that for small values of λ, those roots of B(z) in the vicinity of theunit-circle or on the unit-circle are the dominant terms that determine the average transmittedpower.
 Depending on the average power constraint, it might be adequate to consider only a portion of|B(ejωTs)|2 as the desired power spectrum. We decompose B(ejωTs) into a product of two terms:
 B(ejωTs) = B1(ejωTs)B2(ejωTs) (4.23)
 where B1(ejωTs) contains zeros close to (or on) the unit circle. The desired power spectrum densityis written as:
 Φd(ejωTs) = K ′|B1(ejωTs)|2 (4.24)
 4.3.1 Methods of Spectrum Shaping
 The data symbol sequence at the input of the transmitter filter has a flat spectrum. Spectrumshaping can be defined as adding a form of redundancy to the input sequence to create a desiredstatistical correlation among the symbols. There are a variety of methods of creating such acorrelation. Line codes are typical examples of spectrum shaping that control the “runningdigital sum” to create spectral nulls at DC and can be extended to create spectral nulls atnon-zero frequencies [38, Chapter 12]. There are also trellis coding techniques that can createspectral nulls in the spectrum at desired frequencies [55]. Partial response signalling [56] [38] is analternative method of spectrum shaping via inverse filtering and a modulo arithmetic operation.
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 Due to predetermined structure of the receiver, these spectrum shaping techniques are not directlyapplicable to the up-stream PCM channel.
 The spectral shaping method used in the V.90 Standard for the down-stream PCM channelis based on Convolutional Spectral Shaping (CSS) [14]. The CSS algorithm controls the sign bitsof the transmitted symbols. The sign bits are selected on a frame by frame basis. Each framecontains six symbols. In each frame, the sign bits are selected based on r bits of redundancy(0 ≤ r ≤ 3) and 6 − r bits of information. The sign bit sequence is selected so that the meansquare error between the signal PSD and a desired spectrum is minimized.
 Convolutional spectrum shaping is designed for the down-stream PCM channel where thetransmitter can only determine the transmitted bits. The actual PAM modulation is performedby the PCM decoder at the central office. In [18], the application of convolutional spectrumshaping in the up-stream PCM channel is investigated. Although the results provided in [18]show the merits of applying spectrum shaping for the up-stream channel, the use of CSS is notnecessarily the best choice of spectrum shaping method for the up-stream PCM channel. In theup-stream PCM channel, the analog modem controls the transmitted signal. Compared to thedown-stream PCM channel, the control on the transmitted signal in the up-stream channel canreduce the amount of redundancy required for spectrum shaping.
 4.3.2 Spectrum shaping by inserting redundant symbols
 We can perform spectrum shaping by adding redundant symbols to the input sequence. The inputsymbols are parsed into non-overlapping blocks of K symbols. Although the redundant symbolscan be inserted at different locations among the data symbols, we consider a set of N −K symbolsthat is added to the end of each block. Values of redundant symbols are computed so that thepower spectrum density of each block is close to the target spectrum. As shown in Fig. 4.15, theoperator F (k, n) takes in a block of K data symbols and computes the redundant N −K symbols.Note that the redundant symbols are not necessarily taken from the PAM symbol alphabet. Aswe will discuss below, the redundant symbols do not carry any information; they are only addedto create the desired spectrum shaping.
 A spectral null at DC
 Let us assume that the desired spectrum contains a spectral null at zero frequency (DC). Eachinput block of length K is padded by one symbol (N = K + 1). The output sequence s[n] is
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 Fig. 4.15 Spectrum shaping by inserting redundant symbols into a block of datasymbols.
 represented as:
 s[mN + n] =
 a[mK + n] for n = 0, · · · ,K − 1
 −K−1∑l=0
 a[mK + l] for n = K(4.25)
 The z-transform of the output signal s[n] can be written in terms of the z-transform of itsnon-overlapping blocks of length N :
 S(z) =∞∑
 n=−∞s[n]z−n
 =∞∑
 m=−∞
 N−1∑l=0
 s[mN + l]z−(mN+l)
 =∞∑
 m=−∞(N−1∑l=0
 s[mN + l]z−l)z−mN
 =∞∑
 m=−∞Sm(z)z−mN
 (4.26)
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 From Eq. (4.25), Sm(z) can be written as:
 Sm(z) =N−1∑l=0
 s[mN + l]z−l
 =N−2∑l=0
 s[mN + l]z−l (1 − z−(N−1−l))
 =N−2∑l=0
 s[mN + l]z−l (1 − z−1)(1 + z−1 + · · · + z−(N−l−2))
 (4.27)
 From Eq. (4.27), it is evident that Sm(z) contains a zero at DC.We would like to compute the power spectrum density Φs(ejωTs) as a function of the block
 size. The input sequence is assumed to be i.i.d. random variable with zero mean and variance ofσ2
 a. Due to inserted redundant symbols, the sequence s[n] is not stationary. The autocorrelationfunction of s[n] is defined as:
 φs(k, l) = Es[k]s[l] (4.28)
 From Eq. (4.25), the autocorrelation function can be characterized as:
 φs(k, l) =
 σ2
 a for k = l, k = mN − 1(N − 1)σ2
 a for k = l, k = mN − 10 for k = l, k = mN − 1, l = mN − 1−σ2
 a for 0 < |k − l| < N, k (or l) = mN − 1
 (4.29)
 From Eq. (4.29), we can show that:
 φs(k + N, l + N) = φs(k, l) (4.30)
 The average value of the autocorrelation function over a period N can be written as:
 φs(m) =1N
 N−1∑k=0
 φs(k,m + k) (4.31)
 From Eq. (4.29), φs(m) is computed as:
 φs(m) =
 2N − 2
 Nσ2
 a m = 0−1N
 σ2a m = ±1,±2, . . . ,±(N − 1)
 0 elsewhere
 (4.32)
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 The power spectrum density of s[n] can be expressed as the discrete-time Fourier-transform ofφs(m). In this example, the power spectrum density can be computed as:
 Φs(ejωTs) =∞∑
 m=−∞φs(m)e−jωmTs
 =σ2
 a
 N
 (2N − 1) − sin(2N − 1)ωTs
 2
 sin ωTs2
 (4.33)
 In Eq. (4.33), Φs(ejωTs) is a positive definite function with double zeros at DC. Figure 4.16shows Φs(ejωTs) as a function of frequency (with 1/Ts = 8000 Hz) for different values of blocksize N . As shown in this figure, the power attenuation at frequencies near DC depends on theblock size.
 Compared to the convolutional spectrum shaping results reported in [14], the insertion ofredundant symbols can provide more attenuation at DC with less redundancy. The amount ofredundancy added to the signal is controlled by the length of each block.
 Figure 4.17(a) shows a transmitter with spectrum shaping followed by a linear transmitterfilter. The channel contains a spectral null at DC. The spectrum shaping is performed by insertinga redundant symbol to each block of N − 1 data symbols. The input symbols are taken froma 64-PAM constellation with an average power of −12 dBm0. Figure 4.17(b) shows the averagetransmitted power as a function of the block size. For comparison, the required transmitter powerwithout spectrum shaping is also depicted. As shown, the spectrum shaping can significantlyreduce the average transmitted power. By changing the block size N we can control the trade-offbetween the average transmitted power and the information symbol rate K/N .
 Ideally, spectrum shaping creates nulls that cancel the poles of the transmitter filter. However,such a pole cancellation may not be perfect due to a mismatch between the zeros created by thespectrum shaping and the poles of the transmitter filter. A realizable transmitter filter cannotinclude poles on the unit-circle. A non-zero value of λ in the optimal transmitter filter given inEq. (4.12) can prevent such a problem.
 Nulls at a set of desired frequencies
 The previous example can be extended to create nulls in more than one frequency. We use a setof N −K redundant symbols in a block of N output symbols to create the desired spectral nulls.Assuming Sm(z) is the z-transform of each block, we choose the redundant symbols such that thefollowing equations are satisfied:
 Sm(zi) = 0 for i = 1, 2, · · · ,M (4.34)
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 Fig. 4.16 Power spectrum after spectrum shaping. It is evident that the spectrumcontains a spectral null at DC. The input signal power σ2
 a is normalized to one.
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 Fig. 4.17 An optimal MMSE linear transmitter filter is designed to compensatefor a channel with spectral null at DC as shown in (a). The input symbols a[k] aretaken from a 64-PAM constellation with an average power of −12 dBm0. We chooseλ = 10−5. The average transmitted power with and without spectrum shaping ispresented in (b).
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 where zi corresponds to a set of desired zeros in S(z). The first K symbols in each block are datasymbols followed by N − K redundant symbols. From Eq. (4.34), we obtain the following set ofequations specifying redundant symbols:
 z−K1 z
 −(K+1)1 · · · z
 −(N−1)1
 z−K2 z
 −(K+1)2 · · · z
 −(N−1)2
 · · · · · · · · · · · ·z−KM z
 −(K+1)M · · · z
 −(N−1)M
 s[mN + K]s[mN + K + 1]
 · · ·s[mN + N − 1]
 = −
 K−1∑l=0
 a[mK + l]z−l1
 K−1∑l=0
 a[mK + l]z−l2
 · · ·K−1∑l=0
 a[mK + l]z−lM
 (4.35)
 If the desired zeros zi are distinct and their number is equal to the number of redundant symbolsper block (M = N − K), then Eq. (4.35) has a unique solution5. For a set of distinct zeros zi,the determinant of this matrix is non-zero6.
 If the number of redundant symbols is less than the number of equations, the set of equationsin Eq. (4.35) is over-determined. In this case, the least square solution for the redundant symbolscan be selected [58]. As a result, Eq. (4.34) holds only in the mean-square-error sense.
 The proposed arrangement of redundant symbols at the end of each block is arbitrary. Otherpatterns of redundancy insertion can be analyzed the same way. However, Eq. (4.35) may notprovide a finite solution for an arbitrary pattern of inserted symbols in a block.
 To show the effect of spectrum shaping in the up-stream PCM channel, we apply the redun-dancy insertion method to a PCM channel as discussed in Example 2 of Section 4.2. Figure 4.19shows the average transmitted power when spectral shaping is applied to data sequence. Symbolsa[k] are selected from, in this case, a 90-PAM constellation with an average power of −12 dBm0.The spectrum shaping in this example creates zeros at DC and at 4000 Hz (1/2Ts). Comparedto the case where the input signal has a flat spectrum, the redundancy insertion method providesa significant reduction in the transmitted power. However, the required power to maintain anacceptable data transmission rate is still high. In order to reduce the average power, we canreduce the power of the average power of the input symbols7. Figure 4.19 shows the averagetransmitted power when spectral shaping is applied to data sequence. Symbols a[k] are selected
 5The determinant of the coefficient matrix in the left-hand-side of Eq. (4.35) is similar to that of a VandermondeMatrix [57, p.266]. It can be shown that if zi’s are distinct, then the determinant of this matrix is non-zero.
 6In order to create repeated roots for Sm(z), the set of equations given above is not adequate. We shouldconsider the derivatives of the polynomials as well.
 7Note that by reducing the average signal power while maintaining the same number of constellation points,reduces the minimum distance between adjacent constellation points. In the present of additive noise, the systemis susceptible to a higher probability of error.
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 from a 90-PAM constellation with an average power of −18 dBm0.Figure 4.20 shows the data transmission rate as a function of the transmitted power. If we
 assume that ISI is the dominant source of error, the transmitted filter is designed to providesymbol error rate close to 10−6. The required signal-to-interference ratio is around 47 dB. Resultsshown in Fig. 4.20 are only examples of the trade-off between the data transmission rate and theaverage transmitted power. Depending on the channel filter, the constellation size, the value oftransmitted power constraint, the block size and the number of redundant symbols per block canbe determined.
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 Fig. 4.18 Spectrum shaping reduces the average transmitted power for a 90-PAMmodulated signal with σ2
 a = −12dBm0.
 Spectrum shaping of symbols requires adding redundancy to the input sequence. Since thesymbol rate and the maximum number of signal levels in the up-stream PCM channel are prede-termined, adding redundancy causes a reduction in the data transmission rate over the channel.With a constraint on the average transmitted power, several factors should be considered in orderto maximize the net bit-rate at a given probability of symbol error:
 • the constellation size,
 • the probability distribution of the constellation,
 • the average power of constellation points and the block size.
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 Fig. 4.19 Average transmitted power as a function of the block size for a 90-PAMsignal. Applying spectrum shaping to a PCM channel with spectral nulls reduces theaverage transmitted power.
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 Fig. 4.20 Data transmission rate as a function of transmitted power
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 4.4 Precoding: combined filtering and spectral shaping
 In this section, we describe precoding methods to combine linear filtering and spectrum shaping.We explain the properties and limitations of the classical precoding techniques for use in the up-stream PCM channels. Alternative precoding methods that are more suitable for the up-streamPCM channels will be described.
 4.4.1 Tomlinson-Harashima Precoding
 Tomlinson [50] and Harashima/Miyakawa [59] invented independently a channel compensationtechnique known as precoding. Basically, a precoder compensates for ISI at the transmitter. Byperforming channel equalization at the transmitter, two known problems of receiver equalizers canbe avoided: noise enhancement, as in a linear equalizer, and error propagation, as in a decisionfeedback equalizer [38].
 Straightforward pre-filtering of channels has problems of its own; it increases the transmitsignal power, especially for channels with spectral nulls. Tomlinson-Harashima Precoding ( TH-precoding) provides a solution for channel compensation while maintaining the transmitted signallevel in a preset interval8. TH-precoding generalizes the idea of precoding used in partial-responsesignalling. In a partial-response signalling, precoding is used to compensate for the controlled ISIthat is introduced by the transmitter. In partial response signalling, the exact model of introducedISI is known at the transmitter. In other applications where the ISI is introduced by channel, aprecoding can be applied if the filtering effect of the channel is known at the transmitter.
 Figure 4.21 shows a model for the TH-precoding operation. In this model, an equivalentchannel filter with an FIR impulse response h[n] is considered. We assume h[n] is known at thetransmitter. The impulse response h[n] is monic (i.e., h[0] = 1) and causal. A TH-precoder actsas an inverse filter, compensating for h[n] at the transmitter. The inverse filter is realized asa direct form all-pole filter. In order to limit the range of transmitted signal levels, a modulooperation maps the inverse filter output to a finite interval. The modulo operator limits theoutput signal to a preset interval [−Vmax/2,+Vmax/2]. At the receiver, another modulo operationis required to reverse the mapping performed at the transmitter. The signal x[n] at the input ofthe TH-precoder is limited to ±Vmax/2 in order to maintain the one-to-one mapping between theinput x[n] and the output r[n]9.
 The operation of a TH-precoder can be interpreted as combined spectral shaping and pre-filtering. Figure 4.22 illustrates a TH-precoder where we expand the input signal to an inverse
 8In our discussion, we only consider one-dimensional signals. The TH-precoding technique can also be used forcomplex signals [60].
 9Note that for our discussion in this section x[n] is not necessarily a PAM signal.

Page 107
                        

4 Transmitter Design for the Up-stream PCM Channel 93
 δ−
 34 34 34
 ;(<&
 ;(<& −
 34
 ;(<& −
 ;(<&
 Fig. 4.21 Tomlinson-Harashima Precoder.
 filter so that the output of this filter always remains in a finite range.Taking real values in (−Vmax/2,+Vmax/2] interval, the input signal x[n] is mapped to s[n] via
 the following operation:s[n] = x[n] + Vmaxkn (4.36)
 where the integer kn is selected so that the filter output u[n] satisfies:
 −Vmax
 2< u[n] ≤ +Vmax
 2
 Since the inverse filter fully compensates for the channel filter, the channel output y[n] is identicalto the inverse filter input s[n]. In order to extract the original signal x[n], we use a modulooperation at the receiver:
 r[n] = y[n] − Vmaxkn
 = mod(y[n], Vmax
 ) (4.37)
 It is straightforward to show that r[n] is identical to x[n] [50].A TH-precoder introduces redundancy by a multi-level representation of a signal point. The
 redundancy is used to shape the signal spectrum and to control the peak and average power ofthe transmitted signal. There are however, several (potentially restrictive) issues in TH-precoderdesigns that require further attention:
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 Fig. 4.22 A TH precoder can be viewed as a combined filtering and spectrum shap-ing. The modulo arithmetic operation is used to add (and remove) redundant signallevels to the signal to maintain the transmitted signal in the (−Vmax/2, +Vmax/2]range.
 Increasing the Dynamic range of the received signal
 As shown in Fig. 4.22, TH-precoding increases the dynamic range of the channel output y[n]. Wedetermine an upper bound for the absolute value of the channel output |y[n]| as a function of theimpulse response h[n]. For each sample at the output of the TH-precoder, we have:
 −Vmax
 2≤ x[n] + Vmaxkn −
 M∑l=1
 h[l]u[n − l] ≤ Vmax
 2(4.38)
 where M is the memory length of the channel filter impulse response h[n] and kn is an integernumber determined by the modulo operator. We assume the integer value kn has a maximumdenoted as Kmax:
 −Kmax ≤ kn ≤ Kmax (4.39)
 Since the input signal x[n] and the precoder output u[n] are limited to ±Vmax2 range, Kmax satisfies
 the following conditions:
 −Vmax
 2≤ −Vmax
 2+ VmaxKmax − Vmax
 2
 M∑l=1
 |h[l]| ≤ Vmax
 2(4.40)
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 The two inequalities expressed above result in the following expression for Kmax:
 Kmax = 1 +⌊12
 M∑l=1
 |h[l]|⌋ (4.41)
 where x denotes the largest integer number that is less than or equal to x. At the channeloutput, the received signal y[n] can be written as:
 y[n] = x[n] + knVmax (4.42)
 From Eq. (4.41), an upper bound for the received signal is determined as:
 ∣∣y[n]∣∣ ≤ Vmax Kmax = Vmax
 (1 +
 ⌊12
 M∑l=1
 |h[l]|) (4.43)
 The maximum value of y[n] is obtained when x[n] = 0 and kn = Kmax . Assuming that the upperbound given in Eq. (4.43) follows closely the signal, we can conclude that a TH-precoder increasesthe dynamic range of the received signal at least by a factor of two. As shown in Eq. (4.41), theupper bound is a function of the channel impulse response.
 Non-minimum-phase channel filters
 Although a TH-precoder can compensate for any channel with a causal and monic impulse re-sponse, the precoding of a non-minimum phase impulse response can cause a significant increase inthe receiver dynamic range. For example, consider a channel with the following impulse response:h[n] = δ[n] − ρ δ[n − 1]. From Eq. (4.41), we have:
 Kmax = 1 + ρ/2
 It is evident that increasing the value of ρ increases the dynamic range of the TH-precoding.While the dynamic range increase for minimum-phase filters (ρ < 1) is minimal (Kmax = 1), anon-minimum-phase filter (ρ ≥ 1) may cause a significant increase in the dynamic range of thereceived signal.
 Expansion of the slicer circuit for a PAM signal detection at the receiver
 In our discussion, we assume the input data symbols x[n] are taken from a 2N -PAM signal al-phabet. A TH-precoder increases the dynamic range of the input signal in order to control thetransmitted power. At the receiver, each PAM symbol alphabet si has more than one represen-
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 tation. At The signal levels that correspond to the same symbol si are related as:
 cij = si + kjVmax (4.44)
 where kj is an integer number chosen so that the precoder output remains in a preset range. Fora receiver with a fixed dynamic range (such as the up-stream PCM channel), Eq. (4.44) indicatesthat Th-precoding reduces the effective number of constellation points that can be detected atthe receiver. A portion of threshold levels at the receiver are used to detect redundant signallevels. If the original PAM constellation points are uniformly spaced, with an appropriate choiceof Vmax , the expanded PAM constellation can be uniformly spaced as well [38, p. 462].
 If the original PAM constellation points are non-uniformly spaced, the expanded constella-tion points are derived from Eq.(4.44) and the detection thresholds of the expanded slicer aredetermined accordingly10.
 4.4.2 Precoding design for the up-stream PCM channels
 The TH-precoding technique is not directly applicable to the up-stream PCM channels. Therestrictions imposed by the PCM channel on the precoder design are as follows:
 1. The up-stream PCM channel has a pre-determined receiver front end. The maximum num-ber of constellation points at the receiver is limited by the number of ADC decision levels.The actual number of useful signal levels is smaller than the number of ADC levels in orderto create enough margin against the channel signal distortions (additive noise, echo, etc.).As a result, a constellation expansion by a TH-precoder will reduce the PAM constellationsize and the data transmission rate over the channel.
 2. As we discussed in Section 4.2, the equivalent channel filter is typically a non-minimumphase filter.
 3. In general, the estimate of a channel filter transfer function is a rational function11. TheTH-precoder only compensates for an FIR channel filter.
 4. In Chapter 2, we discussed the PAM constellation design for the up-stream PCM channel.The constellation points are determined based on a subset of the ADC decision boundariesin the PCM encoder. Due to the µ-Law (or A-Law) companding used in the PCM encoder,
 10For a given set of constellation points, the detector thresholds that minimize the probability of error are themidpoints of adjacent constellation points.
 11Since the impulse response of the channel filter is relatively long, an IIR filter model reduces the number ofparameters required to specify the channel impulse response. In recommendation V.90 and in the proposed draftof Recommendation V.92, the channel is modelled as an IIR filter.
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 Fig. 4.23 A precoding followed by linear filter at the transmitter.
 the spacing between the constellation points is non-uniform. A TH-precoder requires a setof “modulo-Vmax equivalent” constellation points to represent a data symbol. The PAMconstellation points designed for a PCM channel do not generally satisfy such requirements.
 In order to compensate for a non-minimum phase channel filter, we consider a linear filtercascaded with the precoder. Figure 4.23 shows the cascade structure of a precoder and a linearfilter at the transmitter. The linear transmitter filter is used to compensate for the poles of thechannel filter as well as for the zeros that are not in the vicinity of the unit circle. The equivalentimpulse response of the transmitter filter, the channel and the receiver filter is denoted as h[n].The precoder is designed to compensate for a filter with the impulse response h[n].
 We investigate an alternative method of pre-filtering to accommodate non-uniform spacingbetween the PAM constellation points by inserting redundancies as extra symbols instead ofextra signal levels.
 4.4.3 Linear block-by-block pre-filtering
 In this section, we consider a block-by-block data transmission to allow for redundancy insertionbetween data symbols. In the present approach, we combine the spectrum shaping described inSection 4.3.2 with a linear channel inverse filter.
 Figure 4.24 shows the cascade of spectrum shaping and the channel inverse filter. The equiv-alent channel impulse response and transfer function are denoted as h[n] and H(z) respectively.The impulse response h[n] is causal and monic. The causal inverse filter 1/H(z) is realized asa direct form all-pole filter. The spectrum shaping is performed by a linear time-varying opera-tor F (k, n), as introduced in Section 4.3.2. For each block of non-overlapping K data symbols,F (n, k) specifies a block of N output symbols. The number of redundant symbols added to each
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 Fig. 4.24 A block-by-block process combines spectrum shaping and channel inversefiltering.
 block is equal to the memory length of the channel filter M = N − K. At the receiver, the M
 redundant symbols in each block are discarded by the G(n, k) operator. Since the inverse filtercompensates for the channel filter h[n], the input x[k] and the output r[k] are identical.
 The redundant symbols in each block are determined such that the z-transform of each outputblock, Sm(z), has a factor H(z):
 Sm(z) = H(z)Um(z) (4.45)
 where Um(z) is a finite length polynomial. In Section 4.3.2, we explained a method to computethe redundant symbols as linear functions of the data symbols in each block (see Eq. (4.35)).Here, we use the structure of the inverse filter to satisfy Eq. (4.45) without actually computingthe redundant symbols.
 Since there are N symbols in each block, Sm(z) a polynomial of the degree N − 1 in termsof z−1. The transfer function H(z) is a polynomial of the degree M . We specify the redundantsymbols in each block such that Um(z) can be written as a polynomial of the degree N −M − 1:
 Um(z) =Sm(z)H(z)
 =N−M−1∑
 n=0
 um[n]z−n
 (4.46)
 We use series expansion of 1/H(z) to compute the first K coefficients of Um(z). The causal inverseof H(z) can be expressed as:
 1H(z)
 =∞∑
 k=0
 hinv [k]z−k (4.47)
 where the sequence hinv [k] will not be convergent if H(z) is a non-minimum phase filter. The
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 first K symbols of sm[n] are taken from the input data symbols:
 sm[n] = x[Km + n] for n = 0, . . . ,K − 1 (4.48)
 From Eq. (4.46), Eq. (4.47) and Eq. (4.48), the first K = N − M coefficients of Um(z) aredetermined as:
 um[n] =n∑
 k=0
 hinv[k] sm[n − k] =n∑
 k=0
 hinv[k]x[Km + n − k] for 0 ≤ n < K (4.49)
 The last M redundant symbols in each block are specified such that the output of the inversefilter satisfies the following condition:
 um[n] = 0 for K ≤ n (4.50)
 Redundant symbols can be computed from the difference equation that describes the inverse filter:
 sm[n] −M∑
 k=1
 h[k]um(n − k) = um[n] = 0 for K ≤ n < N (4.51)
 or equivalently:
 sm[n] =M∑
 k=1
 h[k]um[n − k] for K ≤ n < N (4.52)
 Equation (4.52) specifies M = N −K redundant symbols in each block. Equation (4.52), togetherwith Eq. (4.48) completely specifies the input s[n] to the inverse filter. It is evident that only M
 redundant symbols in each block are required to create the desired spectrum shaping for Sm(z).From Eq. (4.49) and Eq. (4.50), we can identify u[n] as:
 u[mN + n] =
 ∑nk=0 hinv[k]x[Km + n − k] ∀m and 0 ≤ n < K
 0 ∀m and K ≤ n < N(4.53)
 It is clear from Eq. (4.53) that the actual values of the redundant symbols at the input of theinverse filter do not contribute to the inverse filter output. This observation suggests that weshould be able to perform spectrum shaping without computing the redundant symbols.
 Figure 4.25 shows an implementation of the block-by-block linear inverse filtering. The non-uniform up-sampling block parses the input symbols into blocks of K symbols and pads M zerosymbols to the end of each block. Switch S1 disconnects the feedback loop and enforces the lastM values of um[n] to be zero. In other words, at the end of each block, Switch S1 resets the
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 memory of the feedback loop one symbol at a time. As a result, at the beginning of each blockthe inverse filter starts from a zero initial state and at the end of each block the inverse filterreturns to a zero-state.
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 Fig. 4.25 Redundancy insertion in a block of symbols to control the transmittedpower.
 The output of the inverse filter is characterized by Eq. (4.53). At the receiver, the channeloutput y[n] is identical to the inverse filter input s[n]. Such as for s[n], the channel output y[n]contains non-overlapping blocks of K data symbols and M redundant symbols. To obtain thefinal output symbols r[n], we discard the M redundant symbols at the end of each block using anon-uniform down-sampling process.
 We illustrate the effect of the block-by-block inverse filtering by an example. Suppose thatthe equivalent channel transfer function is:
 H(z) = 1 − z−2
 Since H(z) is not minimum-phase, the inverse filter is not BIBO stable. However, a block-by-blockinverse filtering can be used to control the transmitted output power.
 In this example, we choose a PAM input signal x[.] with an average power of σ2x = −12
 dBm0. The block-by-block process requires two redundant symbols per block to reset the feedbackmemory. Figure 4.26 shows the average signal power σ2
 u at the output of the inverse filter as afunction of the block size N . Note that there are N − 2 data symbols in each block. Reducingthe block size will reduce the average transmitted power as well as the data symbol rate over thechannel.
 The signal power at the output of the inverse filter can be expressed in terms of the inputpower, the impulse response hinv [n] of the causal inverse filter 1/H(z) and the number of datasymbols K in each block. Assuming the input signal x[n] forms an i.i.d. sequence with an average
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 Fig. 4.26 The average signal power at the output of the inverse filter is shown as afunction of the block size. The input is a PAM signal with an average power of −12dBm0. The channel filter is specified as: H(z) = 1 − z−2. There are 2 redundantsymbols in each block. The values of signal power computed from Eq. (4.55) and thesimulation results are similar.
 power of σ2x, we have:
 σ2u = E|u[n]|2
 =1N
 EN−1∑n=0
 |um[n]|2(4.54)
 Replacing um[n] from (4.49) and (4.50), we can express the signal power σ2u as:
 σ2u =
 σ2x
 N
 K−1∑n=0
 (K − n) |hinv [n]|2 (4.55)
 Equation (4.55) indicates that the impulse response of the causal inverse filter has a majorinfluence on σ2
 u. The block-by-block process restricts the contribution of the impulse response toits first K samples. A linear weighting function (K − n|) tapers off the effect of the |hinv[n]|2when n increases.
 It is important to note that for a non-minimum phase channel, hinv[n] can grow exponentiallycausing a significant power gain σ2
 u/σ2x for the inverse filter. For channels with spectral nulls the
 location and the order of the spectral nulls affect the power gain of the inverse filter significantly.
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 In particular, if the channel has a repeated zero at a certain frequency, the impulse responsegrows linearly and creates a larger power gain. To illustrate this point, we compare the powergain of the block-by-block inverse filters for H1(z) = 1− z−2 and H2(z) = (1− z−1)2. Figure 4.27illustrates the power gain as a function of the block size. In both cases, the number of redundantsymbols per block is 2.
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 Fig. 4.27 the power gain of two inverse filters are compared. It is evident thatfilters with repeated nulls require a larger transmitted power.
 4.5 Concluding Remarks
 In this chapter, we developed a framework for pre-equalization techniques applicable for the up-stream PCM channels. It was shown that a linear pre-equalizer should provide almost an ISI freecondition in order to support the transmission of 2N -PAM signals with a desired constellationsize (2N > 64). For typical PCM channel filters, implementing a zero-ISI pre-equalizer requiresa large transmitted power.
 We investigated power spectrum methods to reduce the required transmitted power whilemaintaining a pseudo ISI-free solution for the pre-equalizer. A spectrum shaping technique basedon redundant symbol insertion was investigated. It was shown that spectrum shaping can sig-nificantly reduce the average transmitted power. However, this technique requires to computeredundant symbols per each block of transmitted symbols.
 As an alternative method, we proposed a block-by-block pre-filtering. The implementation
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 of the pre-filter employs a single switch in the feed-forward path of the transmitter filter toreset the channel memory. Assuming that the number of redundant symbols per block is thesame as the memory length of the (FIR) channel filter, we can show that the block-by-blockpre-filtering has the same performance as the spectrum shaping method obtained by redundancyinsertion. Compared to a TH-precoder, the block-by-block pre-filtering does not expand thedynamic range of the data symbols, instead it adds appropriate redundancies to the input signalto cancel undesired poles of the pre-filter. The price to be paid for stabilizing the system is areduction in the effective symbol rate.
 We developed a theoretical ground for linear block-by-block pre-filtering. The average powergain of this structure can be determined in terms of the channel impulse response (Eq. (4.55)).We also determined an upper bound for the required signal level redundancy for a TH-precoderas a function of the impulse response of the channel filter (Eq. (4.55)). The power gain of aTH-precoder is almost one especially for PAM signals with a large alphabet [38, 60]. For agiven channel impulse response and a fixed transmitted power, we can compare the effective bit-rate that can be obtained by a TH-precoder and a block-by-block pre-filter. In many cases theresult is in the favor of the TH-precoder, especially if the channel filter includes repetitive zeros(e.g., H(z) = 1−z−2). This observation suggests that having redundant signal levels can be moreeffective than adding redundant symbols. However, as we discussed, a TH-precoder is not directlyapplicable to a PCM up-stream channel since the spacing between the constellation points arenot uniform in general. It is important to note that the modulo arithmetic is only one way tocreate redundant signal levels. Other methods of creating redundant levels is a subject for ourfuture studies.
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 Chapter 5
 Filterbank Structures for ISI Channel
 Pre-Equalization
 As described in Chapter 4, the up-stream PCM channel requires channel pre-equalization inorder to avoid performance degradation due to ISI. A straightforward inverse filter is not feasiblesince spectral nulls of the channel filter can cause a high power gain in the pre-equalizer. Wepresented methods of adding redundancy to the transmitted signal in order to control the averagetransmitted power while compensating for the channel filter.
 In this chapter, we discuss channel pre-equalization methods based on filterbank structures.A filterbank structure can provide a natural way of creating patterns of redundancy in a blockof transmitted symbols. The filterbank pre-equalizer can compensate for channel filters even ifthey have a non-minimum phase impulse response. We compare the performance of the filterbankstructure with that of the inverse pre-filtering methods presented in Chapter 4.
 5.1 Signal design based on non-uniform sampling
 Nyquist’s first criterion for signal design implies that for an ISI-free data transmission over abandlimited channel with a one-side bandwidth of W Hz, the symbol rate should be less than2W samples/sec. For an up-stream PCM channel, the symbol timing is determined by the fixedsampling rate of the A/D converter set to fs = 8000 Hz at the central office. Since the effectivebandwidth of an up-stream PCM channel is less than 4000 Hz, the basic Nyquist signal designfor this channel cannot prevent ISI distortion.
 In a conventional Nyquist signalling, modulated waveforms carrying data symbols are trans-
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 mitted regularly at uniformly distributed time instants:
 x(t) =∞∑
 k=−∞akg(t − kTs + τ) (5.1)
 where ak are transmitted symbols and g(.) is a Nyquist waveform. There is a fixed timing intervalof Ts sec between two consequent transmissions.
 For a signalling scheme in general, the intervals between consequent transmissions do notneed to be the same. According to the dimensionality theorem [61, p. 294], the maximum numberof independent symbols transmitted over a channel with W Hz bandwidth is 2W symbols/sec,regardless of the arrangement of symbols in a time interval. The conventional Nyquist signaldesign is only a special case of signalling over bandlimited channels. We review other signallingmethods that can provide non-uniform symbol timing.
 Inspired by non-uniform sampling methods such as those described in [62], we design a set ofbandlimited waveforms that can be modulated by data symbols at non-uniformly distributed timeinstants. Data symbols are expected to be detectable at the receiver without any ISI distortion.For an up-stream PCM channel in particular, we would like to have symbol intervals of integermultiples of Ts = 1/8000 sec. However, only a subset K of every N consecutive timing instantsis permitted in order to maintain an average transmission rate of less than or equal to 2Wsymbols/sec. We choose K and N such that:
 K
 N≤ 2WTs (5.2)
 Figure 5.1 shows the transmitter structure based on the set of K linear time-invariant filterswith K distinct impulse responses p0(t) to pK−1(t). The transmitted signal u(t) can be writtenas:
 u(t) =∞∑
 n=−∞
 K−1∑k=0
 sk[n] pk(t − nNTs) (5.3)
 where s0[n] to sK−1[n] are K data symbols transmitted in a time interval of NTs sec. At thereceiver, sampling instants are integer multiples of Ts. However, out of every N consecutivesamples, K samples correspond to data symbols and N − K samples are redundant.
 Each waveform pk(t) has a limited bandwidth of K/(2NTs) Hz and is designed to avoid ISI atcertain sampling instants. For an ISI-free signalling, these waveforms should satisfy the followingconditions:
 pk(nTs) =
 1 n = k
 0 n = Nm + l(5.4)
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 Fig. 5.1 Signal design for a bandlimited channel with non-uniform symbol timingdistribution.
 where the index Nm + l points to a subset K of each N consecutive samples. Compared to aNyquist pulse that has regular zero-crossings, pk(t) has no constraints at a subset of samplinginstants. By relaxing the constrains, we allow for ISI at particular sampling instants while reducingthe required bandwidth of each waveform1.
 Example
 Let us assume that an up-stream PCM channel filter is modeled as an ideal brick-wall lows passfilter, strictly bandlimited to 3500 Hz. We would like to design a signalling scheme for this channelthat is compatible with channel bandwidth limitation and the fixed sampling rate at the receiver.By choosing K = 7 and N = 8 in Eq. (5.3), seven waveforms that construct the transmittedsignal are determined as follows [62, 5]:
 pk(t) = Ck sinc(t − kTs
 8Ts)
 K−1∏i=0i=k
 sinπ(t − iTs)
 8Tsfor k = 0, 1, . . . , 6 (5.5)
 where Ck is a normalization factor to ensure pk(kTs) = 1. Figure 5.2 shows two waveforms p0(t)and p1(t) that satisfy conditions given in Eq. (5.4). As shown, both these waveforms share thesame redundant sampling instants2.
 1Note that waveforms pk(t) are different from signals with controlled ISI used in partial-response signalling. Theimportant feature of signals pk(t) is that the required bandwidth for these signals is less than 1/(2Ts).
 2Note that other redundant samples occur outside the range shown in these figures.
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 Fig. 5.2 Signal design for an up-stream PCM channel with W = 3500 Hz bandwidthand sampling rate of 1/Ts=8000 Hz.
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 5.1.1 Pre-equalizer design for the up-stream PCM channel
 Signal design with non-uniform sampling intervals is proposed in [4] for signalling over PCMchannels. The work on non-uniform signalling for PCM up-stream and down-stream channels isfurther studied in [5]. Assuming a brick-wall frequency response for the channel filter, the workpresented in [5] describes a condition for permissible patterns non-uniform symbol intervals. Inpractice, the effect of the up-stream PCM channel on the transmitted signal is far from a brick-wallfilter. In [5], the ideal continuous filters are replaced by discrete-time FIR filters. The coefficientsof these filters are computed at the receiver by using training sequence sent by the transmitter.Filter coefficients are then fed back to the transmitter. However, such training is problematicsince there is no direct access to the channel output at the up-stream receiver. Furthermore,there are no results reported on the required transmitted power for such a filterbank structure.
 In the rest of this chapter we discuss filterbank structures that are specifically designed tocompensate for a known FIR channel filter. We evaluate the required transmitted power forthe filterbank structure and compare the results with those obtained for the block-by-block pre-filtering method described in the previous chapter.
 5.2 Non-maximally decimated filterbanks
 In this section, We discuss a filterbank structure to pre-compensate for the channel filter atthe transmitter. To obtain zero ISI, the pre-equalizer should act as channel inverse filter. Asdiscussed in Chapter 4, a direct inverse filtering for a non-minimum phase channel may requirean unacceptably large transmitted power. A filterbank can provide a simple method of addingredundancy to the transmitted signal. Such filterbank structure is known as non-maximallydecimated filterbanks [63, 64]. We determine conditions to obtain FIR filters for a non-maximallydecimated filterbank.
 Assuming that the channel is FIR and is known at the transmitter, we consider a filterbankstructure that can accommodate redundant symbols along with the information-carrying sym-bols in the transmitted signal. Figure 5.3 shows the filterbank structure at the transmitter, theequivalent discrete-time channel with impulse response h[n], and the sample selection process atthe receiver. As shown, the input signal a[.] is parsed into K non-overlapping sequences a0[.] toaK−1[.]. Sequence ai[.] is up-sampled by a factor of N(> K). We design filters such that ISI inone branch and Inter-Channel Interference (ICI) between different branches are avoided.
 Each branch of the filterbank contains a filter gk[n]. We will show that these filters can bechosen to be FIR, even though the inverse filter 1/H(z) is an IIR filter. Since only a subset of thereceived samples carry data symbols, the system can allow ISI at redundant sampling instants.
 Figure 5.4 illustrates the contribution of each branch of the filterbank in the overall system
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 Fig. 5.3 A non-maximally decimated filterbank structure is used to pre-equalize thechannel filter. The redundant symbols are discarded at the receiver by a non-uniformdown-sampler. Note that the filterbank structure at the receiver is only used to showa non-uniform down-sampling process which discards N −K redundant symbols froma block of N symbols.
 response. Note that structure shown in Fig. 5.4 is functionally equivalent to the filterbank struc-ture. Conditions imposed on the kth filter to avoid ISI and ICI distortion can be formulatedas:
 gk[n] ⊗ h[n] =
 1 n = k
 dk(i, j) n = Ni + j, 0 ≤ i ≤ L, j ∈ S0 otherwise
 (5.6)
 where S is a set of N − K distinct indices selected between 0 and N − 1. Note that redundantsymbols dk(i, j) are spread over L+1 symbol blocks. Figure 5.4 shows an example where redundantsymbols are at the end of block of N symbols. In this example we have:
 S = K,K + 1, . . . , N − 1
 Coefficients dk(i, j) correspond to the sampling instants that no data symbol is transmitted.We wish to determine coefficients dk(i, j) such that pre-equalizer filters have FIR impulse
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 Fig. 5.4 A set of FIR filters can partially invert the channel filter. The redundantsamples are used to allow for FIR inverse filters.
 response. From Eq. (5.6), we obtain:
 Gk(z) =
 z−k +L∑
 i=0
 ∑j∈S
 dk(i, j)z(−Ni−j)
 1 +M∑i=1
 h[i]z−i
 =
 z−k +L∑
 i=0
 ∑j∈S
 dk(i, j)z(−Ni−j)
 M∏i=1
 (1 − ziz−1)
 =Mk−1∑i=0
 gk(i)z−i
 (5.7)
 In order to have an FIR filter in each branch, Gk(z) should be a finite length polynomial in z−1.Since H(z) has a finite number of roots, say M , the number of coefficients dk(i, j) required forpole-zero cancellation is at least M . Assuming that polynomial H(z) has no repetitive roots,
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 coefficients dk(i, j) should satisfy the following set of equations:z−j11 z−j2
 1 · · · z−jN−K
 1 · · · z−(NL+jm)1
 z−j12 z−j2
 2 · · · z−jN−K
 2 · · · z−(NL−jm)2
 · · · · · · · · · · · · · · · · · ·z−j1M z−j2
 M · · · z−jN−K
 2 · · · z−(NL−jm)M
 ︸ ︷︷ ︸
 ≥M
 dk = −
 z−k1
 z−k2
 · · ·z−kM
 (5.8)
 where j1, j2, . . . , jN−K are indices of redundant symbols in each block. There are at least M
 unknown values in the system of M equations in Eq. (5.8). As a result, there can be more thanone solution for the coefficients dk(i, j). Among all these solutions we are interested in one thatcan provide a minimum transmitted power. Depending on the roots of H(z) and the pattern ofredundancy, there may or may not be a solution for these equations. Below, we discuss examplesto illustrate these cases.
 Example 1: H(z) = 1 + z−1
 Consider a channel filter with a signal null at z1 = −1. We examine a filterbank structure withK=3 branches and a block size of N=4. Since the channel filter has one root, only one redundantsymbol per block is required to obtain the FIR filter in each branch. Filters of different branchesare determined as follows:
 G0(z) =1 + z−3
 1 + z−1 = 1 − z−1 + z−2
 G1(z) =z−1 − z−3
 1 + z−1 = z−1 − z−2
 G2(z) =z−2 + z−3
 1 + z−1 = z−2
 (5.9)
 For a channel filter with a single root, Eq. (5.8) has always a solution for the coefficient dk(1).
 Example 2: H(z) = 1 − z−2
 We investigate different patterns of added redundancy for different block sizes. First, we considersymbols blocks with two redundant symbols. In this case, Eq. (5.8) has always a solution for dk
 since the determinant of the matrix in the left-hand side is always non-zero. Filter coefficients for
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 K = 3 and N = 5 can be determined as:
 G0(z) =1 − z−4
 1 − z−2 = 1 + z−2
 G1(z) =z−1 − z−3
 1 − z−2 = z−1
 G2(z) =z−2 − z−4
 1 − z−2 = z−2
 (5.10)
 Next, we consider one redundant symbol at the end of each block (N = K +1). Depending onthe number of symbols N in each block, there may or may not be solution for dk. Equation (5.8)can be written as:[
 (1)N−2 (1)2N−2 · · · (1)NL−2
 (−1)N−2 (−1)2N−2 · · · (−1)NL−2
 ]︸ ︷︷ ︸
 ≥2
 dk = −[
 (1)−k
 (−1)−k
 ](5.11)
 When N is an even number, Eq. (5.11) does not provide a solution for dk. If the block length N
 is an odd number, there is at least one solution for the filters. For example, the set of filters forN = 5 and K = 4 can be computed as:
 G0(z) =1 − z−4
 1 − z−2 = 1 + z−2
 G1(z) =z−1 − z−9
 1 − z−2 = z−1 + z−3 + z−5 + z−7
 G2(z) =z−2 − z−4
 1 − z−2 = z−2
 G3(z) =z−3 − z−9
 1 − z−2 = z−3 + z−5 + z−7
 (5.12)
 This example shows for a non-maximally decimated filterbanks there exists FIR solutions for thebranch filters even if the number of redundant symbols per block is smaller than the number ofzeros of the channel filter.
 Example 3: Minimum redundancy per block
 We are interested in maintaining a minimum amount of redundancy per symbol block since itcorresponds to a smaller reduction in the data symbol rate. For a block of K data symbols, weconsider adding only one redundant symbol N = K + 1. As shown in the previous example,there are cases where no solution exists for branch filters. Here, we derive conditions under which
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 Eq. (5.8) has at least a solution for minimum added redundancy. Assuming that one redundantsymbol is added to the end of each block of N − 1 symbols, we can write Eq. (5.8) as:
 z−(N−2)1 z
 −(2N−2)1 · · · z
 −(NL−2)1
 z−(N−2)2 z
 −(2N−2)2 · · · z
 −(NL−2)2
 · · · · · · · · · · · ·z−(N−2)M z
 −(2N−2)M · · · z
 −(NL−2)M
 ︸ ︷︷ ︸
 L≥M
 dk = −
 z−k1
 z−k2
 · · ·z−kM
 (5.13)
 Note that each block of N symbols contains only one redundant symbols. We need at least M
 redundant symbols dk(i, j) in order to compensate for M roots of H(z). To ensure that at leastone solution for dk exists, the matrix in the left-hand side of Eq. (5.13) should be a full rankmatrix. A condition for this matrix to be full-rank is that:
 zNi = zN
 j for 1 ≤ i, j ≤ M (5.14)
 The above statement can be proved by examining the determinant of the first M columns of theleft-hand side matrix in Eq. (5.13). Using the properties of the determinant of Vandermondematrix, we can show that if Eq. (5.14) holds, then the determinant of this matrix is non-zero.
 5.2.1 IIR implementation of the FIR filters
 Equation (5.7) indicates that the coefficients of each FIR filter Gk(z) are computed based on thevalues of dk(i, j). It is possible to implement filters in each branch without actually computingthe coefficients gk[i] of these FIR filters.
 Let us assume that the inverse filter 1/H(z) has an impulse response hinv [n]. Equation (5.7)can be written in time domain as:
 gk[n] = hinv [n − k] +L∑
 i=0
 ∑j∈S
 dk(i, j)hinv [n − Ni − j] (5.15)
 The value of gk[n] is forced to zero after a finite number of samples. To eliminate the tail of theinverse channel impulse response hinv [n], the impulse response is delayed, scaled and subtractedfrom the original impulse. In the context of FIR filter implementation, this technique has beenused to implement an FIR filter as a tail-cancelling IIR filter [65].
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 The recursive difference equation that describes each IIR filter can be written as:
 uk[n] = sk[n − k] +L∑
 i=0
 ∑j∈S
 dk(i, j)sk [n − Ni − j] −M∑i=1
 uk[n − i] (5.16)
 For an IIR implementation of the filter gk[n], the actual coefficients of the filter are not required.
 5.2.2 Average transmitted power
 In this section, we compute the average signal power at the output of the filterbank as a functionof the input signal power σ2
 a and filter coefficients. Input signal a[n] is assumed to be an i.i.d.random variable. As shown in Fig. 5.3, the output of the filterbank is a sum of signals fromdifferent branches. Since the input signals to these branches are independent, the output powercan be written as a sum of the power at the output of each branch:
 Eu2[n] =K−1∑k=0
 Eu2k[n] (5.17)
 The average power at the output of each branch can be written as:
 Eu2k[n] =
 σ2a
 N
 Mk−1∑i=0
 |gk(i)|2 (5.18)
 where Mk is the length of the filter impulse response gk in the kth branch. Due to the up-samplingin each branch, the sum of squared coefficients is normalized by N . As a result, the average signalpower at the output of the filterbank can be written as:
 Eu2[n] =σ2
 a
 N
 K−1∑k=0
 Mk−1∑i=0
 |gk(i)|2 (5.19)
 This equation relates the average output power to the input signal power, filter coefficients andthe block size N .
 Example
 Let us consider the following channel filter:
 H(z) = (1 − z−1)(1 + z−1)(1 − ej0.8πz−1)(1 − e−j0.8πz−1) (5.20)
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 We design a pre-equalizer using the filterbank structure. Several block sizes N and symbol sizesK are considered. We would like to gain the maximum throughput from the channel. Thedecimation ratio K/N is directly related to the data symbol-rate. As a measure of transmittedpower, we use the power gain derived from Eq. (5.19). Table 5.1 shows the results. Since thefilterbank structure contains only FIR filters, the transmitter power is always bounded. However,depending on the channel filter and the choice of up-sampling and down-sampling factors, thetotal filter gain varies widely. As shown in the previous section, for some combinations of N andK, there is no solution for the filters. From the results shown in Table 5.1, it is evident that if thenumber of redundant symbols per block is reduced, the average transmitted power can increasesignificantly.
 Table 5.1 Comparison of decimation rates and the average filterbank power gain.
 K N Decimation Rate1N
 K−1∑k=0
 Mk∑i=0
 |gk(i)|2
 4 8 0.500 4.055 8 0.625 35.96 8 0.750 36.27 8 0.875 no solution5 9 0.556 6.286 10 0.600 8.337 11 0.637 10.10
 5.3 Performance Comparison
 The filterbank structure is capable of creating a zero-ISI pre-equalizer for a channel with spectralnulls. A non-maximally decimated filterbank can include different patterns of redundancy in ablock of data symbols. In many cases, the number of redundant symbols can be chosen to be lessthan the length of the channel filter. A block-by-block pre-filtering, as discussed in Chapter 4,requires the same number of redundant symbols per block as the number of roots of the channelfilter. In this section we investigate whether the more flexible pattern of redundancy provided bythe filterbank can improve the performance in terms of the average transmitted power for a givendata symbol-rate.
 As a measure of the effective data symbol-rate, the system sampling rate is normalized byeffective ratio of data symbols per block. For a system with a sampling rate of 1/Ts, the effectivesymbol rate is K/(NTs) symbols/sec. In examples below, we use the sampling rate correspondingto a PCM channel, 1/Ts = 8000 Hz.
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 For a channel transfer function with a single root, it is expected that the filterbank struc-ture and block-by-block pre-filtering have equivalent performance since the number of redundantsymbols per block is minimal. As an example, we consider a channel with a null at zero fre-quency (H(z) = 1 − z−1). Figure 5.5 shows the power gain of both filters as a function of theeffective symbol-rate. The power gain for the block-by-block filter structure is computed basedon Eq. (4.55). As shown, the required power gain of both structures is the same at a given datasymbol rate.
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 Fig. 5.5 Power gain as a function of the effective symbol rate for H(z) = 1 − z−1.The power gain for filterbank structure is similar to that of the pre-filtering structure.
 When the memory length of the channel filter is larger than one, a filterbank structure canaccommodate more than one pattern of redundancy. For example for a channel with a transferfunction H(z) = 1− z−2, we can have one or two redundant symbols per block. Figure 5.6 showsthe power gain of the filterbank structure for these two cases and compares it with that of ablock-by-block pre-filtering structure. In this particular example, the power gain of the filterbankis the same for two different patterns of redundancy.
 The same analysis is performed for a channel filter with transfer function:
 H(z) = (1 + z−1)(1 − ej0.8πz−1)(1 − e−j0.8πz−1)
 Figure 5.7 shows that the overall effect of reducing the number of redundant symbols per blockto one symbol is an increase in required power for a given data symbol rate.
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 Fig. 5.6 Power gain as a function of the effective symbol rate for H(z) = 1 − z−2.The power gain for filterbank structure is similar to that of the pre-filtering structure.
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 Fig. 5.7 Power gain as a function of the effective symbol rate for H(z) = (1 +z−1)(1 − ej0.8πz−1)(1 − e−j0.8πz−1).
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 The examples above suggest that although the filterbank structure is capable of accommo-dating more flexible patterns of redundancy in a block of symbols, the overall effect of differentredundancy pattern does not reduce the required transmitted power at a given data symbol rate.
 5.4 Remarks
 We investigated pre-equalizer structures for the up-stream PCM channel. The pre-equalizer isimplemented as FIR filters with in a filterbank structure. The non-maximally decimated filterbankprovides a natural way of inserting redundant symbols in blocks of data symbols. Compared toblock-by-block redundancy insertion discussed in Chapter 4, the filterbank structure offers moreflexibility in choosing the pattern of redundancy. However, in terms of the required transmittedpower, there is no gain in having patterns different than those we discussed in Chapter 4.
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 Chapter 6
 A New Family of Pulse Shaping
 Filters
 Data transmission over bandlimited channels requires pulse shaping to eliminate or control Inter-Symbol Interference (ISI). Nyquist filters provide ISI-free transmission. Here, we introduce aphase compensation technique to design Nyquist filters. Phase compensation can be applied tothe square-root of any zero-phase bandlimited Nyquist filter with a normalized excess bandwidthof less than or equal to one. The resulting phase-compensated square-root filter is also a Nyquistfilter. In the case of a raised-cosine spectrum, the phase compensator has a simple piecewiselinear form. Such a technique is particularly useful to accommodate two different structures forthe receiver, one with a filter matched to the transmitting filter and one without a matched filter.
 In this chapter, a general relationship between the phase and amplitude responses of a ban-dlimited Nyquist filter is presented. We also show that a bandlimited zero-phase Nyquist filtercan always be split into two cascaded Nyquist filters matched to one another. The special case ofthe square-root raised-cosine spectrum is investigated. We quantify the SNR degradation due toreplacing the matched filter with a lowpass filter.
 We also introduce a new family of Nyquist filters which subsumes raised-cosine filters. These“generalized raised-cosine filters” offer more flexibility in filter design. Design examples are pro-vided to illustrate the applications of the new Nyquist filters.
 6.1 Pulse shaping filters for voiceband PCM channels
 In Section 4.1, we explained that the transmitter filter can be implemented as a discrete time filterand the only continuous-time filter required is an interpolating filter. In order for an interpolating
 Parts of this chapter have been reported in [66] and [67]
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 filter not to add any ISI to the transmitted signal, the impulse response of the filter should haveregular zero crossings at integer multiples of the sampling times. As we describe in the nextsection, filters with this property are known as Nyquist filters.
 Here, we consider two scenarios for data transmission over a PCM channel: the up-streamchannel, and the end-to-end PCM channel that consists of a cascade of an up-stream and adown-stream channel. Figure 6.1 shows these two scenarios. For an up-stream PCM channel, theNyquist pulse shaping should be implemented entirely at the transmitter since there is no accessto the receiver front end of this channel. In Fig. 6.1(a) the pulse shaping filter is shown as GT (f).For an end-to-end PCM channel1, we assume that the signal conversion from continuous-time todiscrete-time and back to continuous-time, performed in the CODEC in the central office, doesnot cause any significant distortion. This assumption is valid only if the quantization error in theCODEC can be avoided. Figure 6.1(b) shows an end-to-end PCM channel. For the end-to-endPCM channel, we use the same filter GT (f) at the transmitter2. We would like to use a filtermatched to GT (f) at the receiver front-end in order to maximize the signal-to-noise ratio at thesampling instants. At the same time, the cascade filter GT (f)GR(f) should be a Nyquist filter.
 The phase compensation technique described in this chapter, provides a method of performingpulse shaping at the transmitter of an analog PCM modem, complying with two different channels:the end-to-end PCM channel where a matched filter can be implemented at the receiver, and theup-stream PCM channel where the receiver filter is fixed.
 6.2 Nyquist filters
 A conventional baseband Pulse Amplitude Modulation (PAM) signal can be represented as
 x(t) =∞∑
 k=−∞akg(t − kTs) (6.1)
 where ak’s are the transmitted symbols and g(·) is a real-valued “Nyquist pulse” which satisfiesNyquist’s first criterion,
 g(kTs) =
 1 for k = 00 for k = ±1,±2, · · · (6.2)
 g(·) represents the overall impulse response of the transmitting filter, the receiving filter and thecommunication channel. Each transmitted symbol ak can be recovered from the received signal
 1Note that for an end-to-end PCM channel, we assume that sample timing and channel estimates are known.2Note that the digital transmitter filter H ′
 t(f) can be different from the filter Ht(f) used in the up-streamchannel.
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 Fig. 6.1 The pulse shaping design for a PCM channel should consider two scenarios:(a) the up-stream PCM channel, where the pulse shaping is performed entirely at thetransmitter as a Nyquist filter GT (f) and, (b) an end-to-end PCM channel, wherethe the receiving filter GR(f) is matched to the transmitting filter GT (f) and, at thesame time, the cascaded filter of the two GT (F )GR(f) is also a Nyquist filter.
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 x(t), by taking samples of x(t) at the time instants kTs. In other words, choosing g(·) as aNyquist pulse avoids Inter-Symbol-Interference (ISI) and allows sample-by-sample detection atthe receiver. In the frequency domain, Nyquist’s first criterion is written as:
 ∞∑n=−∞
 G(f − n
 Ts) = Ts (6.3)
 where G(f) is known as a Nyquist filter. A particular Nyquist filter with wide practical applica-tions is the raised-cosine filter
 Grc(f) =
 Ts |f | ≤ 1 − α
 2Ts
 Ts cos2(πTs
 2α(|f | − 1 − α
 2Ts
 )) 1 − α
 2Ts≤ |f | ≤ 1 + α
 2Ts
 0 |f | >1 + α
 2Ts
 (6.4)
 where α is called the roll-off factor and takes values between zero and one. The parameter α alsorepresents the normalized excess bandwidth occupied by the signal beyond the Nyquist frequency1/2Ts.
 In practical applications, the overall magnitude response of the Nyquist filter is split evenlybetween the transmitter and receiver. The phase response of the receiving filter compensates forthe transmitting filter phase so that the overall filter has a linear phase:
 G(f) = GT (f)GR(f)
 |GT (f)| = |GR(f)| =√
 |G(f)| GR(f) = −2πfτ0 − GT (f)
 (6.5)
 GT (f) and GR(f) are the transfer functions of the transmitting and receiving filters accordingly.The receiving filter in this case is matched to the transmitting filter to maximize the signal-to-noiseratio (SNR) at the sampling time instants at the receiver [32]. The transmitting and receivingfilters are typically considered to be linear phase with a nominal delay of τ0/2 that is required tomake the filters physically realizable.
 6.2.1 Nyquist Filters with compensated phase
 For Nyquist filter design a constraint on the magnitude is adequate to provide regular zero-crossingproperty. The phase response of the filter can be designed independently.
 We consider more general phase responses for the transmitting and receiving filters. The phase
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 compensated transmitting filter satisfies Nyquist’s first criterion. As a result, with or without amatched filter at the receiver, we obtain ISI free transmission. The ability to use a simple receiverfilter (not a matched filter) is particularly useful to reduce the cost of the receiver [68].
 6.3 Extension of Nyquist’s first criterion
 The transfer function of a filter G(f) with real impulse response g(t) can be expressed in termsof its magnitude and phase responses:
 G(f) = |G(f)| · ejφ(f) (6.6)
 where φ(·) is a real-valued odd function and |G(·)| is a real-valued function with even symmetry.In our discussion we assume G(f) is bandlimited to |f | < 1/Ts. We consider the relationshipbetween |G(f)| and φ(f) such that G(f) satisfies Nyquist’s first criterion. For a Nyquist filterwith normalized excess bandwidth less than or equal to one, Nyquist’s first criterion is written as:
 |G(f)| · ejφ(f) + |G(f − 1/Ts)| · ejφ(f−1/Ts) = K 0 ≤ f ≤ 1Ts
 (6.7)
 where K is a real constant. Following Gibby and Smith [69], we decompose Eq. (6.7) into thereal and imaginary parts:
 |G(f)| · cos φ(f) + |G(f − 1/Ts)| · cos φ(f − 1/Ts) = K (6.8)
 |G(f)| · sin φ(f) + |G(f − 1/Ts)| · sin φ(f − 1/Ts) = 0 (6.9)
 As shown in [69], one can combine Eq. (6.8) and Eq. (6.9) to express φ(f) in terms of the magnituderesponse of G(f):
 φ(f) = arccos(
 K2 + |G(f)|2 − |G(f − 1/Ts)|22K|G(f)|
 )0 ≤ f ≤ 1
 Ts(6.10)
 Note that for −1/Ts ≤ f ≤ 0 the phase response φ(f) is determined using its odd symmetryproperty φ(−f) = −φ(f). Since the argument of the arccos(·) should be limited to one in absolutevalue, there may not be a real solution for φ(f).
 6.3.1 Square-root Nyquist filters
 For the case of a zero-phase Nyquist filter, we can design a phase compensator for the square-rootfilter such that the compensated square-root filter also satisfies Nyquist’s criterion. To show this,
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 consider the zero-phase Nyquist filter |G(f)|2:
 |G(f)|2 + |G(f − 1/Ts)|2 = Ts 0 ≤ f ≤ 1Ts
 (6.11)
 The phase compensated square-root filter is:
 G(f) = |G(f)| · ejθ(f) (6.12)
 The phase compensator θ(f) is chosen such that G(f) is Nyquist filter. From Eq. (6.10), θ(f) canbe expressed in terms of |G(f)| as:
 θ(f) = arccos(
 A2 + |G(f)|2 − |G(f − 1/Ts)|22A|G(f)|
 )0 ≤ f ≤ 1
 Ts(6.13)
 where A is a real constant. If we choose A=√
 Ts, the phase compensator simplifies:
 θ(f) = arccos( |G(f)|√
 Ts
 )0 ≤ f ≤ 1
 Ts(6.14)
 From Eq. (6.11) it is evident that 0 ≤ |G(f)|√Ts
 ≤ 1, therefore there is always a real solution for
 θ(f) in Eq. (6.14).The phase compensator can fully characterize the zero-phase Nyquist filter and the phase
 compensated square-root filter:
 |G(f)|2 = Ts cos2 θ(f) (6.15)
 G(f) =√
 Ts cos θ(f) · ejθ(f) (6.16)
 Note that |G(f)|2 is to within a scaling factor, the real part of G(f):
 |G(f)|2 =√
 Ts Re[G(f)
 ](6.17)
 6.3.2 Phase compensated square-root raised-cosine filter
 The standard raised-cosine spectrum as defined in Eq. (6.4) is zero phase and satisfies Nyquist’scriterion. To find the phase compensator θ(f), we substitute the square-root of the raised-cosinespectrum into Eq. (6.14). The resulting phase response θ(f) is a piecewise linear function, as
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 Fig. 6.2 Piece-wise linear phase compensator for square-root raised-cosine filter.
 shown in Fig. 6.2 and expressed below:
 θ(f) =
 πTs
 2α
 (−f − 1 − α
 2Ts
 )for −1+α
 2Ts≤ f ≤ −1−α
 2Ts
 0 for |f | < 1−α2Ts
 πTs
 2α
 (−f +
 1 − α
 2Ts
 )for 1−α
 2Ts≤ f ≤ 1+α
 2Ts
 (6.18)
 Note that −θ(f) can also be used for phase compensation. Therefore, for the transmitting andreceiving filters, we can use GT (f)=
 √|Grc(f)| ejθ(f) and GR(f)=√|Grc(f)|e−jθ(f) which are indi-
 vidually Nyquist filters and matched to one another. Throughout our discussion here, we assumethe time delay τ0, introduced in Eq. (6.5), is zero. A time delay can always be added to anappropriately truncated filter response to make it causal and physically realizable.
 The impulse response of the phase-compensated square-root raised-cosine filter has a simpleclosed form:
 g(t) = F−1√
 |Grc(f)| ejθ(f) =π
 2√
 Tssinc(
 t
 Ts) · sinc(
 αt
 Ts− 1
 2) (6.19)
 where F−1 is the inverse Fourier transform and sinc(x) = sin(πx)/πx. The filter impulse responseis expressed as a product of two terms where the first term sinc(t/Ts), provides the regular zero

Page 140
                        

6 A New Family of Pulse Shaping Filters 126
 crossings at integer multiples of Ts. In general, adding the phase compensator to the square-root filter changes the filter impulse response and the pulse shape may no longer be symmetric.The zero-phase square-root raised-cosine filter has a closed form impulse response with an evensymmetry around the center:
 F−1√
 |Grc(f)| =sin(π (1 − α) t
 )+ 4αt cos
 (π (1 + α) t
 )π(1 − (4αt)2
 )t
 (6.20)
 Using the inverse Fourier transform of the Eq. (6.17), we can show that the impulse responseof a standard raised-cosine filter is within to a scaling factor the even part of g(t):
 grc(t) =√
 Ts
 2
 (g(t) + g(−t)
 )=
 π
 4sinc(
 t
 Ts) ·(sinc(
 αt
 Ts− 1
 2) + sinc(
 αt
 Ts+
 12)) (6.21)
 which is consistent with the result given in [70, p. 62].
 6.3.3 Special Case: Full excess bandwidth
 In the case of full excess bandwidth, i.e. α = 1, θ(f) is a linear function over the whole frequencyrange of the filter:
 θ(f) = −πTs
 2f for |f | ≤ 1
 Ts(6.22)
 The zero-phase square-root raised-cosine filter (no phase compensation) has the following impulseresponse:
 F−1√
 |Grc(f)| =π
 2√
 Tssinc(
 t
 Ts+
 14) · sinc(
 t
 Ts− 1
 4) (6.23)
 The zero-crossings of the impulse response do not occur in the correct places. Adding the phaseresponse θ(f) to the filter delays the impulse response by a quarter of the sampling period Ts:
 F−1√
 |Grc(f)| ejθ(f)
 =π
 2√
 Tssinc(
 t
 Ts) · sinc(
 t
 Ts− 1
 2) (6.24)
 Figure 6.3 shows the two impulse responses where both pulses are normalized by 1/√
 Ts. Sinceθ(f) causes only a pure time delay, the phase compensation does not change the pulse shape. Thus,in the case of full excess bandwidth, with or without a matched filter at the receiver, one canachieve ISI free transmission using the square-root full raised-cosine filter by merely shifting thesampling points at the receiver.
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 Fig. 6.3 Normalized impulse responses of the square-root raised-cosine filter withα=1, (dashed line). The phase compensated filter has a delayed impulse response(solid line).
 6.3.4 Eye pattern diagram
 Eye pattern diagrams provide a simple and effective way to measure and visualize the noiseimmunity of a pulse shaping scheme. Using an eye pattern, one can also assess the effect oferrors in the timing phase and the sensitivity to phase jitter [38]. Here, we use the eye patterndiagrams to compare conventional raised-cosine filters with the phase-compensated square-rootraised-cosine filters.
 First consider a raised-cosine filter with α= 1; Figure 6.4(a) shows the eye pattern of the pulseshape modulated by binary data. At integer multiples of the sampling period, each transmittedsymbol can be recovered without any ISI. Figure 6.4(b) shows the eye pattern of a square-rootfull raised-cosine spectrum. Note that the center of the eye in Fig. 6.4(b) coincides with peakof the impulse response. For zero ISI, the sampling points should be shifted by one quarter ofsampling time. However, for the special case of binary data, the center of the eye has the widestvertical opening. In fact, in Appendix C we show that the lower boundaries of the eye pattern stayconstant, equal to 1 and −1 for half of the sampling period around the center. The boundariesare shown in Fig. 6.4(b) as dotted lines. Compared to the eye pattern of the conventional fullraised-cosine filter, the eye pattern of the square-root filter shows that it is insensitive to sampling
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 phase error over a large interval.Note however, that the above results are based on the binary PAM signaling and do not
 generalize to a multi-level PAM signaling. Figure (6.5) illustrates the eye patterns of the samefilters with 4 level input data. To avoid ISI, the sampling points for the square-root raised-cosinefilter should be shifted by a quarter of sampling period.
 As another example, consider the raised-cosine filter with α=0.5; Figure 6.6 shows the eyediagram for the raised-cosine and phase-compensated square-root raised-cosine filters. Due tothe non-symmetric impulse response of the filter, the eye pattern of the modified square-rootraised-cosine is not symmetric around the sampling points.
 6.3.5 SNR degradation
 It is well known that the use of matched filter at the receiver of an additive white Gaussian noise(AWGN) channel maximizes the signal-to-noise ratio at the sampling instants [32]. Here, wequantify the SNR degradation due to the use of a non-matched filter at the receiver.
 Assume that the transmitter uses a modified square-root raised-cosine filter. The receivedsignal is passed through a filter H(f) and is sampled at integer multiples of Ts. Let us alsoassume the channel adds only white Gaussian noise to the transmitted signal. The noise powerat the output of the receiving filter is calculated as:
 σ2n =
 N0
 2
 ∫ ∞
 −∞|H(f)|2df, (6.25)
 where N0/2 is the power spectral density of the noise. The signal power at the sampling instantcan be written as:
 σ2s =
 ∣∣∣∣∫ ∞
 −∞GT (f)H(f)df
 ∣∣∣∣2 (6.26)
 where GT (f) is the transmitting filter. We consider two different receiving filters:
 1. A filter matched to the transmitting filter: H(f) = G∗T (f).
 2. A brick-wall filter with a pass-band region |f | ≤ 1 + α
 2Ts.
 Using the fact that the transmitting filter is normalized, the SNR after sampling is
 SNR (matched) =2
 N0(6.27)
 SNR (brick-wall) =2
 (1 + α)N0(6.28)
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 (b) Square-root raised-cosine filter with α = 1.
 Fig. 6.4 Binary eye patterns for a raised-cosine filter and a square-root raised-cosinefilter.
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 (a) Raised-cosine filter with α = 1.
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 (b) Square-root raised-cosine filter with α = 1.
 Fig. 6.5 Eye patterns (4 level PAM) for a raised-cosine filter and a square-rootraised-cosine filter.
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 (b) phase-compensated square-root raised-cosine filter with α = 0.5.
 Fig. 6.6 Binary eye patterns for a raised-cosine filter and a phase compensatedsquare-root raised-cosine filter.
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 Equations (6.27) and (6.28) show that there will be a 10 log10(1 + α) dB loss if the matched filteris replaced by an ideal brick-wall filter. For instance, for α = 0.5 the loss is 1.76 dB.
 6.4 Generalized Raised-Cosine Filters
 We use the phase compensation technique, discussed in Section 6.3, to characterize a more generalfamily of Nyquist filters. Compared to the conventional raised-cosine filters, the new filters offermore flexibility in filter design. For instance, the rate of asymptotic decay of the filter impulseresponse may be increased, or the residual ISI introduced by truncation of the impulse responsemay be minimized.
 6.4.1 Nyquist filter design using phase compensation
 We derive a sufficient condition for a real-valued odd function θ(f) so that the zero-phase bandlim-ited filter in Eq. (6.15) and the phase compensated square-root filter in Eq. (6.16) satisfy Nyquist’sfirst criterion. Note that the filters are bandlimited to |f | < 1/Ts. The ISI-free condition for bothfilters can be expressed as:
 √Ts cos θ(f) · ejθ(f) +
 √Ts cos θ(f − 1/Ts) · ejθ(f−1/Ts) =
 √Ts 0 ≤ f ≤ 1
 Ts(6.29)
 Solving for θ(f), we obtain the following condition:
 θ(f) + θ(1/Ts − f) = nπ +π
 20 ≤ f ≤ 1
 Ts(6.30)
 where n is an integer. Note that we use the odd symmetry of θ(f) to obtain this result.Using the condition developed for the phase compensator in Eq. (6.30), we introduce a general
 family of Nyquist filters. The standard raised-cosine filter for any normalized excess bandwidthcan be regarded as a special case of this family of filters.
 Let us define a real-valued monotonic odd function V (x) which satisfies the following condi-tions:
 V (x) = − V (−x)
 V (x) = 1 x ≥ 1(6.31)
 Consider a real-valued odd function φ(f)= − φ(−f) defined as:
 φ(f) = −π
 4V(2Ts
 α(f − 1
 2TS))− π
 4f ≥ 0 (6.32)
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 It can be verified that φ(f) satisfies Eq. (6.30) therefore, the following filters satisfy Nyquist’sfirst criterion:
 HG(f) = Ts cos2 φ(f)
 Hsqrt(f) =√
 Ts cos φ(f) ejφ(f)(6.33)
 We call HG(f) a generalized raised-cosine filter. If V (x) is a increasing function for −1 < x < 1,HG(f) corresponds to a low-pass filter with monotonically decreasing spectrum. The phase-compensated square-root of HG(f) is denoted by Hsqrt(f). The standard raised-cosine filter,defined in Eq. (6.4), is a special case of HG(f) where
 V (x) =
 −1 x < −1x −1 ≤ x ≤ 1+1 x > +1
 (6.34)
 The impulse response of Hsqrt(f) does not have a closed form in general. In Appendix D, weshow that:
 hsqrt(t) = F−1Hsqrt(f)
 =1√Ts
 sinc(t
 Ts) ·(
 cos(πtα
 Ts) +
 παt
 Ts
 ∫ 1
 0cos(π2V (x) − πtα
 Tsx)dx
 ) (6.35)
 The first term, sinc(t/Ts), provides regular zero crossings at integer multiples of Ts except att = 0. In the case of conventional raised-cosine filter, the impulse response has a closed form asshown in Eq.(6.19). In more general cases, the impulse response must be evaluated numerically.Decomposing the impulse response into two terms as shown in Eq. (6.35) facilitates the numericalevaluation.
 The impulse response of HG(f), denoted by hG(t), is to within a scaling factor the even partof hsqrt(t) (see Eq. (6.17)):
 hG(t) =√
 Ts
 2
 (hsqrt(t) + hsqrt(−t)
 )= sinc(
 t
 Ts) ·(
 cos(πtα
 Ts) +
 παt
 Ts
 ∫ 1
 0sin(π2V (x)
 ) · sin(πtα
 Tsx)dx
 ) (6.36)
 A family of Nyquist filters is also presented in [68] which with or without a matched filter at thereceiver satisfy the ISI-free conditions. Each filter in this family is characterized by a real-valuedcontinuous function ν(x) which “controls the transfer band of the filters”. We can rewrite thefamily of filters presented in [68] in the form of a phase-compensated square-root filter, described
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 in Eq. (6.16). In fact, Xia’s Nyquist filters belong to the family of generalized raised-cosine filtersin Eq. (6.33) with α≤1/3.
 6.5 Design examples
 In this section, we provide examples of Nyquist filter design using generalized raised-cosine filters.In practice, it is important that the transmitting and receiving filters be well approximated withshort impulse responses [71, 72]. From this point of view, the standard raised-cosine filter is notnecessarily the best choice for Nyquist filter design. We consider two design examples. First, afamily of Nyquist pulses is designed such that these pulses have faster asymptotic decay than theraised-cosine filter impulse responses. In the second example, Nyquist filters are designed suchthat the inter-symbol interference (ISI) caused by truncation of the transmitting and receivingfilters is minimized.
 6.5.1 Nyquist filters with smoother spectra
 It is a well known result that if the amplitude response of a filter along with its first (K−1)derivatives are all continuous but its Kth derivative is discontinuous, the filter impulse responseasymptotically decays as 1/|t|K+1 [56]. Based on this result, the impulse response of a raised-cosinefilter decays asymptotically as 1/|t|3. Using the generalized raised-cosine spectrum, we can designfilters with higher rates of decay of their impulse responses. We use a family of polynomials Pn(x)to design the generalized raised-cosine spectra of Eq. (6.33) with higher degrees of continuity:
 V (x) =
 −1 x < −1
 Pn(x) −1 ≤ x ≤ 11 x > 1
 (6.37)
 where V (x) specifies the phase compensator in Eq. (6.32). To satisfy condition Eq. (6.31), Pn(x)should be an odd function of x:
 Pn(x) =n∑
 k=1
 ak · x2k−1
 where ak’s are real-valued coefficients and an takes on a non-zero value. Furthermore, the co-efficients ak’s are determined such that V (x) and its first (n − 1) derivatives are continuous at
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 x = ±1 which results in the following expression:
 Pn(x) =
 ∫ x
 0(1 − u2)n−1 du∫ 1
 0(1 − u2)n−1 du
 n = 1, 2, 3, · · · (6.38)
 The first derivative of Pn(x) is a polynomial of degree (2n−2) with (n−1) repeated roots at x=1and by symmetry (n−1) repeated roots at x = −1. Since the first derivative of Pn(x) has noroots in −1 < x < 1 interval, Pn(x) is monotonic in this interval. Figure 6.7 illustrates the firstfive polynomials of this family3. The actual polynomials Pn(x) are given in Table 6.1. Note thatP1(x) generates the standard raised-cosine filter. Using a Taylor series, we can show that thegeneralized raised-cosine spectrum corresponding to Pn(x) has (2n−1) continuous derivatives andits impulse response decays asymptotically as 1/|t|2n+1.
 The rate of decay describes only the asymptotic behavior of the impulse response and does notcharacterize the impulse response for the first few lobes around the center. Figure 6.8 comparesthe impulse responses of two generalized raised-cosine filters generated from polynomials P1(x)and P2(x). The excess bandwidth in this case corresponds to α=0.5. Figure 6.8(a) shows that forthe first few lobes |h2(t)| is larger than |h1(t)|. As shown in Fig. 6.8(b), only for the lobes fartheraway from the center is h2(t) smaller than h1(t).
 Apart from the rate of decay of the filter impulse response, there are other issues to beconsidered. Since timing recovery at the receiver is not always perfect, we encounter timing phasejitter. The eye pattern diagram of a pulse shape can be used to assess the immunity of the pulse totiming phase jitter. Using polynomials given in Table 6.1, we design five generalized raised-cosinefilters with α = 1 and normalized sampling period. Figure 6.9 shows the inner boundaries of thebinary eye diagrams associated with the impulse responses of these filters. As we increase thenumber of continuous derivatives of the spectrum, the width of the eye diagram decreases (seeTable 6.1).
 Table 6.1 Comparison of several generalized raised-cosine filters with α = 1.
 n Pn(x) Decay Eye-width
 1 x |t|−3 1.0002 2−1(−x3 + 3x) |t|−5 0.9113 2−3(3x5 − 10x3 + 15x) |t|−7 0.8434 2−4(−5x7 + 21x5 − 35x3 + 35x) |t|−9 0.7915 2−7(35x9 − 180x7 + 378x5 − 420x3 + 315x) |t|−11 0.750
 3P1(x) and P3(x) correspond to examples presented by Xia [68]
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 Fig. 6.7 Polynomials Pn(x) to generate the generalized raised-cosine filter.
 6.5.2 Nyquist filters with reduced ISI due to truncation
 As shown in Section 1, pulse shaping can be split between the transmitter and the receiver sothat the overall response satisfies Nyquist’s first criterion (see Eq. (6.5)):
 g(t) = gT (t) ∗ gR(t) (6.39)
 Truncating a Nyquist pulse does not affect its Nyquist zero-crossing property. However, theconvolution of the truncated responses will in general no longer satisfy Nyquist’s first criterion.
 Here we use generalized raised-cosine filters to design Nyquist filters with minimized ISI dueto impulse response truncation. To study the effect of truncating the impulse response of thesquare-root filter, we consider the following conditions:
 • We assume that the compensated square-root generalized raised-cosine filters are used at thetransmitter and the receiver. In this example we assume the channel is ideal with additivenoise.
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 Fig. 6.8 Impulse responses of generalized raised-cosine filters generated by P1(x)and P3(x) are compared.
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 Fig. 6.9 Inner boundaries of the eye diagram for several generalized raised-cosinefilters with α = 1.
 • To specify the generalized raised-cosine filter of Eq. (6.33), we define V (x) as follows:
 V (x) =
 −1 x < −1
 P (x) −1 ≤ x ≤ 11 x > 1
 (6.40)
 where P (x) is a polynomial defined as:
 P (x) =
 ∫ x
 0(1 + p1u
 2)(1 + p2u2) du∫ 1
 0(1 + p1u
 2)(1 + p2u2) du
 (6.41)
 To obtain a monotonic function V (x), both p1 and p2 should be greater than or equal to−1. Note that for p1 = p2 = 0, P (x)=x which generates the phase compensated standardraised-cosine filter. For p1 = p2 = −1, P (x)=P3(x) as defined in Eq. (6.38).
 • To calculate samples of the impulse response of the transmitting and receiving filters, weevaluate Eq. (6.35) numerically. Each impulse response is calculated for N ·M points whereM is the up-sampling ratio and N is the number of lobes in each truncated impulse response.Numerical results are presented for M=20.
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 • The overall impulse response is determined by convolving the impulse responses of thetruncated transmitting and receiving filters.
 • To measure the ISI caused by truncation, we use the peak distortion criterion [41]:
 Dpeak =1
 h(0)
 N∑n=−N
 n=0
 |h(nTs)| (6.42)
 where h(t) is the overall impulse response.
 Table 6.2 shows the results for several values of normalized excess bandwidth α. In each casethe parameters p1 and p2 are found using an optimization procedure to minimize Dpeak. Thecorresponding polynomial P (x) is given in the second column of the table. For each α two valuesof Dpeak are presented. The “Minimized Dpeak” value corresponds to the filter generated by P (x)and the “Standard Dpeak” value corresponds to the filter generated by P (x) = x which is a phasecompensated square-root of the standard raised-cosine filter. In all cases the optimized filtersproduce less ISI due to truncation of the impulse responses.
 To calculate probabilities of error, we assume a white Gaussian additive noise corrupts thetransmitted signal. An upper bound for probability of error for binary data can be found in termsof Dpeak [41]:
 Pe = Q(1 − Dpeak
 σ
 )(6.43)
 where σ is the standard deviation of the noise and Q(x)= 1√2π
 ∫∞x e−t2/2dt. For example, consider
 the second row of Table 6.2. If the probability of error with zero ISI (Dpeak=0 for N=∞) is 10−6,then with Dpeak=0.104, the worst case bound for the probability of error is Pe=1.02 × 10−5. ForDpeak=0.192, we obtain Pe=6.13 × 10−5.
 Table 6.2 also shows that for smaller values of α, truncating the filter impulse response causesa larger distortion. Comparing different rows of the table, we notice that filters with smaller excessbandwidth have larger ISI due to truncation even though they have larger truncation lengths.
 6.6 Remarks
 We have shown that any zero-phase bandlimited Nyquist filter with normalized excess bandwidthcan be split into two cascaded Nyquist matched filters. Each filter consists of the square-root ofthe overall response along with a phase compensator. We have expressed the phase compensatorin terms of the square-root magnitude response of the overall filter.
 The phase compensation can be applied to the square-root of a standard raised-cosine spec-trum. The required phase response in this case is a simple piecewise linear function. For standard
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 Table 6.2 Nyquist filter design to reduce ISI due to truncation.
 Truncation effectsα P (x) N Minimized Standard
 Dpeak Dpeak
 0.10 0.4799x5 + 0.3827x3 + 0.1373x 14 0.125 0.2160.15 0.3147x5 + 0.4259x3 + 0.2594x 10 0.104 0.1920.25 0.2951x5 + 0.4269x3 + 0.2780x 6 0.089 0.1940.50 −0.0105x5 − 0.1775x3 + 1.1879x 6 0.015 0.0460.75 −0.0145x5 − 0.2122x3 + 1.2267x 4 0.011 0.0521.00 0.0192x5 + 0.1844x3 + 0.7964x 4 0.004 0.010
 raised-cosine filter with α=1, the square-root filter satisfies Nyquist’s first criterion, provided anappropriate time delay is added to the impulse response.
 Using the phase compensation technique, we have extended the family of raised-cosine filtersto a more general family of Nyquist filters. Compared to the standard raised-cosine spectrum, thefamily of generalized raised-cosine filters provides more flexibility for designing Nyquist filters.As an example, we designed a family of Nyquist filters with smoother spectra. The impulseresponses of these filters have higher asymptotic rates of decay. We also designed transmittingand receiving filters such that when we truncate the impulse responses of these filters, the overallimpulse response has a reduced ISI.
 The work reported in [66, 67] on generalized raised-cosine filters was followed by other researchgroups for different applications such as the relationship between orthogonal wavelet functionsand Nyquist pulses [73], window design for Harmonic analysis [74], and data transmission appli-cations [75].
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 Chapter 7
 Concluding Remarks
 This thesis has presented design methods which allow the data transmission rate of a PCMvoiceband channel in a public switched telephone network to approach channel capacity. Thesemethods take into account the underlying structure of the PCM encoder/decoder to avoid orreduce the distortion due to the signal conversion at the central office. PCM voiceband channelscan be categorized into three different types of digital communication channels where the prede-termined structural constraints appear in the transmitter back-end (as in the down-stream PCMchannels), the receiver front-end (as in the up-stream PCM channels), or the tandem connectionof two channels (as in the end-to-end PCM channels).
 Our particular interest is the up-stream PCM channel in which the communication systemdesigner has no control on the receiver front-end. Such a constraint creates many unconven-tional questions in the theory and practice of the modem design. We tackle several problems inmodulation, channel equalization and pulse shaping filter design for this channel.
 In the PCM voiceband channel, the appropriate choice of modulation scheme is a basebandPAM modulation that matches the structure of the PCM encoder at the receiver. We havedescribed constellation design methods to satisfy the average signal power constraint and minimizethe probability of symbol error. For a reliable communication over the up-stream channel theaverage number bits per information symbol should be less than 7.1 bits/symbol.
 We have investigated the problem of index mapping and its potential contribution in theprobability of bit error. Our new design method of index mapping can reduce the bit error ratewithout reducing the transmission data rate. As an example, the proposed hybrid bit-to-symbolmapping algorithm can reduce the probability of bit error by a factor of 2-3 for a frame of 7symbols.
 We have considered a non-equally-probable signal constellation design to obtain a shaping gainin the constellation design. We have also investigated the application of the Huffman algorithm
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 to implement the bit-to-symbol mapping to obtain a shaping gain. The resulting system has avariable rate due to the variable number of bits assigned to symbols. The overall effect of non-equally probable constellation design is an increase in the transmission rate in the range of 1–2kbits/sec.
 A PCM up-stream channel has a limited bandwidth and a fixed sampling rate at the receiver.The sampling rate is larger than twice the effective bandwidth of the channel. The combinationof these constraints leads to inter-symbol interference at the sampling instants at the receiver.We have investigated design techniques to compensate for the channel at the transmitter. Withan average power constraint, a linear transmitter filter alone is not adequate to fully compensatefor the channel in all cases. We have proposed methods to add redundancy to the transmitteddata.
 The redundancy is added so that the power spectrum density of the transmitted symbols atthe input of the transmitter filter closely follows a desired shaping function. We have also iden-tified three different solutions for the desired shaping function in terms of the channel frequencyresponse. Spectral shaping is used to control the average signal power by appropriately distribut-ing the signal power density at different frequencies. We have also proposed precoding techniquesto combine spectral shaping and filtering.
 As an alternative method for adding redundancy to the transmitted signal, we have consid-ered non-maximally decimated filterbanks. A pre-equalizer design based on the non-maximallydecimated filterbanks can be used to compensate for channels. The channel filter can be non-minimum phase and its frequency response can contain special nulls. Adding redundancy usingpre-filtering or non-maximally decimated filterbank is an effective way to avoid or reduce ISI. Fora typical up-stream PCM channel, the required rate of redundancy is 1-2 symbols in a block of 8transmitted symbols.
 By using a baseband PAM modulation scheme, an optimum constellation design, an appro-priate bit-to-symbol mapping, and the block-by-block pre-filtering the maximum achievable rateover the up-stream PCM channel can be increased to 49 kbits/sec which is 50% higher than thatprovided by recommendation V.90 in the up-stream direction. Many of the proposed methodscan be used as part of the Recommendation V.92 to improve the performance and increase themaximum bit-rate of the up-stream PCM channel.
 In Chapter 6, we introduced a phase compensation for the family of square-root raised-cosinefilters so that the resulting filters satisfy Nyquist’s first criterion. As a result, a raised-cosinefilter can be used in two different scenarios: in the up-stream PCM channel as an interpolatingfilter, and in an end-to-end PCM channel as a pair of transmitter/receiver filters matched to oneanother.
 We also introduced a new family of Nyquist filters that includes the raised-cosine filters.
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 Using this new family of filters, we can characterize filters with smoother spectra (compared tothe standard raised-cosine spectra) which result in a faster decay of the pulse shape. This familyof filters can provide more flexibility in the design of digital Nyquist filters as an approximationto the truncated analog filters.
 7.1 Contributions
 • Three types of PCM voiceband channels are characterized. The structural constraints ofthe up-stream channel are identified and a communication model for the up-stream channelis established (Chapter 2 and [43])
 • The optimal constellation design for the up-stream PCM channel is presented and the mod-ulation performance under the average signal power constraint is analyzed. Two methodsof selecting a subset of PCM decision boundaries as detector thresholds are presented. Thecriterion for the subset selection is to maximize the minimum distance between adjacentthresholds while maintaining a constraint on the average signal power (Section 3.1).
 • A new algorithm for index mapping over a frame of symbols is described. Its performanceof the new method is compared to the existing index mapping algorithm used in the V.90Standard and in the proposed V.92 Standard (Section 3.2.5).
 • A non-equally-probable constellation design is presented. The performance improvementdue to this probability assignment is analyzed. The maximum achievable data rate of aPAM modulation with non-uniform spaced and non-equally probable constellation points iscomputed (Section 3.3).
 • A bit-to-symbol mapping method for the up-stream PCM channels based on the Huffmanalgorithm is presented. The shaping gain obtained via this method is compared to themaximum shaping achievable on the up-stream PCM channel (Section 3.3.4).
 • A framework of the transmitter design for the up-stream PCM channel is presented. Inthis work, we consider MMSE as the optimization criterion and describe three differentstructures for the transmitter as a combination of filtering and spectral shaping (Section4.1).
 • The performance of the optimal filter design for an up-stream PCM channel is analyzed. Itis shown that a reliable data transmission over the up-stream PCM channel requires almostISI-free channel.
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 • A new spectral shaping method based on redundant symbol insertion is proposed (Section4.3).
 • A new block-by-block pre-filtering structure for the up-stream PCM channel is presented(Section 4.4 and [43]).
 • A non-maximally filterbank structure for adding redundancies to transmitted symbols isproposed. The non-maximally decimated filterbank structure provides a natural way ofadding redundancy to the symbols. The filterbanks can be composed of FIR filters even ifthe channel filter contains spectral nulls. The complexity of such a filter is compared withthe spectral shaping and precoding techniques (Section 5.2 and [76]).
 • A phase compensation technique for pulse shaping filter designs is investigated. The result-ing pulse shaping filters act both as an interpolating filter in the transmitter back-end of anup-stream PCM channel and as a pair of matched filters in the end-to-end PCM channels.(Section 6.3 and [66, 67]).
 • A family of generalized raised-cosine filters is presented. The new family of filters providesmore flexibility in the design of pulse shaping filters, particularly in the design of digitalfilters as an approximation of the continuous pulse shaping filters (Section 6.4 and [66, 67]).
 7.2 Future Work
 We introduced an index mapping algorithm that can reduce the Hamming distances betweenadjacent points. However, this algorithm does not necessarily provide the minimum Hammingdistance. Further studies regarding a generalized Gray encoding in general and a possible modifi-cation to the proposed algorithm in particular should be considered. The link between the indexassignment problem in vector quantization and the modulation index mapping should be studiedfurther. The proposed solutions for either of these problems may provide insight for the other.
 In Section 3.3.3, the maximum achievable rate for an up-stream PCM channels was presented.The performance gap between the maximum achievable rate and the actual PAM performance issignificant. The use of appropriate channel coding techniques over the up-stream PCM channelcan reduce this gap. Furthermore, channel coding can be particularly useful to combat the residualecho that is not cancelled by the echo canceller.
 The non-equally-probable distribution of constellation points results in variable length code-words for transmitted symbols. A variable-rate data transmission can be more sensitive to symbolerrors. The actual number of output bits can change even if one symbol error occurs. There are
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 possible solutions to reduce this sensitivity. For example, the transmitted bits can be catego-rized into two separate channels, one with a fixed-rate as a primary channel and another with avariable-rate as secondary channel. The impact of variable rate bit-to-symbol mapping obtainedvia the Huffman algorithm requires further investigation.
 The modulation design and channel equalization work described here is mainly concerned withthe up-stream PCM channel. Many of proposed techniques can also be applied to the end-to-end PCM channels. At the end points of an end-to-end PCM channel, only a partial knowledgeregarding the up-stream and the down-stream channel might be available. The sensitivity ofchannel equalization techniques to a mismatch between the actual channel characteristics and theestimated channel should be further investigated.
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 Appendix A
 Optimal Linear Transmitter
 Structure
 For a given channel filter Hc(f) and receiving filter Hr(f), we derive the structure of the lineartransmitter filter which for a given sequence of sampled outputs minimizes the average transmittedpower. The steps are similar to those described in [46] for the receiver design.
 We assume that the sequence of the transmitted symbols ak, form a wide-sense stationaryrandom sequence. The power spectrum density of the input sequence is denoted as Φa(f). Weshow that among all transmitter filters, a filter of the following form minimizes the averagetransmitted power,
 Ht(f) = G(f)(Hc(f)Hr(f)
 )∗= G(f)H∗
 cr(f).(A.1)
 The overall filtering effect of the transmitter, channel and receiver filters at the samplinginstants can be combined as an equivalent filter. The equivalent filter at the output of thesampler can be expressed as:
 Xeq(f) =∞∑
 k=−∞Z(f − k
 Ts)Hcr(f − k
 Ts) (A.2)
 where Hcr(f) = Hc(f)Hr(f) and Z(f) is an arbitrary transmitter filter.Here we show that, for any transmitting filter Z(f), there exists a transmitter filter in the form
 given in Eq. (A.1) that can produce the same output as Z(f) at the sampling instants. Replacing
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 the transmitter filter from Eq. (4.1) into Eq. (A.2), we have:
 X ′eq(f) = G(f)
 ∞∑k=−∞
 |Hcr(f − k
 Ts)|2 (A.3)
 Note that in the above equation, G(f) is periodic with a period of 1/Ts, hence it can be factoredout from the sum. Now we choose G(f) so that Xeq(f) = X ′
 eq(f). If we choose G(f) as:
 G(f) =
 ∞∑k=−∞
 Z(f − k
 Ts)Hcr(f − k
 Ts)
 ∞∑k=−∞
 |Hcr(f − k
 Ts)|2
 (A.4)
 the equivalent filters given by Eq. (A.2) and Eq. (A.3) will be the same.Now we compare the average transmitted power for both filters and show that the average
 transmitted power for the structure given in Eq. (A.1) is less than or equal to that of Z(f). Theaverage transmitted power are computed as:
 P1 =∫ 1
 Ts
 − 1Ts
 Φa(f)( ∞∑
 k=−∞|Z(f − k
 Ts)|2)
 df (A.5)
 and
 P2 =∫ 1
 Ts
 − 1Ts
 Φa(f)|G(f)|2( ∞∑
 k=−∞|Hcr(f − k
 Ts)|2)
 df (A.6)
 Replacing G(f) from Eq. (A.4) and using the Schwarz inequality, we have
 |G(f)|2( ∞∑
 k=−∞|Hcr(f − k
 Ts)|2)
 =
 ( ∞∑k=−∞
 Z(f − k
 Ts)Hcr(f − k
 Ts))2
 ∞∑k=−∞
 |Hcr(f − k
 Ts)|2
 ≤ |Z(f − k
 Ts)|2
 (A.7)
 From Eq. (A.7), the average power for the system of Eq. (A.1) is less or equal to the averagepower for general filter of Eq. (A.2). Since the channel output for both filters is the same, anyreasonable optimization criterion would choose the filter with a lower average transmitted power.
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 Appendix B
 Optimal MMSE Transmitting Filters
 Here we derive the minimum mean square error (MMSE) solution for a discrete time transmitterfilter. Figure 4.2 shows a discrete time model of the filters. As we discussed in Chapter 4, thecontribution of the additive noise η[.] in MSE is independent of the transmitter filter design.Therefore, we do not include the additive noise in our computation. In the absence of noise, theMMSE criterion for minimizing the ISI is stated as:
 MMSE = minht
 E(r[k] − ak)2
 (B.1)
 We assume input symbols ak form a stationary random sequence. The autocorrelation functionand power spectrum density of ak’s are defined in Eq. (4.7) and Eq. (4.8) respectively. We derivethe MMSE solution of the transmitting filter, subject to an average transmit power constraint.
 B.1 Transmitting filter with infinite length impulse response
 We consider an infinite length impulse response ht[n] for the transmitting filter. Using the La-grange multiplier method, we determine the optimal transmitting filter based on the followingobjective function:
 Fht = E(r[k] − ak)2
 + λ(E(x[k])2
 − Pt
 )(B.2)
 Expanding the right-hand side of Eq. (B.2), we obtain:
 Fht =∑
 i
 ∑j
 φa[i − j]h[i]h[j] − 2∑
 i
 φa[i]h[i] + φa[0]
 + λ(∑
 i
 ∑j
 φa[i − j]ht[i]ht[j] − Pt
 ) (B.3)
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 where the overall transmitter, channel and receiver filter impulse response is:
 h[n] =∑
 i
 ht[i]hcr[n − i]
 To compute the MMSE, we take the derivative of the objective function with respect to thetransmitting filter coefficients ht[k]. For all values of k, we have1:
 ∂
 ∂ht[k](Fht) =
 ∞∑i=−∞
 ∞∑j=−∞
 φa[i − j](
 ∂
 ∂ht[k](h[i]h[j]
 ))
 − 2∞∑
 i=−∞φa[i]
 ∂
 ∂ht[k](h[i]
 )+ λ
 ∞∑i=−∞
 ∞∑j=−∞
 φa[i − j](
 ∂
 ∂ht[k](ht[i]ht[j]
 ))(B.4)
 To minimize the objective function, the derivatives with respect to the coefficients ht[k] shouldbe zero. The resulting equations for all values of k are:
 2φa[k] ⊗ ht[k] ⊗ hcr[k] ⊗ hcr[−k] − 2φa[k] ⊗ hcr[−k] + 2λφa[k] ⊗ ht[k] = 0 (B.5)
 where “⊗” denotes the discrete convolution. Equation B.5 can be simplified to:
 ht[k] ⊗(
 hcr[k] ⊗ hcr[−k] + λ
 )= hcr[−k] (B.6)
 In the frequency domain, Eq. (B.6) corresponds to the following expression for the transmittingfilter transfer function:
 Ht(ejωTs) =Hcr(e−jωTs)
 |Hcr(ejωTs)|2 + λ(B.7)
 where λ is determined from the average power constraint. Replacing Ht(ejωTs) in the powerconstrain equation Eq. (4.11), we obtain:
 12π
 ∫ π
 −π
 |Hcr(ejωTs)|2(|Hcr(ejωTs)|2 + λ)2
 Φa(ejωTs)dω = Pt (B.8)
 The MSE can be written in terms of the transfer function of the filters and power spectrum density1Note that in our discussion h[n] is an impulse response with real coefficients. Optimization of real function
 with respect to complex coefficients is discussed in [77]
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 of the input data:
 MSE = E(r[k] − ak)2
 =
 12π
 ∫ π
 −πΦa(ejωTs)H(ejωTs)H(e−jωTs) dω
 − 1π
 ∫ π
 −πΦa(ejωTs)H(ejωTs) dω +
 12π
 ∫ π
 −πΦa(ejωTs) dω
 (B.9)
 where H(ejωTs) = Ht(ejωTs)Hcr(ejωTs). Substituting the optimal transmitting filter of Eq. (B.7)into this expression, we compute the minimum mean square error (MMSE) as:
 MMSE =λ2
 2π
 ∫ π
 −π
 Φa(ejωTs)(|Hcr(ejωTs)|2 + λ)2
 dω (B.10)
 B.2 Finite Impulse Response
 We consider a finite impulse response of length 2K + 1 for the transmitting filter. The filtercoefficients are denoted as ck.
 ht[k] =
 ck for |k| ≤ K
 0 elsewhere(B.11)
 We also assume the channel impulse response hcr[n] has finite length with L non-zero coefficients:
 hcr[n] = 0 for n < 0 & n ≥ L (B.12)
 The objective function given in Eq. (B.2) is given by:
 FC =K+L−1∑i=−K
 K+L−1∑j=−K
 φa[i − j]h[i]h[j] − 2K+L−1∑i=−K
 φa[i]h[i]
 + φa[0] + λ( K∑i=−K
 K∑j=−K
 φa[i − j] ci cj −Pt
 ) (B.13)
 where the overall impulse response h[n] can be computed as:
 h[n] =K∑
 i=−K
 cihcr[n − i] for − K ≤ n ≤ L + K − 1 (B.14)
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 The derivative of Eq.( B.2) with respect to ck for |k| ≤ K can be written as:
 ∂
 ∂ck(FC) = 2
 K∑l=−K
 K+L−1∑i=−K
 K+L−1∑j=−K
 φa[i − j]hcr[j − k]hcr[i − l]
 − 2K∑
 l=K
 φa[l]hcr(l − k) + 2λK∑
 l=−K
 φa[k − l]cl
 (B.15)
 These equations can be simplified to:
 K∑l=−K
 Γklcj = ξk for |k|, |l| ≤ K (B.16)
 where
 Γkl =K+L−1∑i=−K
 K+L−1∑j=−K
 φa[i − j]hcr[j − k]hcr[i − l] + λφa[k − l] (B.17)
 and
 ξk =K∑
 m=−K
 hcr[m − k]φa[m] for |k| ≤ K (B.18)
 Equation (B.16) has the following matrix form
 ΓCopt = ξ (B.19)
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 Appendix C
 Inner boundaries of the eye pattern
 for the square-root filter
 To find the lower boundaries of the eye pattern diagram of the square-root full raised-cosine filter,we first determine the maximum ISI for a PAM signal. From Eq. (6.1), we obtain:
 x(τ) = a0g(τ) +∞∑
 n=−∞n=0
 akg(τ − n) (C.1)
 where τ is the time offset relative to the sampling instances nTs. The second term in this equationis due to ISI. In the case of binary PAM signal with ak = ±1, the maximum ISI for a Nyquistpulse is calculated as:
 D(τ) =∞∑
 n=−∞n=0
 |g(τ − n)| (C.2)
 therefore, the eye-pattern boundaries are:
 Lower Boundaries: = ±(g(τ) − D(τ)
 )Upper Boundaries: = ±
 (g(τ) ± D(τ)
 ) (C.3)
 Substituting Eq. (6.23) into Eq. (C.2), we obtain
 g(τ) − D(τ) =− cos(2πτ)
 4π(τ + 1/4)(τ − 1/4)− cos(2πτ)
 4π
 ∞∑n=−∞
 n=0
 ∣∣∣∣ 1(τ + n + 1/4)(1/4 − τ − n)
 ∣∣∣∣ (C.4)
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 For |τ | ≤ 1/4, the above expression simplifies to:
 g(τ) − D(τ) = −cos(2πτ)4π
 ∞∑n=−∞
 1(τ + n + 1/4)(τ + n − 1/4)
 for |τ | ≤ 14
 (C.5)
 Consider the following identity
 ∞∑k=−∞
 1(x + k + 1/4)(x + k − 1/4)
 =−4π
 cos(2πx). (C.6)
 Therefore, the lower boundaries of the eye pattern are
 ±(g(τ) − D(τ)
 )= ±1 for |τ | ≤ 1
 4(C.7)
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 Appendix D
 The impulse response of Hsqrt(f )
 To obtain the impulse response given in Eq. (6.35), we note that Hsqrt(f), as defined in Eq. (6.33),has Hermitian symmetry. The inverse Fourier transform of
 √Ts Hsqrt(f) can be written as:
 F−1√
 TsHsqrt(f) =2Ts
 ∫ 1−α2Ts
 0cos(2πft) df + 2Ts
 ∫ 1+α2Ts
 1−α2Ts
 cos(φ(f)
 )· cos
 (φ(f) + 2πft
 )df
 =2Ts
 ∫ 1−α2Ts
 0cos(2πft) df
 + Ts
 ∫ 1+α2Ts
 1−α2Ts
 cos(2πft) df + Ts
 ∫ 1+α2Ts
 1−α2Ts
 cos(2φ(f) + 2πft
 )df
 (D.1)
 where φ(f) is defined in Eq. (6.32). The first two terms of Eq. (D.1) can be combined as follows:
 2Ts
 ∫ 1−α2Ts
 0cos(2πft) df + Ts
 ∫ 1+α2Ts
 1−α2Ts
 cos(2πft) df = sinc(t
 Ts) · cos(πtα
 Ts) (D.2)
 By introducing a new variable x = 2Tsα (f − 1
 2Ts), we simplify the third integral in Eq. (D.1) to:
 Ts
 ∫ 1+α2Ts
 1−α2Ts
 cos(2φ(f) + 2πft
 )df =
 α
 2
 ∫ 1
 −1sin(π2V (x) − πtα
 Tsx +
 πt
 Ts
 )dx
 = α sin(πt
 Ts)∫ 1
 0cos
 (π2V (x) − πtα
 Tsx)dx
 (D.3)
 Combining Eq. (D.2) and Eq. (D.3), we obtain the result as given in Eq. (6.35).
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