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 Most simulation tools excel at only one technical domain. For efficient simulationof multi-domain systems, cooperative simulation (co-simulation) can be used.In co-simulation, a simulation model is divided into smaller submodels to alloweach of the submodels to be simulated with a purpose-made simulator.
 The connectivity between the multiple simulators is a key factor in the per-formance of a co-simulation. In this work, the OPC UA standard was chosenas the communication interface between the different simulators. OPC UA isconsidered an effective communication interface and, moreover, the versatilityof OPC UA allows the same interface to be utilized by the user to control andconfigure the co-simulation.
 In this thesis, the core functionalities of an effective and scalable synchronizedco-simulation environment were designed and implemented. As an importantpart of the work, a novel solution for OPC UA based synchronization in con-tinuous dynamic co-simulation is proposed. The evaluation conducted on theimplementation confirms that both the synchronization solution and the OPCUA interface are suitable for being used in co-simulation of real-world systems.
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 Useimmat simulointityokalut toimivat hyvin vain tietylla tekniikan osa-alueella.Jarjestelmia, jotka koostuvat osasista useilta eri tekniikan aloilta, on siten useintehotonta simuloida kayttamalla vain yhta simulointiohjelmistoa. Yhteissimu-lointi tarjoaa ratkaisun tahan ongelmaan. Yhteissimuloinnissa simulointimallijaetaan osiin, joista kukin simuloidaan parhaiten tarkoitukseen sopivalla simu-laattorilla.
 Erityisen tarkea tekija yhteissimuloinnissa on yhteys simulaattoreiden valilla.Tassa tyossa kaytettiin OPC UA -standardin mukaista rajapintaa simulaattorei-den valiseen kommunikointiin. Sen lisaksi, etta OPC UA on verraten tehokaskommunikointirajapinta, sen monikayttoisyyden ansiosta sita voidaan kayttaamyos ulkoisena rajapintana yhteissimulointiin.
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Glossary
 Notation Description
 classic OPC The set of OPC interfaces based on Microsoft tech-nologies (OLE, COM, DCOM).
 configuration client An OPC UA client application which can be usedto configure a connection between a pair of OPCUA servers.
 co-simulation A simulation in which the simulation model iscomposed of multiple submodels which are builtusing different simulation software applications.The submodels together form the whole simula-tion model. [1]
 DXConnection An object defining the connection between onesource and one target item.
 frontend That part of a software application that is closestto the user.
 soft real-time constraint A quality of a system which requires that responsetimes of the system must be deterministic yetmissing an occasional deadline can be tolerated.
 subscribee The server of which variable values are subscribedby a server in the co-simulation cluster.
 subscriber The server which subscribes to a server in theco-simulation cluster.
 vii
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sync interval The time period, in simulation time, between twoadjacent sync points.
 sync point A point in simulation time, in which the datacommunication between the separate simulationstakes place.
 topology In this thesis: the set of interconnections betweenthe simulators in a co-simulation.
 UA Native A protocol which defines a binary representationfor transferred information in OPC UA.
 viii
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Chapter 1
 Introduction
 Technical systems of today have become large, highly complex, and mathe-matically difficult. When it comes to building and controlling such systems,conventional tools are becoming obsolete. The exponentially growing compu-tational speed paves the way for modeling and simulation tools development.Compared with performing experiments on real systems, modeling is cost-effective, fast, and safe. In addition, to control and modify a model is much easierthan to modify a real-world system. Modeling and simulation tools have thusbecome essential in constructing such systems.
 Simulation software applications usually excel at only one technical domain.Modeling and simulating a technical system which consists of parts from dif-ferent domains can thus be ineffective if only one simulation tool is utilized.Dividing a simulation model into smaller submodels allows the submodels to besimulated separately using different purpose-made simulators. This technique iscalled cooperative simulation, or co-simulation for short. With co-simulation, im-proved performance, more accurate results, and easier modeling can be achieved.The two main problems in co-simulation are how the multiple simulators commu-nicate with each other and how they are run synchronously. These two problemsare studied in this work.
 To study simulator synchronization, the various synchronization techniquesused in literature are surveyed in this thesis. Based on the survey, a novel OPCUA based synchronization mechanism is developed for the two simulation softwareapplications used in this work, Apros and OpenModelica.
 The communication between the multiple simulators is based on the OPCUA (OPC Unified Architecture) communication interface. OPC UA is a standardinterface with all the necessary features for efficient and versatile data exchange.Using OPC UA allows also the environment to be later expanded to meet itsfuture needs. As a by-product to the usage in synchronization, the OPC UA
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CHAPTER 1. INTRODUCTION 2
 implementation provides the simulators with a means of general purpose I/O(input/output) as well. Even though OPC UA has not yet established as large auser base as its predecessor, the so-called classic OPC, there is great potentialthat the classic OPC will be superseded by OPC UA as the next widely usedcommunication standard in industrial automation.
 1.1 Motivation
 This thesis has two main motivations: First, a connectivity between OpenModel-ica and Apros is implemented to allow synchronized co-simulation between thetwo simulators. Secondly, as a by-product, the two simulators are enabled tocommunicate with other OPC UA compliant software and hardware.
 The first main motivation, creating a co-simulation environment for Aprosand OpenModelica, has the following benefits: As said, dividing a simulationmodel into smaller submodels enables exploiting the strong points of the twosimulators. These strong points are further discussed in Section 2.4. Additionally,the division of the model enables parallelizing the computation of a simulation.Large process simulation models in particular would benefit from running inparallel due to the achieved faster simulation. The simulation parallelization isnot an actual goal of this thesis and is thus not discussed further.
 The other main motivation for implementing the OPC UA server to thesimulators is to allow them to be connected more tightly to third party softwareand hardware components via OPC UA. Such components include, for instance,PLCs (programmable logic controller), DCSs (distributed control system), andsimulated DCSs. This feature has applications in, for example, automation design,automation testing, and operator training. The benefits of the OPC UA interfaceimplementation are covered more comprehensively in Chapter 3.
 1.2 Goal and Scope of the Thesis
 The main objective of this thesis is to create a co-operative simulation environmentbased on a standard communication method. To achieve the main objective, thecore components needed for synchronized communication are implemented intoApros and OpenModelica. The key quality attributes of the implementation areviewed later in Section 5.1. As an important part of the work, the operation ofthe implementation is evaluated. The main objective of this thesis can be dividedinto the following subtasks.
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CHAPTER 1. INTRODUCTION 3
 • Implementing the OPC UA interfaces
 Prior to the synchronization mechanism can be developed, the commu-nication interface is implemented. The OPC UA server implementationequips the simulators with an interface for data acquisition and simulationcontrol features to be used by external applications. The OPC UA clientimplementation allows the simulators to utilize the OPC UA servers ofeach other.
 • Solving the synchronization problem
 In this work, the target is to create a synchronization mechanism witha deterministic response. In other words, the result of all co-simulationexperiments made of a simulation model shall yield identical results.In addition, the target is to create a mechanism which could be used inapplications with soft real time constraints.
 • Connection configuration management system development
 The connection configuration management system is developed to han-dle the connection configuration information; that is, what data items areexchanged between the simulations. In addition, the OPC UA server isenhanced with an interface to enable modifying the configuration.
 • Performance evaluation
 The evaluation of the implementation aims at validating that the corefunctionalities of the implementation can be used in real, large applications.As a by-product, the tests are used to draw conclusions of the performanceof the plain OPC UA connectivity of the simulators. The tests with theirresults are presented in Chapter 7.
 In addition to the OPC UA interface, OpenModelica is equipped with theclassic OPC DA (Data Access) interface as well. Reusing the already existing OPCDA implementation of Apros enables obtaining the classic OPC DA interface asa by-product. Embedding the classic OPC DA interface to OpenModelica is onlya minor goal of this work and is thus not discussed thoroughly.
 1.3 Methods
 This thesis is composed of the following segments: First, a literature surveyis made to study the topic. Secondly, the co-simulation environment devel-oped is presented. Thirdly, the evaluation of the co-simulation environmentimplementation is discussed.
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CHAPTER 1. INTRODUCTION 4
 In the literature survey, the two main subjects of the thesis are presented.Computer simulation and the OPC UA interface are discussed in general to givethe reader a broader view to the subjects. Co-simulation and problems relatedto that subject are discussed in a more detailed fashion based on theory andapplications. OPC UA as well is studied to the extent that is required for thiswork. In addition, the state-of-the-art of both co-simulation and OPC UA arepresented.
 Subsequent to the literature study, the core design of the co-simulation envi-ronment is presented on a higher level, with alternative solutions contemplatedand the chosen approaches justified. After that, the implementation is discussedin a more detailed fashion: the synchronization mechanism is explained in detailand the functionalities available through the OPC UA interface implementationare introduced.
 Lastly, the tests to evaluate the design and implementation of the co-simulation environment are introduced and their results are presented. Fi-nally, the test results are analyzed and reflected against the objectives of thethesis.
 1.4 Structure of the Thesis
 The structure of this thesis is as follows:
 • Chapter 2: The basics of computer simulation are presented, a variety ofco-simulation techniques are viewed, and the simulation tools used in thisthesis are introduced.
 • Chapter 3: The OPC interfaces are presented: their relevance is discussed,and the details of OPC UA are viewed from a technical viewpoint.
 • Chapter 4: The research approach of the experimental part of this thesis ispresented.
 • Chapter 5: The high level architectural choices for the implementation arepresented and justified.
 • Chapter 6: A more detailed view to the implementation is given.
 • Chapter 7: The tests conducted to evaluate the design and implementationof the work are presented with their results analyzed.
 • Chapter 8: Conclusions of this thesis are drawn and potential developmentplans pondered.
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Chapter 2
 Computer SimulationTechnology
 In this chapter, computer simulation technology is discussed. The topic is verybroad and wide and thus only the very basics of the subject are discussed. Amore detailed view is given on the concepts that are relevant to what is designedand implemented in the scope of this work.
 First, the term computer simulation is defined and its importance is explained.Secondly, different categories of computer simulation that are relevant for thiswork are discussed shortly. Thirdly, a variety of synchronization techniques usedin computer simulation are studied. Finally, the simulation software applicationsused in the experimental part of this thesis are introduced.
 2.1 Computer Simulation in General
 Technical systems of today have become large, highly complex, and mathemati-cally difficult. When designing any large technical system, testing its correctoperation by running an experiment with the actual physical components of thesystem is generally not a reasonable solution. In many cases the best solution tostart the designing process is to create a mathematical model to represent thephysical system. As these systems tend to be rather complex by nature, validatingtheir correct operation is typically impossible by using analytical tools only.Computer simulation is commonly seen as the technique to use.
 This work examines the computer simulation technology from a computationalengineering viewpoint, in contrast to scientific computing. Therefore, the followingdefinition for the term computer simulation applies in this thesis: A modelof the physical real-world system is evaluated numerically using a computer.The numerical evaluation yields an estimation of the effect that inputs have on
 5
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CHAPTER 2. COMPUTER SIMULATION TECHNOLOGY 6
 outputs in the model. Hence, the result of the simulation estimates the behaviorof the real-world physical system. [1]
 In addition to the designing phase, computer simulation aids in a number ofother activities. These activities include, but are not limited to, the following:
 • A simulation can be used to gain knowledge of a real-world system. Forinstance, the operation of the system with given inputs can be examinedwithout a risk of affecting the real system.
 • Model-based control schemes can be utilized: the output of the real systemcan be predicted at run-time and this knowledge can be utilized in thecontrol.
 • Operators can be trained with a simulator before they start operating thereal system.
 • The operation of a real-world system with a part of the system missing canbe studied by simulating the lacking part.
 2.2 Categories of Simulation
 Computer simulation techniques can be categorized in numerous ways. In thisthesis, the focus is on system simulation in particular. This section presents a fewtypes of system simulation to explain the key terminology of this thesis. Both ofthe simulators used in the experimental part of this work are primarily bothdynamic and continuous. Hence, these two concepts are explained more closelythan their counterparts, which are also viewed briefly to give a broader view tothe subject.
 2.2.1 Dynamic vs. Steady-state Simulation
 A system simulation can be labeled as either a steady-state or dynamic simulation.Steady-state simulation is simulation with no time-dependency. It can be usedto depict a snap-shot of a system in a particular time. In addition, steady-statesimulation can be used to simulate systems which are not time-dependent. Incontrast, dynamic simulation can be used for systems which have properties thatchange over time. [1]
 Steady-state simulation can be seen as a special case of dynamic simulation:all time-derivatives equal to zero. On the other hand, dynamic simulation canbe seen as sequential steady-state simulations with changing parameter values.Hence, it is obvious that dynamic simulations are much more complex than

Page 21
                        

CHAPTER 2. COMPUTER SIMULATION TECHNOLOGY 7
 steady-state simulations: they require more sophisticated solvers and longercomputation times to simulate.
 Dynamic simulation is needed in a vast variety of applications. Examplesof such applications include modeling unstable systems and using predictivecontrol. In addition, transients, such as start-up or shut-down, of an otherwisestable system can be modeled with dynamic simulation.
 2.2.2 Continuous vs. Discrete-event Simulation
 Like steady-state is opposite to dynamic, so is usually continuous to discrete-event. In continuous simulation, the state changes continuously. In discrete-eventsimulation, the state of the simulation can change only at specific points in time.The definitions of these two types of simulation do not include any informationabout the system that is modeled; a continuous system can be simulated with adiscrete-event simulation and vice versa. [1]
 In continuous simulation, the state changes are usually defined as a set ofdifferential equations between the state variables; given an initial condition,the differential equations, and inputs it is possible to define the state of thesimulation model at any time. Numerical methods, such as Runge-Kutta andDASSL (Differential Algebraic System Solver), are typically used to calculate thesimulation incrementally further in time in a step-by-step manner. [1]
 In discrete-event simulation, the state of the simulation can change only atdiscrete points in time, namely when an event occurs. The simulation advancesfrom the initial state to the time when the most imminent event is scheduled tooccur, then to the next event, and so on. At each event, the future event times arealso determined. Time steps between events are typically variable length, eventhough a fixed step size may be used as well. [1]
 2.2.3 Process Simulation
 The term process has a variety of definitions. In this context, the term is usedto denote such a series of events which aims at manufacturing products. Typi-cal examples of such processes include manufacturing chemical compounds,polymers, or food, and refining oil; that is, products are formed out of their rawingredients. Processes can be either continuous or batch processes. [2]
 A process simulation can be either steady-state or dynamic and either discrete-event or continuous. Usually process simulation is adopted in chemical processesbut also in power plants and similar facilities. A chemical process in its equilib-rium, for example, can often be modeled with a steady-state process simulation,
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 whereas the operation of a power plant may need to be modeled with a dynamicsimulation.
 2.2.4 Parallel and Distributed Simulation
 Traditionally, simulations have been computed sequentially which implies thatthere is no parallelization inside a time step. The concept that the computationcould be distributed was introduced in 1977 [3]. Distributing the workloadbetween multiple units leads to shorter simulation times. In addition, it is areasoned methodology since parallelism is often present also in many real-lifesystems [4]. Especially nowadays when parallel computing in regular PCs hasbecome a commonplace, parallel simulation has become essential to fully utilizethe processors.
 Even though parallel and distributed simulations are quite similar, theyhave a few differences. For the literature uses these terms ambiguously, themost often used definitions for these subjects are applied in this thesis: Theterm parallel simulation is used to denote a single simulation which is run onmultiple processors in a “parallel” fashion. The term distributed simulation is usedto denote multiple interconnected simulation executables which jointly form thecomplete simulation experiment and are run on separate machines.
 Most research around parallel and distributed simulation applies to discrete-event simulation. Such simulations are often referred as parallel discrete-eventsimulations (PDES). Studies around parallel and distributed simulation fordynamic simulations have been minor to and less universal than the researcharound PDES simulation. Not nearly as much basic theory has been publishedand the few studies available tend to be tailored for specific purpose simulations.
 2.2.5 Cooperative Simulation
 Cooperative simulation, or co-simulation for short, denotes to simulating a modelcomposed of multiple submodels which are built using different simulation soft-ware applications. The submodels together form the whole simulation model. [1]
 Co-simulation as such is generally not parallel simulation: the multiplesoftware applications may as well be run in a sequential fashion on one CPU(central processing unit). The difference between co-simulation and distributedsimulation is that a co-simulation does not necessarily run on multiple ma-chines and a distributed simulation is not necessarily executed using differentsimulation tools.
 Many simulation tools have the ability to utilize external simulation librariesor other units built with other simulators or programming languages. For

Page 23
                        

CHAPTER 2. COMPUTER SIMULATION TECHNOLOGY 9
 instance, a MATLAB [5] block can be included in a Vensim [6] simulation and aLabVIEW [7] simulation can be enhanced with a Python script. Examples oflarger co-simulation systems include various HW/SW (hardware / software) co-simulation frameworks and distributed interactive simulation environments (forexample SIMNET [8]). Even some generally applicable theory has been publishedof co-simulation: a methodology to interconnect multiple simulators or evenmultiple co-simulator clusters has been presented in the study by Wainer, Liu,and Jafer [9]. The study presents detailed descriptions of the whole co-simulationframework for PDES simulations.
 2.3 Synchronization
 The key problem in parallel, distributed, and co-operative simulation is tomanage how the multiple simulators can be run synchronously with eachother. In this section, a variety of synchronization techniques used in literatureare presented. The usefulness of these techniques for cooperative dynamicsimulation is also considered. In addition, issues that arise when designing asynchronization scheme are presented.
 In this thesis, the following definitions apply: In general, a co-operativesimulation has synchronization points, or sync points for short. A sync point is apoint in simulation time in which the separate simulators exchange data. Thetime period, in simulation time, between two adjacent sync points is called async interval. If all the sync intervals have a constant length, the co-simulationcan be called a fixed-step simulation, even when the individual simulations mayvary their internal step length within a sync interval.
 The most straightforward synchronization technique is to run the simulationsin a sequential manner: One simulation at a time proceeds one sync intervalahead after which it emits its data to other simulations. The sequential approachhas the benefit that the result of one iteration in one simulation can be utilized byother simulations before they have proceeded to the same sync point. In a studyconducted by Wunsche et al. [10] in 1997, two simulators were coupled togetherto study static and dynamic characteristics of integrated circuits. In their study,one of the simulators acted as a master and the other one as a slave. The masterchose the length of the simulation time step and made convergence estimation.The simulation was sequential; one simulator calculated one step further usingthe results from the other one after which the other simulator repeated the sameprocedure. The communication method between the simulators was to writeresults in a file where the other simulator could read them from.
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 Parallelization has been studied broadly among discrete-event simulation.Basically, PDES parallelization techniques can be divided into optimistic andconservative techniques. To be effective, optimistic techniques, such as the TimeWarp mechanism [11], typically require the assumption that communicationis needed only rarely. In dynamic simulation, the derivatives of the variablesin communication are usually non-zero and thus communication is usuallyneeded in all sync points. Therefore, optimistic techniques fit poorly for dynamicsimulation. Conservative techniques do not have this precondition, but theirperformance is poorer and less robust to changes in the simulation model. [1]Hence, it is not well advised to try to adapt any fine-grained parallelizationtechnique designed for PDES to dynamic simulation.
 Common to most of the studies around parallel and distributed simulation fordynamic simulations is that there is a scheduler, coordinator, or some other centralorchestrating unit apart from the simulators. This unit controls the execution ofthe simulations and typically mediates data between the simulations as well. In astudy by Krzhizhanovskaya et al. [12], for instance, a job manager system monitorsthe utilization rates of each processor and gives jobs for idling processors. Ina study by Brailsford et al. [13], a distributed simulation is coordinated by amiddleware software component, through which all communication betweenthe simulations occurs.
 A study by Santos et al. [14] presents a problem similar to the one in thisthesis: a dynamic process simulation model is divided into multiple submodelswhich are simulated in a distributed fashion. In the study, a server–clientarchitecture is used between a coordinating unit and the simulators, as is shownin Figure 2.1. The coordinating unit is waiting that all the simulators havereached the sync point, after which it transmits the variables in communicationby using reads and writes. When a simulator has received the write commandfrom the coordinator, it can start executing to the next sync point. The frameworkuses DCOM as the communication technology.
 The barrier synchronization technique used in parallel computing in generalcan be used also in synchronous simulation. In barrier synchronization, themultiple simulators run independently until they reach a common sync pointwhich they may not pass before all of the simulators have reached that barrier.This technique as such does not specify a method for the communication betweenthe processes. An example of barrier synchronization in simulation can be foundin a study by Nicol and Liu [15]. The study presents a PDES framework with ahybrid synchronization mechanism with the barrier approach being one of thetechniques used.
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 Figure 2.1: The sequence diagram of the synchronization mechanism in the study bySantos et al. [14]
 A co-simulation conducted in a parallel fashion leads to internal delays.This is well illustrated in Figure 2.1: A simulation does not obtain the result ofthe other until both of them have reached the sync point; this is contrary to asequential co-simulation or any simulation with no parallelization. This delaycan become an issue, for instance, in model based control: each output from thecontroller is given as input to the process model with a delay of one sync interval.This delay leads to error in the responses of the simulations and may lead tooscillation or, at worst, to the divergence of the whole co-simulation. In a studyby Garcia-Osorio and Ydstie [16], a co-simulation synchronization mechanism ispresented to tackle this problem: after the simulators have advanced to the sync
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 point, the magnitude of the error is calculated. If the error is above a predefinedmaximum level, the iteration is re-run with a shorter sync interval. The errorestimation and correction in detail is out of the scope of this thesis, though, andis thus not studied further.
 The time advance mechanism in a simulator is not necessarily always ableto advance exactly to the next sync point but instead to some near point afterthe sync point. Interpolation is one technique that can be used to overcomethis issue: the sync point value of a variable can be estimated with numericaltechniques. [17] If, however, the time steps of the multiple simulations can bechosen to be multiples of each other, this issue can be avoided by choosing thesync interval accordingly.
 2.4 Simulation Tools Used in This Work
 In this section, the simulation environments used in this work are introducedand their real-life application areas discussed. First, a modeling language calledModelica is presented. Secondly, OpenModelica, an open source simulationenvironment for the Modelica language, is presented. Thirdly, the dynamicprocess simulator Apros is presented. Finally, the two simulators are comparedwith each other.
 2.4.1 The Modelica Language
 Modelica is an open standard modeling and simulation language developed in aninternational effort started in 1996. The Modelica Association, an internationalnon-profit organization, has been developing the open standard since then. [18]The Modelica language is intended to be used in modeling the dynamic behavior oftechnical systems which consist of components from different domains. It can beused especially to model large, complex, and heterogeneous systems. It is anobject-oriented high level language which can be used with systems that needhigh computational performance. [19] The Modelica language has three keydifferences with regard to most other simulation languages. These features arediscussed in the following.
 First, in typical programming, modeling, and simulation languages, thefunctionality of a program is described with assignment sentences. When talkingabout physical equations, information is lost with such an approach. Modelica,however, is a declarative language using equations instead. The equations canbe algebraic, differential, or discrete. As an example, the first order differentialequation x = −ax,a = 1 can be written in Modelica as is shown in the following:
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 model SampleModel
 parameter Real a = 1;
 Real x;
 equation
 der(x) = -a * x;
 end SampleModel;
 To use equations implies that real-world physical objects can be modeled as suchin the language. Therefore, the modeler does not have to consider in which waythe equations are used, which would have to be done with languages allowingmere assignment. The generalization of the equations yields both simpler modelsand more efficient simulation. [19] [20]
 Secondly, most modeling languages are good at only a few technology do-mains. Modelica, however, can be used to model systems of different kinds. Systemssuch as electrical, mechanical, thermodynamic, hydraulic, biological, control,event, and real-time can be modeled and connected to each other to constructhybrid models. Moreover, Modelica is well suited for both low and high levelnumerical algorithms [21]. [19]
 Thirdly, Modelica is an object-oriented language with a general class concept.Added with the equation-based approach, it allows creating physically relevantand easy-to-use model components which are employed to support hierarchicalstructuring, reusability of components, and interoperability of ready-made modelblocks. In other words, the class concept facilitates reusing and exchangingmodels and model libraries. [19]
 There are numerous implementations of the Modelica language available.The commercial Modelica simulation environments include Dymola, Vertex,Converge, The Modelica SDK, MOSILAB, SimulationX, AMESim, MapleSim,MathModelica, and Modelica Physical Modeling Toolbox for MATLAB. In addi-tion to the commercial simulation environments, a number of non-commercialimplementations exist as well. These include JModelica.org, Modelicac, Open-Modelica, and SimForge. [18] In this thesis, only OpenModelica is discussedmore deeply, even though the uses of some of the other environments are viewedin this subsection.
 As a general domain modeling language, the Modelica language can be used tomodel various types of technical systems. Industries applying the various Model-ica environments include, but are not limited to, the following [22] [23] [24] [25]:
 • automotive,
 • shipbuilding,
 • aerospace,
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 • robotics and mechatronics,
 • precision instrument development,
 • machine design,
 • electronics,
 • power plant industry,
 • oil and gas industry,
 • medical science,
 • system biology, and
 • education.
 A few examples of technical domains in which Modelica has been used arelisted to give a scope of the divergence of the application area of Modelica. Theexamples are picked from customer references of Modelica tools [22] [24] [25]and are as follows:
 • electronic circuit simulation,
 • optimizing process control,
 • improving energy efficiency,
 • dynamic models development and analysis,
 • improve fault location techniques,
 • 3-D biomechanical modeling, and
 • evaluating different operation strategies.
 2.4.2 OpenModelica
 OpenModelica is an open-source environment, the purpose of which is to providetools for building, compiling, and simulating models made using the Modelicalanguage. It is intended to respond to both industrial and academic demands.The development and promotion of OpenModelica is supported by the nonprofitorganization Open Source Modelica Consortium (OSMC). [26] [27]
 The OpenModelica system has both short-term and long-term goals. Theshort-term goals include developing an efficient interactive computational envi-ronment for the Modelica language and a rather complete implementation of the
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 language. The main long-term goal is to have a complete reference implementa-tion of the Modelica language, including simulation of equation based modelsand additional facilities in the programming environment. The long-term goalsalso include convenient facilities for research and experimentation in languagedesign or other research activities. To achieve the performance and quality ofthe commercial products is not a goal of OpenModelica, though. [21]
 OpenModelica can be utilized as such to build and simulate Modelica models.In addition, since being free software, OpenModelica or parts of it can beintegrated into existing systems as plugins or developed further by the userto better fit for the target system [21]. In the Simantics software platform, forinstance, this sort of a plugin approach is utilized [28].
 Scalability has been a key point in the development of OpenModelica for acouple of years [29] [30] [31]. The better the scalability, the larger models can besimulated. One goal of the experimental part of this thesis is a well-scalableimplementation for both the OPC UA server and the synchronization of theserver–server connection.
 Prior to the OPC interfaces implementation in OpenModelica, the OpenMod-elica Interactive (OMI) interface has been the solution for I/O in OpenModelica.The interface is very simple enabling only the most basic communication. Afterthe initiation sequence, the OMI interface provides only the following functional-ities: the simulation can be started, interrupted, stopped, or rewound to a specifictime and parameter values of the simulation can be changed. In addition, OMIsends the values of the monitored parameters to the client after every simulationstep. No browsing can be done through OMI, nor does it provide any metadata.Even though OMI utilizes TCP/IP protocol (Transmission Control Protocol /Internet Protocol), it uses strings of characters for all data. Thus, the performanceof OMI is fairly poor if larger amounts of data must be transferred. [32]
 The importance of OpenModelica in industry is only starting to grow andis not nearly at the same level as its commercial counterparts. OpenModel-ica has been adopted in a larger scale only in academic usage. At the endof 2010 there were 18 members from industry and 14 from universities inOSMC [27]. As the amount of company members in the OMSC has been growingsteadily [29] [30] [31], it could be predicted that industry will be increasinglyadopting OpenModelica in the future. A couple of case examples in whichOpenModelica has been used are as follows:
 • interactive simulations of technical systems in a virtual reality environ-ment [33],
 • dynamic simulation of chemical engineering systems [34],
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 • modeling Petri nets [35], and
 • fluid simulation and optimization [36].
 As OpenModelica is open source software, it has been integrated as anextension to the simulation platforms Simantics by VTT [28], D&C Engine byBosch Rexroth [37], and MathModelica Lite by MathCore [38]. In Simantics,OpenModelica is also utilized as the solver of the system dynamics tool.
 2.4.3 Apros
 Apros software is multifunctional software for modeling and dynamic simulationof processes and different power plants. It is intended to be used to model andsimulate a whole power plant or other process. Apros is developed by Fortum(formerly known as Imatran voima) and VTT. It was first introduced in 1986 andhas been developed further since then.
 The applications of Apros primarily include simulating power plants, bothconventional and nuclear. It is also used in some other types of simulation suchas batch production. In addition, users of Apros include automation suppliers,paper mills and solid oxide fuel cell system developers, among others. [39] Aproshas also been subject for research: a number of theses which either utilize orstudy Apros have been written in Finnish Universities.
 Apros has several ways of communicating with external applications. Theclassic OPC DA is one of these methods: The Apros frontend implements theAdda interface. Adda is a proprietary interface with data access and simulationcontrol functionalities. OPCDAKit is a dynamic-link library (DLL) included inApros which maps the Adda interface to the OPC DA interface. In additionto the OPC DA interface, OPCDAKit implements the Simulation Control (SC)interface. The Simulation Control interface is used alongside with OPC DA tocontrol the simulation. The Adda interface is described more thoroughly inSubsection 6.1.1.
 The application area of Apros is much narrower than that of Modelica andOpenModelica. Likewise with Modelica, the user base of Apros is global: there areApros installations in 26 countries. These installations are used in development,research, analysis, operator training, and teaching. The most notable applicationsof Apros include the following [40] [41]:
 • combustion power plants,
 • fossil power plants,
 • thermal power plants,
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 • nuclear power plants,
 • a fuel cell power plant,
 • a desulphurization plant,
 • a combined cycle gas turbine power plant,
 • a heat transport system [42], and
 • a ship engine room.
 2.4.4 Comparison
 Both OpenModelica and Apros are continuous dynamic simulation software.Even though OpenModelica has been intended for both industrial and academicusage, it has mostly been applied in the latter. Being open source enablesOpenModelica to be used more freely. For instance, OpenModelica can bemodified by end users to suit their needs better, used in education, or utilized inprojects with less funding or which only want to test the feasibility of simulationas a tool. In contrast, Apros is mostly used in industry. It is clearly more suitablefor larger projects with the focus being strongly on power plants.
 The strong points of Apros lie on process simulation. Apros has more exten-sive tools, algorithms, and libraries for, for instance, two phase flow phenomenaat power plants. The tools have also been validated with real-world systems.The purpose-made tools include safety analysis, process design, training, andautomation testing. The libraries have a wide set of components, such as pipes,valves, and pumps. In addition, Apros includes ready-made models of higherlevel components, such as heat-exchangers and reactors. [43]
 OpenModelica is a more general domain simulation environment than Apros.However, it does not yet fully implement all features of the Modelica language,let alone provide as efficient implementation as the most advanced commercialModelica environments. On the other hand, OpenModelica has its strong points,too. For example, it provides more flexibility than Apros for own algorithmdevelopment. [44]
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 OPC Interfaces
 OPC1 is an established interface specification for accessing field devices withincontrol and automation systems; it has become a de facto standard throughoutthe industry [45]. OPC UA (OPC Unified Architecture) is the update specificationfor the classic OPC. It was developed to improve the classic OPC and to unifyits functionalities under one interface. In this chapter, the OPC interfaces arepresented: the classic OPC is discussed only briefly as the main focus of boththis chapter and the whole thesis is on OPC UA.
 To avoid confusion, hereinafter in this thesis the term classic OPC is used todenote the set of OPC interfaces based on Microsoft technologies. The classicOPC is discussed in Section 3.1. When speaking of the OPC interfaces, both theclassic OPC and OPC UA are included.
 3.1 Classic OPC
 The classic OPC is a set of specifications which defines a common interfacefor communication between different software packages and hardware devices.Its purpose is to enable the connection between factory floor devices andmonitoring and control software applications in the domain of process controland manufacturing automation systems. In this section, the classic OPC isintroduced: the technology upon which it is build is viewed and its applicationsare presented. Finally one of the classic OPC specifications, OPC Data eXchange, isintroduced. OPC Data eXchange is a specification responsible for communicationbetween applications on the same hierarchical level.
 1The acronym OPC used to stand for Object Linking and Embedding (OLE) for Process Control.At present, it denotes open connectivity via open standards.
 18
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 3.1.1 Basis and Applications
 From the beginning, the classic OPC was intended to be used to transfer real-time data between devices and display clients used in automation and controlapplications. The devices were usually programmable logic controllers (PLC) ordistributed control systems (DCS). The display clients were supervisory control anddata acquisition (SCADA) systems and human machine interfaces (HMI). Later theset of specifications was extended for other types of applications as well. Thespecifications define a standard set of objects, interfaces, and methods whichenable vendor-independent interoperability between software and hardware [46].Today, the classic OPC is the de facto standard for industrial integration andprocess information sharing [45]. [47]
 The classic OPC technology was built upon the OLE, COM (Component ObjectModel) and DCOM (Distributed Component Object Model) technologies developedby Microsoft. These technologies specify interfaces that can be used in passingobjects between processes. The processes can be implemented in differentprogramming languages and may be either located on the same computer orcommunicating over a network connection.
 The classic OPC is based on a server–client architecture. A typical use casefor the classic OPC is that a software application acts as a client communicatingwith a separate server application. The server application is coupled with ahardware device enabling an access to the device. The client sends requeststo the server which in turn processes the request and sends a response backto the client. These requests can be, for example, reading values or sendingcommands. [47]
 The original motivation for developing the classic OPC was to solve the socalled “I/O driver problem”: without a common interface a special purpose drivermust be written for each application–device pair, as depicted in Figure 3.1(a).With the classic OPC, each application and server needs to implement only onecommon interface (Figure 3.1(b)). In large and complex systems it would bepractically impossible to operate with an individual driver for each such pair.
 The first and the most commonly used of the classic OPC specifications isOPC Data Access (OPC DA). It provides means for real-time data access to theunderlying system behind the OPC DA server. In addition, it defines the generalconcepts of the classic OPC used also by the other parts of the specification.
 OPC DA can be seen as a solution to the original I/O driver problem. However,as the classic OPC was wanted to be used in different application areas, a set ofnew specifications was needed. One of these specifications is OPC Data eXchange.It is a specification which defines the communication between two OPC servers.OPC Data eXchange is described further in the next subsection.
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 (a) Without OPC (b) With OPC
 Figure 3.1: Software applications are connected to hardware devices using eitherspecial purpose drivers or the classic OPC. [48]
 3.1.2 OPC Data eXchange
 OPC Data eXchange, abbreviated as OPC DX, is a specification part of the classicOPC. OPC DX is intended to be used for communication between applications onthe same hierarchical level. Whereas OPC DA defines a server–client connection,OPC DX defines a communication method between two servers. It definesabstract services to configure the communication between one OPC DX serverand one or more OPC DA and OPC DX servers. This subsection summarizes thekey features of the OPC DX specification [49].
 Figure 3.2(a) depicts a typical configuration between OPC DA servers andclients without any OPC DX capabilities: only server–client connections exist.With this connection configuration, any data sent from one OPC DA server toanother must pass through OPC DA clients on the enterprise level. OPC DXadds the possibility to interconnect the servers on the same hierarchical levelwithout an intermediate client. In Figure 3.2(b), the OPC DX servers can receivedata from any OPC DX or OPC DA servers.
 Figure 3.3 depicts the high level architecture of an OPC DX server and itsdependencies to other entities. The connection scheme consists of a source server,a target server, configuration clients, and ordinary OPC DA clients. The sourceserver can be either an OPC DA or an OPC DX server, whereas the target server isan OPC DX server. The configuration clients are ordinary OPC DA clients withthe capability to configure the target OPC DX server using the services definedin the OPC DX specification. Both configuration clients and ordinary clientscan use the OPC DA interfaces of both the source and the target server in anordinary fashion. Generally, multiple source servers may be connected to a target
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 (a) Vertical integration using OPC DA [48]
 (b) Vertical and horizontal integration of OPC DA and OPC DX servers and clients [48]
 Figure 3.2: OPC DX adds horizontal server–server connection capability to the classicOPC. [49]
 OPC DX server. For simplicity, an assembly with only one such server–serverconnection is discussed in the following.
 A connection between a source and a target server is established by the targetOPC DX server. From the viewpoint of the source server, the target OPC DXserver initiates the communication as any OPC DA client. The further operationis defined by the DXConnection items within the Connection database of thetarget server. Each DXConnection defines a connection between one source andone target item. A source item is an item inside the source server and a targetitem is the respective item inside the target server. The target OPC DX serveris responsible for updating the target item when a change in the respectivesource item occurs. This is achieved by using the OPC DA read and subscriptionfunctionalities. Target items are shown to all OPC DA and OPC DX clients asany ordinary items within the target OPC DX server address space.
 Configuration clients can configure the connection between the target OPCDX server and the source server; they are used to map source items to targetitems and define the properties of such connections. These properties include,
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 Figure 3.3: A connection between a source and a target item is established betweenclassic OPC DX and OPC DA servers. [49]
 among others, the update rate. Additionally, configuration clients can specifythe organization of the DXConnection items in the address space of the targetOPC DX server.
 3.2 OPC Unified Architecture
 Even though the classic OPC is widely adopted in industry, it has its weaknesses.OPC Unified Architecture (OPC UA) is a new specification whose purpose isto improve the classic OPC. OPC UA is not a new supplemental part for thealready fragmented classic OPC specification but a unifying specification basedon a new, different architecture. OPC UA is intended to be used wherever theclassic OPC can be used and also in domains not suited for the classic OPC.
 OPC UA combines the functionalities of the different parts of the classicOPC under one specification adding new features as well. A completely newarchitecture has been adopted in OPC UA; the technology behind the classicOPC is becoming obsolete and does not allow all the improvements and featuresneeded in the new specification. In addition, the base technology behind OPCUA has been chosen to enable forward compatibility with future technologiesand to add new features. [50]
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 In the following of this section, the OPC UA interface is introduced from amore practical viewpoint: the capabilities of the technology are discussed andcompared with the classic OPC. In addition, the uses of OPC UA are considered:the applications, relevance, current status of the development, and wideness ofthe installment base of OPC UA are reviewed. The functionalities provided bythe OPC UA interface are discussed in a more detailed fashion in Section 3.3.
 3.2.1 Technical Differences between the Classic OPC and OPCUA
 Even though the higher level functionalities of OPC UA are similar to theequivalents of the classic OPC, the technical differences beneath the surface aresubstantial. In this subsection, the most important technical differences betweenthe classic OPC and OPC UA are examined on a higher level. The benefits thatresult for an end user are discussed in the next subsection. In addition to whatis presented here, OPC UA introduces several fixes to the classic OPC and anumber of new features.
 Instead of the DCOM technology, OPC UA is based on service oriented approach(SOA) paradigm: an OPC UA server exposes all of its functionalities as sets ofservices which can be used by OPC UA clients. The specification defines twodifferent protocols for communication between a server and a client: XML WS(Web services), which is a widely used standard technology in communicationbetween computers, and UA Native, a special purpose binary representation.The XML WS based protocol enables communication with any system thatcan communicate using Web services. UA Native enhances the speed of theconnection at the expense of flexibility. [45]
 The data structure of OPC UA has been completely reformed to allow richerdefinition of the underlying system. The main differences are as follows. First,the nodes in the information models of OPC UA form a mesh network unlike thetreelike structure used in the classic OPC. Secondly, the amount of metadata hasincreased vastly: the actual measurement data is described by a great amount ofstructural, semantic, and diagnosis data [45]. Thirdly, OPC UA has a class conceptsupported. Real-world items can be modeled as instances of classes (also knownas objects). A similar approach is commonplace in object-oriented programminglanguages. The class concept allows custom types to be defined; even real-worldobjects such as actuators and sensors can be types [51]. A more detailed view ofthe data structure of OPC UA is discussed in Subsection 3.3.1.
 OPC UA emphasizes security. Unlike in the classic OPC, in OPC UA thesecurity mechanisms are a fixed part of the communication. In OPC UA, security,

Page 38
                        

CHAPTER 3. OPC INTERFACES 24
 reliability, and AAA (authentication, authorization, and accounting) are fullyintegrated into the specification. The level of security that is provided is sufficientto enable safe use over an Internet connection. With the security servicesimplemented in the communication protocol, an application programmer doesnot need to pay much attention to it. [45] Nevertheless, for systems with tightperformance requirements, it is still possible to switch the security off [52].
 3.2.2 Advantages and Uses
 The technical differences allow OPC UA to be used in a broader field of applica-tion areas than the classic OPC. In this subsection, the advantages of OPC UAare discussed from a more practical view. In addition, application areas of OPCUA are presented. Lastly, case examples of real-world applications are presented.
 The platform independence is one of the major benefits of OPC UA comparedwith the classic OPC. It enables OPC UA to be used in various platforms. TheSOA architecture provides interoperability among many types of devices [45].With a wide diversity of devices such as PLCs, intelligent modules, and evenembedded devices supporting Web services, the potential installation base ofOPC UA servers is much wider than that of classic OPC servers [53]. Therefore,OPC UA can be used in connecting not only a hardware device with a softwareapplication but also a software application to another software application oreven a hardware device to another hardware device.
 The classic OPC can be used mainly in the plant floor network and theoperations network of a factory for vertical integration. For any other communi-cation, the classic OPC is quite impracticable. An advantage of OPC UA is itscapability to integrate an overall information system of a company (Figure 3.4).This capability is due to the information model of OPC UA containing not onlythe values of the variables of the system but also a large amount of metadatadescribing the variables and their interdependencies in the system. Hence, theinformation acquired from the factory floor level can be utilized with ease evenby higher level systems. With Web services as the basis of communication, thisallows the overall information system of the factory to be integrated by usingmerely the OPC UA specification as the means of communication. This suggeststhat there can be a connection all the way from the factory floor devices throughthe process control systems (SCADA, HMI) and up to the process and businessmanagement systems, or even to systems in partner companies. [45]
 Figure 3.4 shows an example of a company information system communi-cating via the OPC UA interface. The PLCs, DCSs, and other data acquisitionsystems which control the factory floor devices are connected vertically withHMI and SCADA systems using the plant floor network. The plant floor network
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 Figure 3.4: A typical information system of a company integrated with OPC UA
 is integrated to the operations network through an aggregating OPC UA server.The purpose of the aggregating server is to provide higher level functionalitiesfor upper level systems, such as manufacturing execution systems (MES), andexpose them through the OPC UA interface. The operations network is in turnconnected to the corporate network via another OPC UA server in order toprovide the enterprise resource planning (ERP) systems with the desired function-alities. This server can also be utilized by external clients beyond an Internetconnection.
 The platform independence and the elaborate information model alonedo not ensure safe usage over networks. A data system of a company is oftendistributed also to the outside of a factory and may be controlled through anInternet connection. The use of Web services with efficient security proceduresallows OPC UA to be used over network connections as well [45]. Hence, theconnection between field devices and ERP systems can be established usingready existing multipurpose physical data connections.
 The amount of new features allows OPC UA to be used in a much wider areaof applications. However, one of the goals in the development process of OPC
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 UA was to retain all of the functionalities of the classic OPC [54]. Hence, OPCUA can be used practically wherever the classic OPC can be used. As the classicOPC has already a broad adopter base, it is also crucially important for the newspecification that the migration to the new specification is made easy. Thereby,the backward compatibility between the two specifications has been ensured: ageneral-purpose middleware can be used to map the classic OPC interface toOPC UA interface [45].
 Some real-world applications that already utilize OPC UA are presented inthe following. These examples show the diversity of different application areasfor which OPC UA is suitable:
 • In Alpha Ventus Offshore Windfarm, OPC UA is used in communicationbetween the offshore windmills and the onshore monitoring and controlsystems.
 • xPAT (eXtended Process Analytical Technology) by ABB uses OPC UA andADI to connect different types of analyzer devices. The system is alreadyrunning at multiple customer sites.
 • Arburg uses OPC UA for high level application integration to VxWorksbased PLCs which control molding machines.
 • In Miele, OPC UA is used for connection between HMIs and PLCs over anInternet connection.
 • In Swedwood Almhult, OPC UA is used for a basic communication withina factory PLCs and control systems.
 • NTE Systems uses OPC UA in energy monitoring and telecontrol in the en-ergy system of multiple apartment houses over an Internet connection. [55]
 The adoption of OPC UA in real-world applications is only starting. Nevertheless,the aforementioned case examples show that there is a demand for OPC UAespecially for installments in domains that are not very well suited for the classicOPC.
 3.2.3 Disadvantages and Criticism
 OPC UA has certain disadvantages compared with the classic OPC. Many ofthem are practical aspects which are due to the novelty and the extent of thenew specification. One of the major concerns of the new technology, though, isthe performance. The main performance issues concern data transmission andcomputational requirements.
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 The transfer rates of data networks are constantly increasing but so are systemrequirements. With text-based XML messages used in transferring information, asubstantial amount of the bandwidth is wasted from the information throughputviewpoint. Thus, transferring a certain amount of information is slower thanwith the classic OPC; with large quantities of data, the classic OPC can beroughly 20 times faster [50]. To remedy the slow transfer rate, the UA Nativebinary representation can be used. It provides much faster communication; thespeed is nearly the same if not higher than with the DCOM technology [56].Since the Web services technology is supported by many of hardware devicesand software applications on the market, the use of the binary representationdecreases interoperability and additional work is needed to interpret the binaryrepresentation. Hence, the UA Native protocol is at its best in applications withhigh information transfer requirements.
 The other performance issue is security. The practice has shown that securityfunctions require a huge amount of processor time. The security can be turnedoff but then other practices need to be used to ensure the trustworthiness of theconnection. A study by Cavalieri et al. [57] has concluded that using securitycan take 3 to 15 times as long as without security with small amounts of data.However, with data packages of more than one kilobyte the difference becomesmuch smaller: a connection with security takes only double of the time than aconnection without security.
 For an application programmer, the new specification gives additional work-load. Because of the extent and elaborateness of the specification, plenty of workhas to be done even when creating small applications [58]. Even though thewhole interface does not need to be implemented, the amount of work to achieveat least some minimal functionality is much greater than with the classic OPC.The OPC Foundation offers help by providing communication stack referenceimplementations in C, C#, and Java languages and sample client and serverapplications for C#. However, to build a software application upon a merecommunication stack is very time-consuming. If C, C++, or Java is chosen as thelanguage, using a commercial product to implement the required service sets ispractically mandatory.
 Another issue is the installed base. Since OPC UA is a fairly recent specifica-tion, not as many products support OPC UA than the classic OPC. Thus, theinteroperability cannot be fully utilized. There is no guarantee that OPC UA willgain a status similar to that of its predecessor. Only time will tell whether thenew features will prove to be necessary enough that users of old systems willchange over from the classic OPC to OPC UA and new systems will be designed
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 with OPC UA as the means of communication. The current status of this topic isdiscussed in the next subsection.
 3.2.4 Status and Future Development
 In this section, the status of OPC UA is presented from two different viewpoints.First, the status of the specification itself is presented. Secondly, the status ofOPC UA products available is viewed. The following presentation is based onthe status of November 2011.
 The 13 parts of OPC UA are shown in Figure 3.5. All the core specifications,that is the first 11 parts, of OPC UA have been released. The parts 12 and 13have been published as drafts only and are still under development. They areplanned to be released in 2012. The released parts are also still being improved:clarifications as well as new features and enhancements are being added. [59]
 Figure 3.5: The 13 parts of the OPC UA specification [60]
 One of the targets for OPC UA is that it will become an IEC standard (Interna-tional Electrotechnical Commission standard). The parts 1 through 6 and 8 havebeen released as the IEC 62541 standard. Parts 7, 9, and 10 are waiting for thefinal voting and will presumably be released in April 2012. The standardizationof the last three parts is planned after 2012. [59]
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 The companion specifications are an important element of OPC UA. Thesespecifications provide standardized domain-specific information models whichcan be used to connect different applications within the information level of afactory. The four released companion specifications are DI (OPC UA for Devices),ADI (Analyzer Device Integration), FDI (Field Device Integration), and OPC UAfor IEC 61131-3. [59]
 The number of OPC UA products available is increasing but is still only abouta tenth of the number of classic OPC products. [48] However, the migration fromthe classic OPC to OPC UA is strong: most of the major OPC server and clientvendors have changed to OPC UA [61]. For the first time in 2011, the amount ofnew OPC UA products was greater than that of new classic OPC products. At themoment, however, use cases in real environments are only starting. Nevertheless,automotive and chemical companies, for instance, are evaluating OPC UA intheir use cases. [59]
 The classic OPC is the strongest competitor of OPC UA. It is estimated thatthe classic OPC is sufficient for about 80 % of industrial integration needs. Hence,there is usually no need to replace an existing classic OPC installation withan OPC UA equivalent. Typical applications for OPC UA are such for whicha classic OPC implementation would be impractical or impossible. On onehand, these applications are such that need low level communication betweenfield devices. On the other hand, OPC UA is much better suited for high levelcommunication in factory management level systems with different operatingsystems and programming languages. [62]
 One of the goals of OPC UA is that it can be used for communication in allinformation levels in a factory. At the moment, many MES and ERP systemvendors have implemented the OPC UA interface in their products. However, theproblem is that currently the products on the lower levels are not yet providedwith the OPC UA interface. [63] A framework for connecting a whole factoryusing OPC UA is being developed by companies such as Valio and Neste Jacobs.The target is that all connections between the numerous devices and applicationsin a whole factory will rely mainly on OPC UA. Both horizontal and verticalconnections are being developed to replace the wide variety of communicationinterfaces used at the moment. [64] [65]
 One of the target application areas of OPC UA is embedded products. Theplatform independence of OPC UA has allowed installations for Windows, Linux,Android, and Apple iPhone and iPad, among others. For iPad, for instance,maintenance and configuration applications have been developed. [66] TheOPC UA for IEC 61131-3 companion specification allows PLC–PLC connectionbetween devices of different vendors, and thus no additional target PCs are
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 required [63]. Companies such as Beckhoff Automation and Bosch Rexroth,among others, are currently developing OPC UA for IEC 61131-3 products andfirst of them are already available. [59] [61]
 3.3 Functionalities of OPC UA – a Detailed View
 In the previous section, OPC UA was compared with the classic OPC and itshigher level properties were discussed. In this section, a more detailed view of thefunctionalities provided by the OPC UA interface is presented. The specificationis very large and thus only the most relevant concepts of the interface arediscussed. The emphasis is on areas which have greater importance for thiswork.
 3.3.1 Address Space Model
 For a deeper understanding about the functionalities the OPC UA interfaceprovides, a short introductory to the address space model of OPC UA is given,along with a simple example. An OPC UA server contains an address spacemodel which is a representation of the real system behind. The precise definitionof the address space model can be found in the OPC UA Specification Part 3:Address Space Model [67].
 The OPC UA address space model contains plenty of metadata which canbe used to describe the properties of the various items and phenomena of thereal-world system. As briefly mentioned before, a user can create self-madetypes to define the items in the system. These types define the general propertiesof the items they are associated with, not any specific data of a certain item.As an example, a ThermometerType type could be created to describe a generaltemperature sensor object and how it is linked with other parts of the system.
 The address space of OPC UA consists of nodes. Each node belongs to a nodeclass (Variable, Object, or Method, for instance) specialized from the BaseNode class,as is depicted in Figure 3.6. For example, the ThermometerType type definitionpresented above would belong to the ObjectType node class since it describesthe properties of an object. Based on the type definition, a thermometer object,belonging to the Object node class, can be instantiated to represent a temperaturesensor in a real-world system. Nodes are in relation to other nodes via references.In this way, individual nodes can be linked together in the address space modelin a similar fashion to how their counterparts are connected in the real world.For example, a thermometer object could be connected to its temperature variable.The relation could be defined as temperature being a component of thermometer.
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 Figure 3.6: A node in the OPC UA address space model belongs to one of the nodeclasses and has a fixed set of attributes depending on the node class. [51]
 Nodes have attributes. Attributes serve as the descriptions of a given node.The use of attributes is strictly fixed and is defined by the node class, whichprevents the user from creating or using custom attributes. For example, thetemperature of a thermometer has a Value attribute (each variable has a Valueattribute) which contains a floating point number, such as 22.0, expressing theresult of the measurement.
 Figure 3.7 shows a slightly reduced view of the address space of the OPC UAserver in the thermometer example. The address space has a root node, markedwith a slash (/), of which type definition is FolderType; such nodes can be calledfolders. The root node organizes Objects and Types of which type definition is alsoFolderType. The Types folder contains all the type information needed to describethe system, including definitions for folders, thermometers, and temperatures.The Objects folder contains the objects and the variables of the system. In thisexample, there is only one object, namely thermometer, which in turn has aHasComponent reference to temperature. Both thermometer and temperature have
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 Figure 3.7: The address space of the thermometer example
 references to their definitions organized by the Types folder. The reading ofthermometer is shown in the Value attribute of temperature. Even though not infull view, all the other nodes as well include a defined set of attributes.
 Even when the data structure of the address space is a graph, it can beflattened to a tree. Hence, the address space of OPC UA can model treelikestructures as well as be viewed by software understanding merely treelikestructures. The discussed thermometer example, for instance, can be flattened toa tree by making copies of such structures to which more than one reference ispointing. For example, the TemperatureType type is referenced by both temperatureand ThermometerType nodes. Hence, two TemperatureType types need to becreated, one for each node to be referenced by.
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 3.3.2 Services
 The functionalities that OPC UA provides are called services. These servicesare grouped into service sets. The services are described in more detail froman abstract point of view in OPC UA specification Part 4: Services [68]. Inthe following, the service sets are further grouped to correspond better to thefunctionalities shown to end users.
 • The Discovery, SecureChannel, and the Session service sets are used inestablishing and maintaining the communication channel. The Discoveryservice set is used to obtain information about a server, the SecureChannelservice set to open the connection between a client and a server, and theSession service set to handle the connection in the context of a session.These service sets are not discussed further.
 • The View and Query service sets can be used to browse the address space.These services enable discovering the objects, variables, and the methodsin the address space in addition to their relationships and attributes. Usingthese services is somewhat analogous to browsing a file system of anoperating system, the difference being that in this case the data system is amesh network instead of a tree. The two service sets enable acquiring thereal-time state of the address space. Additionally, they allow accessing theaddress space of a certain point in time in history.
 • The Attribute service set allows reading and writing the values of attributes,including the Value attribute. The service set allows also an access to thehistory of attributes and events.
 • The Method service set allows calling methods of objects. The most im-portant methods in the scope of this project are simulation control andsynchronization methods such as starting, interrupting, and continuingthe simulation.
 • The MonitoredItem and Subscription service sets are responsible for mon-itoring the values of attributes. The monitoring can be based on eitherpolling or events. A basic use case in the polling-based approach is thatthe OPC UA server publishes the value of an item being monitored at auser-defined interval. In an event-based approach, the value of the itembeing monitored is published to the client when a large enough change inthe value has occurred. Additionally, there are a numerous other ways touse the service sets; these different modes of operation are not describedfurther in this thesis.
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 • The NodeManagement service set provides tools for adding and deletingnodes and references between them. In the scope of this project, this featureis not used and shall thus not be further discussed.
 3.3.3 Exchanging Data
 OPC UA does not include a data exchange specification similar to the clas-sic OPC DX presented in Subsection 3.1.2. Neither does OPC UA specify ageneral scheme for server–server connection. The Aggregates part of the OPCUA specification [69] is the only one that defines one type of a server–serverarchitecture.
 The main purpose of the Aggregates specification is to provide aggregateinformation from multiple sources of raw data. It defines a number of aggregateobjects, functions, and data types. An aggregate server uses browse, read, andsubscription to obtain data from its underlying OPC UA servers. It uses this datato calculate the values of the variables in its own address space. The aggregationis hidden from the clients: a client browsing an aggregating server does notimplicitly know whether the server is an aggregating server. An aggregatingserver can be used, for example, to calculate the average value of a variable intime. Another example is to combine multiple variables in multiple servers tocalculate the value of an aggregating variable. [69]
 Data exchange is intended to be based on server aggregation in OPCUA [69] [70]. However, using such an approach leads to different behaviorto that of the classic OPC DX. The variables in the underlying server are shownas any nodes in the address space of the aggregating server. Any service call froman OPC UA client is passed through the aggregating server to the underlyingserver; that is, a read operation will read the variable in the underlying serverand a subscription will monitor the real item on the underlying server. Thisis different from the classic OPC DX specification where the OPC DX servermaintains local copies of the source items. Hence, any read in OPC DX serverwill read the value of the target item instead of acquiring the current value ofthe source item.
 Alternatively for the Aggregates specification, a proprietary architecturefor data exchange can be developed. One way is to create an external OPC UAclient to manage all communication between the servers. This method will leadto increased overhead in data transfer, though. Another way is to equip theOPC UA servers with ordinary OPC UA client capabilities. The servers can thencommunicate with each other without any excess middleware. In both of thesesolutions, variable values in the clients depend on the update rate they use tosubscribe the variables in the other OPC UA servers.
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 Little is currently being done to define a common specification for DX-likefunctionality in OPC UA by the OPC Foundation. At the writing of this thesis,nothing about the subject has been published. Nevertheless, there is intention todevelop a common means for such data exchange in the future, at least to someextent. [71]
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 Research Approach
 The experimental part of this thesis consists of designing and implementing thesynchronization mechanism of the co-simulation environment and of testingits operation. This chapter introduces the items that are implemented and thetests that are used to evaluate the implementation. In addition, the tools andequipment used in this work are presented.
 4.1 Design and Implementation
 Creating the synchronization mechanism consists of the following subtasks:
 1. Developing the OPC UA server interfaces for OpenModelica and Apros
 Within the co-simulation environment, the simulators communicate witheach other solely via OPC UA. In addition, OPC UA interface enhances thesimulators with a standard I/O interface. External applications can accessand control the simulators via OPC UA.
 2. Developing the OPC UA client interfaces for OpenModelica and Apros
 Within the co-simulation environment, the simulators can access andcontrol other simulators using the OPC UA client. Additionally, the OPCUA client features allow OpenModelica and Apros to access and controlapplications implementing the OPC UA server interface.
 3. Designing and implementing how multiple simulators are synchro-nized
 The design and implementation of the synchronization utilizes server–server OPC UA connection between Apros and OpenModelica simulations.The synchronization mechanism is designed to support any topology ofsimulators, even with cyclic connections. The most important aspect in the
 36
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 implementation is to develop the core components of the synchronizationwith a high performance in communication.
 4. Designing and implementing how the connection between the simula-tors is managed
 The connection between the multiple simulations is configured and storedby an ad hoc proprietary software component embedded in the co-simulationenvironment. The connection can be configured through the OPC UAservers of the simulators.
 The chosen design and its rationale are presented in Chapter 5 on a higherlevel. In Chapter 6, the implementation is presented with a more technicalviewpoint.
 4.2 Tests
 The design and implementation need to be tested in order to achieve the goalsset in the introductory chapter. These tests are shortly described in this section.The objective of the tests is to ensure that the core functionalities of the im-plementation operate adequately. The more detailed descriptions of the tests,including the results and discussion, are presented in Chapter 7.
 In the basic control model co-simulation test, a simple co-simulation experi-ment is run in order to make a simple quality evaluation of the co-simulationenvironment. The response of the co-simulation is reflected against the responseof the equivalent simulation done with only one simulator. The purpose of thistest is to acquire some general knowledge on the effects caused by the division ofthe simulation model.
 The scalability test measures the scalability of the communication in theco-simulation mechanism implementation. In other words, the test aims atdetermining the maximum amount of items in the communication between themultiple simulators. The publish rate of the connection is also examined. Thepurpose of this test is to determine the feasibility of utilizing the implementedsynchronization mechanism with larger co-simulation models.
 One goal of this work is to manage a co-simulation with more than twosimulators. The topology of a co-simulation describes the interconnectionsbetween the multiple simulators. The multiple simulators can be connectedtogether in a number of different topologies. Thus, to evaluate whether theco-simulation environment operates properly with multiple simulators, differenttopologies of simulator connections must be tested.
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 The OPC UA server as such is not tested in this work. However, the scalabilitytests conducted with the co-simulation environment can be used to do certainconclusions about the plain OPC UA server as well.
 4.3 Tools
 In this section, the most important tools used in the experimental part of thisthesis are presented. In addition to the software, the basics of the hardware arepresented to help evaluate the test results.
 The computer on which the tests have been run is Intel Core™2 Duo CPUE8400 @ 3.00 GHz, 3.21 GB RAM. The implementation is running on WindowsXP Professional Version 2002 Service Pack 3. OpenModelica is compiled withMinGW and Apros and the OPC UA and synchronization implementation withVisual Studio 8 and 9.
 The latest version of Apros is Apros 6 which has radical changes from theprevious version. Instead of Apros 6, however, Apros 5.10.02 is being used inthis work since the means for implementing the OPC interfaces in Apros 6 is yetundecided. The OpenModelica used in this thesis is version 1.7.0 [72], whichwas the latest stable version when the performance evaluations were started.
 The Unified Automation C++ SDK (software development kit) [73] version1.3.0 is used to implement both the OPC UA server and client. The SDK providesimplementations for, among others, the service sets of OPC UA, helper classesfor frequently used functionalities, and security handling. The C++ SDK is areasoned choice since the most parts of OpenModelica and Apros are written inC++ as well. In addition, the UaExpert OPC UA client by Unified Automation [74]is used for testing purposes.
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 Design
 In this chapter, the design for the co-simulation environment implementationis presented. The different parts of the work are discussed on a higher level,different architectural approaches are compared, and the chosen architecturalapproaches are justified.
 5.1 Qualitative Goals of the Design
 In the introduction of this thesis, the main motivations and goals were presented.To meet those objectives, the design of the co-simulation environment needs toimplement the following quality attributes:
 • Modularity and reusability
 The co-simulation environment implementation is divided into modules.This allows most parts of the implementation to be used in both Aprosand OpenModelica. In addition, the implementation is connected with theunderlying simulation application via a rather simple interface. There-fore, reusing the co-simulation environment implementation with othersimulation software as well will be relatively easy.
 • Efficient connection
 The OPC UA server has short response times in the basic operations.This implies that, in addition to the plain OPC UA server, both internaland external communication in the co-simulation environment functionefficiently. At least a fast publishing cycle of a subscription is needed,but also read and write operations should be efficient. At minimum, apublishing cycle of 200 milliseconds is required. In process simulation,a publishing cycle shorter than 50 ms is seldom needed [44] and thusachieving faster publishing cycles is not striven for. When the OPC UA
 39
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 connection is implemented efficiently, it can be used in target applicationswith soft real time constraints.
 • Scalability
 Both the OPC UA interface implementation and the whole co-simulationenvironment are scalable. It means that increasing the amount of items incommunication does not affect the response time too severely.
 In this thesis, both the performance and scalability of the connection areevaluated. The details of the evaluation and results are presented in Chapter 7.
 5.2 Architecture of the OPC UA Server
 As mentioned above, the target is to use the OPC UA server implementationin both OpenModelica and Apros. Thus, it is reasonable to use a design sim-ilar to what is applied in Apros with the classic OPC server implementation(OPCDAKit): the OPC UA server maps the Adda interface of Apros to the OPCUA interface. In addition, the OpenModelica frontend is created to implementthe Adda interface in OpenModelica. The OpenModelica frontend is basicallyan Adda interface implementation in OpenModelica. The Adda interface isdiscussed more thoroughly in Subsection 6.1.1.
 The OpenModelica frontend allows broader interoperability. In addition tothe OPC UA interface, the Adda interface allows OpenModelica to communicatethrough the classic OPC DA and OPC XML-DA interfaces by using OPCDAKitand OPCXMLKit of Apros. Even though wrapper software which map the OPCUA interface to the classic OPC exist, they add an extra layer of abstraction incommunication which potentially decreases the performance. Therefore, usingthese ready made OPC kits is considered beneficial.
 Two different architectural approaches for the OPC UA server were consid-ered: The first alternative is to implement the OPC UA server as a DLL andintegrate it as a fixed part of the simulators. The second alternative is to letthe OPC UA server operate independently from the simulators and have itsown means of communicating with the underlying simulations. These twosolutions offer the following mutually exclusive properties: the former has highcomputational efficiency whereas the latter allows flexibility to modify thesimulation model without disconnecting the OPC UA server from clients inOpenModelica.
 In the static solution depicted in Figure 5.1, the OPC UA implementation issimilar to the classic OPC DA implementation already in use in Apros. Unlike inApros, however, OpenModelica simulation models cannot be modified run-time
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 and thus making changes to the model would yield to recompiling. The Addainterface is provided with functions that allow the simulation model to changewhile the server is operational but they can be utilized in Apros only. In additionto the OPC UA server DLL, the OpenModelica frontend needs to be implementedfor the Adda connectivity in OpenModelica.
 Figure 5.1: The static solution: Both OpenModelica and Apros incorporate an OPCUA server. Optionally, they can be connected to the OPC DA, OPC XML-DA, or theSimulation Control interfaces via the OPC kits.
 The dynamic solution differs from the static solution by using a middlewarecomponent between the frontend and the OPC UA server. When a model changeoccurs, only the connection between the old model and the OPC UA server is cutafter which a connection to the new model is established. One possible techniqueto implement the dynamic approach is to utilize the Aggregates specification,as is depicted in Figure 5.2: A static implementation of the OPC UA interfaceis first embedded in the two OpenModelica simulations. This static OPC UAconnectivity is in turn used as the means of communication between the dynamicOPC UA server and OpenModelica. The OPC UA frontend is responsible formapping the address space of the simulation model to the address space ofthe dynamic OPC UA server. When the dynamic OPC UA server is started, itestablishes a connection to the OpenModelica simulation 1 via the OPC UAinterface. When the model is modified and thus the OpenModelica simulation 2generated, the connection to the first simulation is cut and a new one is createdto the simulation 2.
 The two solutions described above have considerably dissimilar capacitydemands as they emphasize the two mutually exclusive quality attributes:
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 Figure 5.2: The dynamic solution can utilize the static OPC UA interface in commu-nication between the dynamic OPC UA server and OpenModelica simulations.
 computational efficiency and flexibility. When used in model based control inthe destination process, there is no need to provide the ability to modify themodel. When designing the co-simulation model, though, this feature would beneeded by the modeler; with the static solution, the whole co-simulation clustermust be restarted every time a change is made to either any of the simulationmodels or to any connection between any pair of simulators in the cluster. On theother hand, the modeler does not necessarily need the computational efficiencywhich is needed in real-time control. Since efficiency limits flexibility and viceversa, both of the different architectural approaches should be implemented inorder to support both of these use cases. Since the efficiency of the connection isthe major goal of the OPC UA server, the static solution is implemented in thiswork. It is, however, conceivable that the static implementation can be reused todevelop the dynamic solution later.
 5.3 Synchronization
 The literature is used to study the various different synchronization implementa-tions utilized in co-simulation. However, only a small percentage of the studieson distributed, parallel, and cooperative simulation have been made aroundcontinuous simulators. To try to use any synchronization scheme created forPDES simulations is not very well advised. Hence, the various different ad hoc
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 synchronization schemes for continuous co-simulation presented in literatureare pondered.
 Three different ways to control the co-simulation cluster have been used inliterature:
 1. a centralized controlling unit to synchronize the simulators and mediatedata between the simulators,
 2. a centralized controlling unit to only synchronize the simulators, and
 3. autonomous units that synchronize themselves and change data withoutexternal middleware.
 As mentioned before, a co-simulation problem similar to the one in this thesishas been presented by Santos et al. [14]. Hence, their design is taken as a startingpoint of the development. However, certain improvements to the synchronizationmechanism are proposed in this thesis.
 The framework by Santos et al. employs a middleware client for synchroniza-tion and passing data. To decrease the amount of communication, the centralorchestrating unit concept is discarded. Instead, the cluster of simulators ismostly self-organized: The simulators synchronize themselves by sending eachother messages of their state. In this concept, each simulator is concerned that itsown needs are met and that every one that needs it is satisfied as well; that is, thesimulation can proceed if and only if all the required subscriptions from othersimulations have been received and all the subscriptions have been publishedfor all the subscribers.
 It could be argued that the design presented is not generally an improvement:A very large full mesh network of simulators may in fact suffer from scalabilityissues. This is because each simulator must send the information of its stateto all of the other simulators one by one. Furthermore, if a set of variablesare subscribed by more than one simulation, the same publish needs to beduplicated for each of the subscribers. Nevertheless, in the more likely usecases which employ a topology of simulators with only a few connected pairsof simulations, the amount of event notifications and subscription publishesis smaller. In addition, all latencies in interconnections are shorter since noadditional intermediate steps exist in the communication.
 The barrier technique is chosen as the synchronization mechanism in thiswork. It is a technique which has been utilized in synchronous co-simulation inliterature as well. The barrier technique has also been used in distributed Aprossimulations.
 Figure 5.3 depicts a simplified version of the sequence diagram of thechosen design: When the simulation executables are launched, they create the
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 OPC UA Client Simulation 1 Simulation 2
 Subscribe()
 Subscribe()
 InitializeInitialize
 Start()Run(tick)
 Publish()
 Publish()
 Simulate Simulate
 Run(tick)
 Publish()
 Publish()
 Simulate
 Simulate
 Run(tick)
 Publish()
 Publish()
 Simulate Simulate
 ...
 Figure 5.3: The sequence diagram of the synchronization mechanism
 subscriptions to each other (Subscribe()). When the OPC UA client sends a startrequest (Start()) to either of the simulations (here Simulator 1), that simulatorcommands the other one to proceed till the next sync point (Run(tick)) andproceeds to the next sync point itself as well. When a simulator has reachedthe first sync point, it publishes the subscriptions (Publish()) and waits for theother one to do likewise. When the Simulator 1 has published and receivedits subscriptions, it sends the next start request (Run(tick)) to initiate the nextiteration.
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 The synchronization mechanism presented introduces two main sourcesof error. First, the error generated by the algorithms that evaluate the modelnumerically is in relation with the length of the sync interval. Secondly, a syncinterval that is not a multiple of a simulation iteration causes error. Selecting async interval which is adequately short and a multiple of any simulation iterationwill decrease the error. This sync interval selection is left on the responsibility ofthe end user.
 5.4 OPC UA Client and Connection ConfigurationManagement
 To enable server–server communication, an OPC UA client is embedded inthe OPC UA servers of OpenModelica and Apros. The client is used to receivevariable values from other simulators and to control the other simulations. Theconnection between a pair of simulators needs to be defined; that is, what vari-ables are transmitted and how their values are used. The design for configuringand storing this connection is explained in this section.
 OPC UA does not specify in detail a method that could be used for server–server connection. Thus, the configuration management definitions are stronglybased on the classic OPC DX interface introduced in Subsection 3.1.2.
 To efficiently acquire data from other simulations, subscription is used. Itcould be argued that data could be mediated by using the write functionalityinstead, as it is done in the design by Santos et al. However, a number of reasonsfavor subscription: First, if write was used, utilizing the design with thirdparty OPC UA compliant applications would be much more difficult, since theywould need major modifications. Secondly, subscription is used in the OPCDX specification as well. Thirdly, the current way of communication betweenmultiple Apros simulators is based on a similar design.
 Only a very simple OPC UA client is needed in this work: in addition toestablishing a connection, only subscriptions and methods are used. As creatinga client which could use other applications with an OPC UA server is not a goalof this thesis, the client is designed to be used in co-simulation only. Nonetheless,the client is implemented in a way which allows it to utilize any OPC UAcompliant application in the co-simulation environment with only a few simpleadditional functionalities implemented into the included application. Sincethe client implementation itself has few noteworthy details, it is not discussedfurther in detail.
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 A connection configuration manager is embedded in the synchronizationmechanism. To allow early testing with the whole synchronization mechanism,the target is to create a format which can be easily modified both with a texteditor and via OPC UA. The numerous advantages of XML make it a self-evidentchoice for the technology to store the configuration. Since the focus of thiswork is to create the co-simulation environment, the connection configurationmanager is designed to be utilized mainly in synchronous simulation.
 The potential of the rich address space model of OPC UA is not utilizedmuch in the connection configuration. The main reason for not doing so is that itwould not help achieve the main goals of the thesis. Additionally, one reasonwhy a more expressive representation is not implemented is that the DX-likefunctionality in OPC UA is yet undefined.
 An alternative – not necessarily a competing one but more of an enhancement– for defining the connection information would be to use the abilities of the richinformation model of OPC UA: The address space of the server containing thesource items could be embedded in the address space of the OPC UA server wherethe target items lie. All the connections could then be modeled as referencesbetween the source and target variables. However, this approach introduces twomajor issues: First, only the most basic information about the connection can beexpressed with such a reference. This information could consist of the locationsof the source and target variables and of the server in which the source item lies.Any other information must anyway be presented with some other means in theaddress space. Secondly, it seems that little or no advantage could be achievedfor the main objective of this thesis by developing such a design.
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 Implementation
 In this chapter, the implementation is discussed in a more detailed fashion. First,the plain OPC UA server implementation is introduced. After that, the synchro-nization implementation is presented. Finally, the connection configurationmanager is viewed.
 6.1 OPC UA Interface in OpenModelica andApros
 The OPC UA server is implemented into the simulators similarly to the classicOPC interfaces are implemented in Apros. The OPC UA server is a DLL whichcommunicates with the simulation via the Adda interface. First in this section,the Adda interface is presented in detail. Secondly, The OpenModelica frontendimplementation is described shortly. Finally, the details of the OPC UA serverimplementation are discussed.
 6.1.1 Adda Interface
 As mentioned earlier, Adda is the interface used in Apros for external I/O. TheAdda interface is utilized by the OPC kits to enable the classic OPC connectivityin Apros. The Adda interface is a relatively small definition being merely acollection of functions which can be used by external software to communicatewith simulator software. Adda does not, however, specify as comprehensivea communication solution as OPC UA. The Adda interface is developed forcommunication quite similar to what can be achieved by using the classic OPCDA interface. In addition, a set of commands has been added for simulationcontrol purposes. A more detailed view of the Adda interface can be found in itstechnical report [75].
 47
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 The address space of Adda has much in common with the classic OPC. Addaas well can be used to process treelike structures only. The address space behindthe interface consists of branches and items. A file system analogue for a branchis a folder and for an item a file. The sole functionality of the branches is toorganize items. An item consists of the value of the item and a small amountof metadata describing the item. In general, however, little metadata of theunderlying simulation is available through Adda.
 The Adda interface consists of functions of four different types:
 • The first set of functions is the utility functions, the main purpose of whichis to initiate and terminate the connection.
 • The second set of functions is for browsing the underlying database: thefunctions provide a similar means of scanning the database than what isachieved by using the OPC interfaces.
 • The third set of functions is for data access. To be exact, these functionsallow merely writing data to the simulator; reading a value is executedby accessing the data directly by using a pointer to the item inside thesimulator. In addition, the data access functions incorporate functionsused in the reverse direction: the simulator can inform of a change eitherin the simulation model or in a value of a variable in communication.
 • The fourth set of functions is for simulation control: the means to start, pause,and continue the simulation are provided among other functionalities.This set of functions adds general support for events, too.
 An additional layer of abstraction drops the performance of the systema certain amount. Adda is a very lightweight interface, though. Since Addaenforces no additional copying of values or using of complex data structures, itdoes not add much computational overhead to the communication.
 6.1.2 OpenModelica Frontend
 To allow the OPC UA server to be connected to OpenModelica, the Adda interfaceis implemented into OpenModelica. This implementation is referred to asthe OpenModelica frontend. Since all of the functionalities of Adda are notnecessarily needed in this work, only a subset of the functions of Adda isimplemented. The OpenModelica frontend implementation is available inOpenModelica SVN [76].
 The Adda interface provides little support for representing metadata whichgives limitations to utilizing the structural representation of Modelica. Thus,
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 for instance, the class information about the objects in the model cannot betransferred via Adda. Even then, the provided metadata is sufficient for all basicoperations needed in this work.
 In addition to the Adda interface implementation, certain COM interfaceinitialization functions have been implemented into the frontend. These func-tions allow the implementation to be validated against the classic OPC DAimplementation, OPCDAKit. For that purpose, a few Adda functions unused bythe OPC UA server are also implemented.
 6.1.3 Implementation Details of the OPC UA Server
 In this section, the main details concerning the OPC UA server implementationare further discussed. Basically, the implementation is a mapping from theAdda interface to the OPC UA interface. The functionalities of the OPC UAinterface are implemented only to a certain extent. With the restrictions causedby the Adda interface, it would not be even possible to implement a systemsupporting all the functionalities provided by OPC UA. In the scope of this work,the target is to implement basic functionalities to enable browsing the addressspace, reading and writing values, and subscribing for variable values and events.The Adda interface is strongly based on the classic OPC DA interface which hasmany similarities with OPC UA. Nonetheless, there are significant technicaldifferences as well, which leads to difficulties in the implementation. In addition,the OPC UA interface needs to be slightly modified for a desired outcome. Themodifications are also described in this subsection.
 The address space of the underlying simulation is mapped to the addressspace of OPC UA in a straightforward manner. The Adda interface can handleonly trees with branches and items. Hence, the address space of the simulationis mapped to the OPC UA address space as a tree as well. An example OPCUA address of an OpenModelica simulation is presented in Figure 6.1. Theproprietary part of the address space is the Simulation object. Objects andcomponents of OpenModelica and Apros are presented hierarchically as objectsand variables under the Simulation object.
 The simulation control functions of Adda responsible for starting and inter-rupting the simulation are mapped to OPC UA method calls in a straightfor-ward manner. The four methods implemented are Start(), Stop(), Step(), andRun(seconds):
 • Start() starts the simulation,
 • Stop() pauses the simulation at the end of the ongoing iteration,
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 Figure 6.1: An example OPC UA address space
 • Step() advances the simulation one iteration, and
 • Run(seconds) starts the simulation and pauses when the time given as aparameter has elapsed.
 The simulation control methods are placed under the Simulation object in theOPC UA address space.
 Adda interface uses a grouping methodology similar to that of the classicOPC. According to the performance evaluation made for the classic OPC DA byIwanitz and Lange, the performance of the communication does not dependmuch on the amount of groups used in communication [77]. Hence, in thisimplementation, it is seen reasonable to use only one group for all items incommunication when communicating through Adda.
 Instead of real time, the clock of the OPC UA server advances at the samerate than the simulation time. To be precise, the time of the OPC UA server isserver initialization real time added with the simulation time. Even though
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 a real time clock is utilized in the internal behavior of the server, all externalbehavior is based on the simulation time. Thus, all timestamps, subscriptions,and events are dependent on the simulation time. This approach is similar towhat is already in use in the classic OPC implementation in Apros. A possiblerisk in this approach is that third-party software may not function supposedly.However, not any problems have been discovered with any OPC UA or classicOPC third party software products due to this modification.
 The OPC UA specification states the following: The sampling interval isthe fastest rate which an OPC UA server uses to sample its underlying source.Moreover, the sampling interval is the fastest rate at which an OPC UA serverserves its clients. [68] The consequences of these definitions are shown inFigure 6.2; a change in the underlying system is visible after a varying delay.To achieve deterministic behavior, this uncertainty is unacceptable since anyadditional delay affects the result of the co-simulation.
 Figure 6.2: Delay in detecting a change in the real system [68]
 Due to the abovementioned nondeterministic nature of OPC UA, certainparts of the SDK used in the OPC UA server implementation are based onpolling. This is harmful for high performance since the polling of values createsadditional overhead to the communication. However, since modifying the SDKto work asynchronously would require enormous amounts of work, the pollingbased approach is mostly used with the exception of subscription publishes: Thetarget is that a change of data at simulation time t is sampled and published attime t as well. Thus, a subscription is published only after the simulation has
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 paused and the sampling is completed. The target is achievable, since the clockof the OPC UA server is stopped during this whole procedure.
 6.2 Technical Details of the Synchronization Mech-anism
 To synchronize the multiple simulations, a piece of software labeled as thesynchronizer is implemented as a part of the OPC UA server. If the synchronoussimulation is enabled in the OPC UA server, the synchronizer is started after theOPC UA server has been initialized. The synchronizer is responsible for control-ling the underlying simulator and communicating with the other simulators inthe cluster using an OPC UA client.
 In this thesis, the following definitions apply:
 • An OPC UA client which subscribes synchronously data from simulation S
 is a subscriber of simulation S.
 • An OPC UA server which is subscribed synchronously by simulation S is asubscribee of simulation S.
 Even though this thesis is concerning synchronized simulators within a cluster,these definitions apply to any software that acts similarly. For example, if theco-simulation environment was further developed, simulated DSCs or otherapplications could be embedded in the synchronization. These applications canbe either external or internal to the actual co-simulation cluster. In the contrast,when speaking of external OPC UA clients that subscribe to any OPC UA serverwithin the co-simulation cluster, the term external OPC UA client is used. Theseclients do not subscribe the co-simulation servers in a synchronized manner, orif they do, they use some synchronization scheme of their own.
 The synchronization is based on a fixed time step; that is, all of the simulatorsin a cluster have identical sync points and the length of every sync interval is aconstant. The synchronizer within each OPC UA server advances the underlyingsimulation to the following sync point by calling run(seconds) of the Addainterface with the sync interval length as the attribute.
 The synchronizer uses two OPC UA methods to communicate with othersimulations. One of these methods is InitSync(URL, syncInterval, clusterId),where URL (uniform resource locator) is the URL of the caller, syncIntervalthe sync interval of the co-simulation cluster, and clusterId an identifier todefine which connection configuration is used. When a simulator wants tojoin a co-simulation cluster and make subscriptions to other simulators, it
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 calls the InitSync method of each simulator to which it wants to subscribe.The other method is ProceedToSync(simulationT ime), where simulationT ime
 is the end time which the simulation is allowed to execute to. When a simu-lator in the cluster has received all subscribed values of one of its subscribeesand acted accordingly, it calls the ProceedToSync method to inform that sub-scribee that it may continue the simulation. When that subscribee has received aProceedToSync call from all of its subscribers, it may actually proceed to thenext sync point.
 The user of the co-simulation is provided with the following four methods:RunSecondsSync(time), StartSync(), StepSync(), and StopSync(). A user cancall the RunSecondsSync method to simulate the co-simulation for the length oftime. When the RunSecondsSync method is called for one simulator, that simu-lator calls ProceedToSync of its subscribees, which in turn call ProceedToSyncof their subscribees, and so on. Thus, the whole co-simulation cluster is startedwith only one method call by the user. The three other methods, StartSync,StepSync, and StopSync, are basically only variations of RunSecondsSync withthe following relations:
 • StartSync() = RunSecondsSync(∞),
 • StepSync() = RunSecondsSync(next syncPoint), and
 • StopSync() = RunSecondsSync(0).
 As said before, the synchronization is based on autonomously operatingsimulator units. Each such unit is responsible for ensuring that its subscribeditems are received and that its subscribers have received their subscribed itemsas well. The operation of a single simulator is presented in detail in the twoactivity diagrams: The independently operating OPC UA server subscriptionmanagement thread is depicted in Figure 6.3. The synchronizer thread is depictedin Figure 6.4. The two activity diagrams are explained in detail in the following.All the method parameters have been omitted from the notation.
 When the OPC UA server is used in the synchronized simulation, the sub-scription management operates as follows: When the OPC UA server is startedand a new subscription is created, the initial values of the variables are publishedand an event is sent to confirm that the publishes have been performed. Whenthe simulation is started, the thread stays on hold. When the simulation reachesthe first sync point it stops and notifies the subscription thread to publish thevalues and the event. When the simulation is continued, the cycle is repeated.All subscriptions of each subscriber operate similarly.
 The synchronizer thread operates as follows. When the synchronizer isstarted, it connects to all of its subscribees and creates the subscriptions. Af-
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 Publish subscribed values
 Publish subscribed events
 Wait
 Running
 Sync point reached
 RunSeconds(syncInterval)
 Figure 6.3: OPC UA server subscription thread activity diagram
 ter that, it starts to receive InitSync() calls from other simulators. For eachInitSync(), the synchronizer adds the caller to its subscribers list.
 After the initialization phase, the synchronizer waits for a start commandfrom either a user (RunSecondsSync()) or from another simulator (ProceedTo()).If it has no subscribers, it can be started only by a user. After a start command,the synchronizer goes into the loop where it tests whether it can advance thesimulation.
 In the loop, the synchronizer first checks whether it has called ProceedTo()of each of its subscribees to allow them to continue to the next sync point. If not,it does so, assuming that the end time given by either the user or by anothersimulation has not been reached. After it has made the ProceedTo() calls, it waitsthat all of its subscribers in the subscriber list allow it to continue by calling itsProceedTo(). After they have done so, the synchronizer can enter the final phaseof a co-simulation iteration.
 In the final phase, the synchronizer writes the subscribed variable values tothe simulation. After that, it calls run(syncInterval) of the Adda interface to runthe simulation till the next sync point. The synchronizer waits for an event fromthe simulation to signal it that the sync point has been reached. After that, thesynchronizer waits until it has received a subscription publish from every one ofits subscribees; when all subscribees have sent an event, the synchronizer knowsthat all of the variables subscribed have been sent as well. In the meanwhile, the
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 Connect to all subscribees,Call InitSync() of each subscribee
 Initiate synchronization,Add a subscriber
 Have ProceedTo()’sbeen sent?
 Is there time left?
 Send ProceedTo()’sto all subscribers
 Have I receiveda ProceedTo() from each
 subscriber?
 Wait for ProceedTo()’s
 Write subscribedvalues to the simulator
 Continue the simulation
 Pause the simulation,(Serve the subscribers)
 InitSync()
 InitSync()RunSecondsSync()
 ProceedTo() RunSecondsSync()
 No
 Yes
 No
 RunSecondsSync()
 ProceedTo()
 Yes
 No
 Yes
 sync point reached
 all subscriptions received
 Figure 6.4: Synchronization mechanism activity diagram. The method parametersare left out of the notation.
 subscription thread is publishing subscriptions to the subscribers. When allsubscriptions have been received, the synchronizer can start the loop again.
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 Even though the simulators have seemingly similar hierarchies with eachother, there is always at least one so-called master simulation in a co-simulationcluster. The master simulation is a simulation which is controlled by a user withthe RunSecondsSync method. Thus, the only difference between a master and aregular simulation is that a master simulation is responsible for running thewhole co-simulation according to the user’s instructions, that is, to start and stopthe simulation when desired by the user. In many of the typical use cases, themaster simulation can be chosen arbitrarily. However, a simulation which cannotexcite the whole cluster by recursive ProceedToSync method calls cannot bechosen as the sole master simulation. Moreover, certain co-simulation topologiesneed multiple master simulators. As an example, the two simulators in Figure 6.5that have no subscribers within the cluster must both be masters. This is becausethe simulation in between them does not subscribe to either of them and thusdoes not call ProceedToSync of either of the other two simulators.
 M M
 subscribe subscribe
 Figure 6.5: The simulations marked with M are masters in the co-simulation cluster.
 External OPC UA client applications can use the OPC UA servers of thesimulators between the sync points as well. However, the chosen implemen-tation approach has its downsides on this connectivity: As said, the samplingimplementation is based on polling. Thus, if the simulation runs faster than thesampling polls the simulator, the values within the OPC UA server cache are notupdated at every iteration and thus cannot be published to the clients.
 6.3 Connection Configuration Management
 In this section, the connection configuration manager is presented. Its functionis to store and utilize the connection configuration and provide the ability tobrowse and modify it via OPC UA. First in this section, the address space modelof the connection configuration is introduced. Secondly, the methods in theaddress space for modifying the configuration are viewed. Finally, the XMLschema developed to save the configuration is presented.
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 6.3.1 Address Space
 The connection configuration is visible through the OPC UA interface as a part ofthe address space. The structure of the address space model is strongly influencedby the address space model of the classic OPC DX specification depicted inFigure 6.6. The Status branches and other details of minor importance have notbeen implemented. Otherwise, all that is presented in Figure 6.6 applies to theimplementation of this work.
 Figure 6.6: The DX branch of the address space in a classic OPC DX server [49]
 A sample address space is shown in Figure 6.7. In this figure, the DX objectis expanded recursively. Moreover, even when not shown in the figure, all ofthe objects under the DX object have their respective TypeDefinition nodeswithin the Types folder. The address space model of the connection configurationmanager is explained using Figure 6.7 as an example.
 The DX object is placed on the same level with the Simulation object. Likewisewith OPC DX, the DXConnectionsRoot and SourceServers objects are placed underthe DX object. In addition, the Synchronization object is under the DX object aswell.
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 Figure 6.7: An example address space of the DX object
 DXConnectionsRoot contains folders and DXConnection objects. A DXCon-nection object is similar to the DXConnection item defined in the OPC DXspecification with only minor modifications: the DXConnection object is supple-mented with the ItemID and namespace index of the source item as well as the
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 namespace index of the target item. These new parameters allow an item on asource server to be accessed in two alternative ways: The conventional way is tofirst browse the address space of the source server to acquire the ItemID of thedesired item. After that, the item can be read, written, and subscribed. The newway is to use the ItemIDs provided by the connection configuration manager todirectly access the desired items without needing to first browse the addressspace to find them. The latter way enables an easier start-up of the co-simulationcluster. Only this approach is implemented in this work.
 The SourceServers object contains all the source server objects. A sourceserver object is defined with two string variables: name and URL. A source serveris uniquely identified by the value of the name variable, and the value of theURL variable is the endpoint URL of the source server.
 The Synchronization object consists of the methods which are used by othersimulators and external OPC UA clients to control the simulation. In addition tothe methods, the synchronization object contains the TickLength variable whichdenotes the length of the sync interval.
 In addition to what was presented above, the address space contains methodsthat allow the configuration to be modified via OPC UA. These methods arediscussed in the following subsection.
 6.3.2 Configuring the Connection via OPC UA
 Configuring the connection via the OPC UA interface is done with methods.With these methods, a user can
 • change the length of the sync interval,
 • add, modify, and delete source servers, and
 • add, modify, and delete DXConnections.
 The methods implemented are based on OPC DX services. The whereabouts ofthe methods within the OPC UA address space are shown in Figure 6.7. All themethods with their arguments shown are presented in Appendix A.
 The length of the sync interval can be modified with the SetTickLengthmethod. This method is placed under the Synchronization object.
 A new source server can be added by using the Add method under theSourceServers object. An existing source server can be modified with the Modifymethod under that source server object. If an empty string is entered as aparameter, it is interpreted that the parameter is not to be changed. A sourceserver which is not referenced by any DXConnection can be deleted with theDelete method.
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 A new DXConnection can be created by using the Add method under theDXConnectionsRoot object. The created DXConnection is added under thespecified path under DXConnectionsRoot. An existing DXConnection can bemodified with the Modify method under that DXConnection object. Again, ifan empty string is entered as a parameter, the parameter is not changed. ADXConnection can be deleted with the Delete method.
 The implementation of this work does not allow changing the connectionbetween the simulators in run-time. The methods described above alter onlythe XML configuration file used to store the connection configuration. Thus, tomodify the connection, the co-simulation cluster must be restarted.
 6.3.3 Storing the Configuration
 The connection configuration is stored in an XML file. One configurationfile can be used to define all connections of a whole co-simulation cluster.Alternatively, one configuration file for each simulator can be used to define onlythe connections from that simulator, that is, the subscribees of the simulator andthe related DXConnections. The configuration file defines which server–serverconnections exist and what source item–target item connections they include.
 The format of the connection configuration is defined in the XML Schemafile presented in Appendix B. An example XML configuration file based on theSchema is presented in Appendix C. All of the connections in the co-simulationcluster are defined in that one file. In this example, all the critical definitions arefilled; the attributes and elements left blank are visible in the OPC UA serveraddress space but contain no functionality whatsoever. The contents of theexample XML file are explained in the following.
 The first noteworthy element in the configuration file is the Tick element,which denotes the sync interval. It has Length as a subelement. The Tick elementis common for all connections in a co-simulation cluster since the whole clusteroperates with a same sync interval.
 The server–server connections are defined with the Connection elements.A Connection element defines a subscriber–subscribee pair of simulators con-nected together and the DXConnections of that connection. Furthermore, eachConnection has an Enabled element, which defines whether the Connection isincluded in the parsing of the XML file.
 The DXConnections are grouped based on their subscriber–subscribee pairs.The DXConnection elements have the parameters and attributes given whencreating the DXConnection. As an exception, SourceServerName is not includedas an attribute of a DXConnection element since it is already evident form thelocation of the DXConnection element in the XML file.
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 Testing and Evaluation
 In this chapter, the implementation presented in the previous chapter is evalu-ated. In Section 7.1, the different tests are described in detail and their results arepresented and analyzed. In Section 7.2, the results are discussed and reflectedagainst the goals of the experimental part of this thesis.
 7.1 Tests
 Three different tests are conducted with the synchronization mechanism. Thetests help evaluate the feasibility of utilizing the co-simulation environmentimplementation in real-world process simulation applications.
 7.1.1 Basic Control Model Co-simulation
 As stated earlier, Apros and OpenModelica excel at different areas. A likely usecase for co-using the two is to simulate a process with Apros while OpenModelicais simulating a controller for that process. In the planning phase of this thesis, atarget was to evaluate the co-simulation environment with a real-world processmodel of an industrial partner. Since this collaboration did not succeed, only avery simple test case to evaluate the implementation was created in this thesis.
 The purpose of the basic control model co-simulation test is to briefly evalu-ate the synchronization mechanism: the aim is to examine the effects causedby the division of a simulation model into two submodels which are run inseparate simulators. In particular, the target is to illustrate the influence of theinternal delays emerging in the co-simulation model due to the latencies incommunication between the simulators.
 In this test, two similar simulations are run. The first simulation is run inApros only and the second one as a co-simulation of Apros and OpenModelica.A sync interval of 200 ms is used in the co-simulation, the step length of both of
 61
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 the simulations is also 200 ms. The simulation experiments are based on theApros model depicted in Figure 7.1.
 Figure 7.1: A PI controller controls a valve.
 In the model, a PI controller (proportional-integral controller) controls anactuator which opens and closes a control valve. The valve is connected to twopipes through which liquid flows due to the different pressures and elevations inthe endpoints of the pipes. The PI controller measures the flow in the upperpipe and, based on the measurement, opens or closes the valve to make the flowthrough the pipe equal the desired setpoint value. The input of the model is thesetpoint value of the PI controller and the output is the actual flow through theupper pipe.
 In this test, two experiments are run. In the first experiment, the Apros modelabove is run as such. In the other experiment, the PI controller block is replacedby an OpenModelica equivalent (Modelica.Blocks.Continuous.LimPID). TheOpenModelica PI controller is tuned similarly to the PI controller in Apros. Inboth of the tests, the system is excited with the same step input
 SP ={
 0 , when t < 5s5 , when t ≥ 5s
 ,
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 where SP is the setpoint of the PI controller and t the simulation time. Theoutputs are plotted to analyze how the division of the model between the twosimulators affects the response of the simulation in the chosen co-simulationenvironment design.
 The output of the Apros simulation is depicted in Figure 7.2, as well as theinput signal. The PI controller is tuned to follow the input relatively fast. Thus,as can be seen, the output follows the input rapidly with a 15 % overshoot andoscillates only slightly.
 Figure 7.2: The step response of the simulation with the whole model simulated inApros
 The output of the co-simulation is presented in Figure 7.3, as well as theinput signal. Even when a similarly tuned PI controller is used, the output differsdrastically from the first simulation: the output starts to rise later, overshoots,and oscillates a considerably greater amount.
 As stated in Section 2.3, dividing the model into submodels may cause errorin the outcome of the simulation. The different behavior of the two simulationsis mostly due to this error. When the setpoint is changed in Apros, it needs to betransmitted to OpenModelica as the input of the PI controller. The output of thePI controller is computed in OpenModelica, after which the output is mediatedto Apros. The same applies with the measurement signal for the controller.
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 Figure 7.3: The step response of the simulation with the process simulated in Aprosand the PI controller in OpenModelica
 Hence, it takes two sync intervals prior to either of the PI controller inputs inApros can affect the PI controller output in Apros. Since the sync interval of theco-simulation is 200 ms, an additional delay of 400 ms emerges. This causes thecontroller to react more slowly to given inputs which leads to the differencesdescribed before: The dead time prior to the rise of the output is increasedby the 400 ms. The overshoot is more severe since the controller receives theinformation of reaching the setpoint only after the output has already 400 msago passed the setpoint. The oscillation has a similar cause as well.
 The result of this test raises the question of how to prevent or decrease theerror generated. A straightforward solution for decreasing the error is to shortenthe sync interval or to use a slower tuning in the controller. Since the errorrelated issues do not belong to the scope of this thesis, this issue is not studiedfurther.
 7.1.2 Scalability
 The purpose of the scalability test is to determine how the performance of theco-simulation environment is affected when increasing the amount of items in
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 communication between the multiple simulators; the processing time needed forthe synchronization is measured in these tests. The target is to determine theamount of data that can be exchanged between the simulators in a cluster andhow short sync intervals can be used. The test setup is based on the requirementsof real-time process simulation, yet the results can be applied to other types ofsimulation as well.
 It must be stressed that the sample sizes used in the tests are too small toaccurately estimate the performance of the system. However, since the testenvironment has quite a many unknown factors as well, an accurate analysiswould be difficult even with more thorough testing. In addition, since the targetof the tests is to give only a rough estimate of the capabilities of the system, thesmall sample sizes can be justified.
 In process simulation, it is typically sufficient to use a step length of 200 ms.In some rare occasions, 50 ms step length may be needed. On the other hand, forsome processes even a step length of one minute may be sufficient. [44] Thereby,these tests examine the behavior of the co-simulation environment with the syncintervals of 50, 200, and 1000 ms. For consistency, however, the step length of 50ms is used for all individual simulators.
 Even when a process simulation model may consist of even millions ofvariables, a common use case is that not all of them need to be monitored byexternal applications [44]. The tests in this subsection examine the behaviorof the co-simulation environment with up to 3000 variables per simulation incommunication; thus, a co-simulation with 3000 items per simulation has a totalof 6000 items in communication. The maximum value 3000 was chosen sincelarger models would have required an unreasonably long compilation time inOpenModelica. To gain a better understanding about the scalability, tests withfewer variables in communication are run as well: the test is executed also with1, 10, 100, 300, and 1000 items per simulation in communication.
 In each of the scalability tests, two identical simulation models are combinedto create the co-simulation model. Both of the models consist of a numberof signal generators (sine waves) and an equal amount of constant variables. Inthe co-simulation model, each signal generator is connected to the respectiveconstant in the other simulation: the signal generators are source items and theconstant variables target items. The test is executed for all combinations of thesync interval and the number of variables. Five experiments are run for eachpair.
 All of the tests are run with OpenModelica simulations only. The Modelicacode of the OpenModelica simulations in the test with only one signal generatorper simulation is presented in the following:
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 model Signal_gen
 Modelica.Blocks.Sources.Constant constant1(k = 10);
 Modelica.Blocks.Sources.Sine sine1(amplitude = 1,
 freqHz = 3.1415, phase = 1, offset = 0, startTime = 0);
 end Signal_gen;
 The simulation models with multiple signal generators are created by duplicatingthe Constant and Sine blocks.
 An example co-simulation configuration is shown in Figure 7.4. In thisco-simulation, both of the simulators have one signal generator and one constantblock and thus the total amount of two connections exist in the model. In theinitialization phase, both simulators subscribe the output of the signal generatorin the other simulator. At each sync point, the values of the signal generators arepublished and written to the constant block in the other simulation. The valuesare not utilized further.
 Figure 7.4: The first scalability test consists of two identical OpenModelica simula-tions. The outputs of the sine signal generators are written into the other simulation.
 The timing of the co-simulation is started at the point in which the OPCUA server sends a start command to the simulator. The endpoint is the pointwhere the OPC UA receives the event with the time stamp of 10 seconds fromthe simulator. The slightly biased timing is justifiable since the error producedwith the selected measurement points is negligible. The timing is performed byusing the QueryPerformanceCounter [78] function.
 Prior to testing the co-simulation environment, all of the individual sim-ulation models are run with the synchronization disabled to be able to later
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 calculate the overhead of the synchronization. The simulation computing timesfor the different amounts of signal generators are presented in Table 7.1. Theresults appeared to be very consistent on repeated trials and thus only onetiming was performed per simulation. The results are presented in milliseconds.
 Table 7.1: Simulation time without synchronization
 Number of sig-nal generators
 Elapsed real time (ms)
 1 510 5100 5300 121000 403000 116
 The co-simulation test results are presented in Table 7.2. The five columnsrepresent the five experiments for each simulation. The results are presented inmilliseconds.
 The overhead caused by the synchronization can be calculated based onthe measurements presented in Tables 7.1 and 7.2. The target is to study thefeasibility of utilizing the synchronization in real-time co-simulation. Thus,the interest is on the percentage of the computation time that needs to bereserved for the synchronization. The overhead is calculated for each connectionconfiguration studied above, that is, for each combination of a sync interval anda number of signal generators.
 The overhead percentage of the synchronization is calculated from themeasurements using the formula
 OH =1
 10s
 (1n
 n∑i=1
 tc,i − t0)· 100%,
 where OH is the overhead time in percentages, n the number of experiments, tc,ithe co-simulation total time of the ith experiment, and t0 the simulation totaltime without OPC UA connections. The overhead percentage formula has beenconstructed as follows.
 First, the mean computation time of the five experiments is calculated bysumming the computation times of the individual experiments and dividing thesum by the amount of experiments. The experiments with anomalous results
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 Table 7.2: The synchronization time of co-simulations lasting 10 seconds. The asterisk(*) denotes a nonuniform result.
 Sync inter-val
 Number of sig-nal generators
 Elapsed real times (ms)
 50 ms
 1 790 789 789 789 79010 789 789 789 789 790100 785 784 788 785 789300 1171 1177 1153 1216 11811000 2173 2321 2191 2160 21433000 11672 11657 11552 11927 11514
 200 ms
 1 204 203 203 202 20410 203 202 203 203 203100 198 200 200 200 198300 297 305 301 295 2991000 808* 563 585 561 5783000 3321 3348 3312 5186* 3109
 1000 ms
 1 48 47 47 48 5110 47 49 46 47 49100 46 46 44 46 45300 72 71 70 70 701000 150 155 166 149 1673000 843 865 793 733 924
 (marked with asterisks) have been left out of the calculation. The phenomenonvisible in those two experiments is further studied later.
 Subsequent to the mean value calculation, the computation time needed bythe two simulations without synchronization or data exchange is subtractedfrom the mean value. When the co-simulations were run in the test environment,the processors were fully utilized, whereas when running only one simulation,the utilization degree of the processors was only 50%. Thus, it can be estimatedthat the total computation time needed for the execution of the two individualsimulations in a co-simulation is not 2·t0 but instead only t0 since the simulationscan execute parallelly in the co-simulation.
 Finally, the synchronization and data exchange overhead is converted fromseconds to percentages. All the co-simulations are run for 10 seconds in sim-ulation time. Thus, if a co-simulation is simulated at the same pace with the
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 real time, the overhead time needs to be divided by 10 seconds to calculate theproportion of the computation time which is needed for the synchronization anddata exchange. Furthermore, this proportion is converted to percentages.
 The calculated overheads are presented in Table 7.3. The percentages showthe amount of computing time that would be needed for the synchronizationand data exchange of the co-simulation if it was run in real-time. It should beemphasized that the percentages shown in Table 7.3 are highly dependent onthe hardware used and the result must be interpreted accordingly.
 Table 7.3: The synchronization overhead in real-time co-simulation in percentages
 Number of sig-nal generators
 Sync interval (ms)
 50 200 1000
 1 8% 2% < 1%10 8% 2% < 1%100 8% 2% < 1%300 12% 3% < 1%1000 22% 5% 1%3000 115% 32% 7%
 Based on the results of Table 7.3, it seems that the overhead of the synchro-nization grows approximately at the rate of O(n), at least up to a 1000 items.With 3000 items, however, the overhead is about six times as high as in the casewith a 1000 items. Thus, the result of the test indicates that the co-simulationenvironment is scalable at least up to a 1000 items in communication. Morethan a 1000 items can be used but they may need more efficient hardware. It isalso unknown whether the scalability issues with more than a 1000 items aredue to a lack of performance in hardware, software, or both. It also seems thatthe overhead does not change notably when there are a 100 or fewer items incommunication.
 As could have been anticipated, the overhead is inversely proportional to thelength of the sync interval. Thus, the synchronization overhead can be decreasedeasily by extending the sync interval. In addition, using hardware with morecomputational power may allow using a higher number of items or a shortersync interval.
 The actual simulation needs computation time as well. With sync intervalsof 1000 ms and longer, the synchronization overhead is almost negligible ifa 1000 or less items are in communication. Thus, even a fairly high number
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 of items can be used. With the commonly used sync interval of 200 ms, thesynchronization takes 2 – 5 % of the computation time, up to a 1000 itemsin communication. With 3000 items in communication, the synchronizationneeds a third of the computation which may be unacceptable for systems withreal-time constraints. A sync interval of 50 ms with over a 100 items can be usedalthough with that sync interval the synchronization takes at least 8 % of the realtime available. Higher numbers of items require larger amounts of computationtime. A connection with 3000 items per simulation cannot be done at all sincethe computation needed is 115 % of the total computation time available.
 The first question that arises from the results of the abovementioned testis whether the overhead time is deterministic, that is, whether the overheadin each sync interval is sufficiently close to the mean overhead value. Since allof the tests made in this thesis are very much hardware dependent and thusan accurate mathematical analysis would not apply generally, only a simpletest is executed: Two of the aforementioned simulations are run again and theirindividual sync intervals are measured. First, the co-simulation with a 1000signal generators within each simulator is run with a 50 ms sync interval. Second,the co-simulation with 3000 signal generators within each simulator is run witha 200 ms sync interval. The simulations are repeated five times.
 Tables 7.4 and 7.5 show the outcome of the test. The number of sync intervalstaking exceptionally long to compute is marked on the two tables. In the firsttest, sync intervals taking longer than 20, 35, and 50 ms are counted, and in thesecond test, sync intervals taking longer than 100, 150, and 200 ms are counted.
 Table 7.4: The longest sync intervals with a 1000 items in communication
 Boundary (ms) Number of exceedings
 50 – – – – –35 – – – – –20 – – – 2 –
 In the first test, the boundary of 20 ms is exceeded in only one of the fiveexperiments. In addition, the exceedings were both under 21 milliseconds. Themean value of 22 % is equivalent to a 10 ms overhead so the largest overheadwas 100 % longer than the mean overhead. In the second test, the boundary of100 ms is exceeded in all five experiments with the one exceeding in the secondexperiment being slightly over 150 ms. The mean value of 32 % is equivalent toa 64 ms overhead so the largest overhead was over 130 % longer than the meanoverhead. Hence, it can be said that the overhead is sufficiently deterministic.
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 Table 7.5: The longest sync intervals with 3000 items in communication
 Boundary (ms) Number of exceedings
 200 – – – – –150 – 1 – – –100 2 1 2 2 3
 The mean overhead test raised a question regarding the anomaly found inthe results: the two measurements marked with an asterisk took 40 % morecomputation time than the other ones. This effect is occasionally present when asimulation is run for the first time. In addition, this effect is found in situationswhen the test computer is otherwise utilized between the initialization and thestarting of the synchronous simulation. Regardless of any varying parametersof the synchronization, this delay seems to be around 40 %. To measure wherethe additional delay occurs, a 40.0 seconds 1000 signal generator experimentwas run, with and without interference. The elapsed time was measured infour points in simulation: after 10, 20, 30, and 40 seconds. The results of thisexperiment are shown in Table 7.6. This experiment shows that the additionaldelay is linearly dependent on the total simulation time, instead of, for instance,being a long delay in the beginning of the simulation. The phenomenon is notstudied further and thus its origin is left unknown.
 Table 7.6: Elapsed real time with and without interference
 Simulation time (s)10.0 20.0 30.0 40.0
 Without interference 568 ms 1159 ms 1746 ms 2367 msWith interference 818 ms 1604 ms 2400 ms 3210 ms
 A study of two interconnected Apros simulations has been conducted byPeltoniemi, Karhela, and Paljakka [79] in 2001. In this study, the classic OPCwas used as the communication method between the two simulators, and anexternal cross connector application was used. Even though the test methods arenot identical, some comparison can be made: In the study by Peltoniemi et al.,the achieved maximum performance was 11000 items with the sync intervalof 200 ms in real time. In contrast, in this thesis 3000 items were exchangedby both of the simulators with the sync interval of 200 ms which needed 3157
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 ms of computing time for 10 seconds of simulation time. Thus, in the study byPeltoniemi et al., the transfer rate was 11,000 · 5s−1 = 55,000s−1, whereas in thisstudy the rate was 2 · 3,000 · 5s−1 · 10s · (3.157s)−1 ≈ 95,000s−1.
 The hardware used in this study was approximately 5 times as efficient as inthe study by Peltoniemi et al. Hence, it can be argued that the performance inthe implementation of Peltoniemi et al. is about three times as high as in thisthesis. With larger amounts of mediated data, the overhead caused by OPC UAbecomes dominant to the overhead of the rest of the synchronization mechanism.Hence, this result is also moderately well in line with other studies made aboutthe performance differences between the classic OPC and OPC UA. However,with the great amount of varying factors between these two studies, this may aswell be coincidental.
 7.1.3 Different Topologies
 To prove that the implementation can be used with an arbitrary topology ofsimulators in a cluster is a fairly difficult task; a co-simulation of only threesimulators has 13 possible topologies [80], even if no difference is made on whatthe individual simulators are. Therefore, in this thesis only a set of selectedtopologies are tested to validate the design. In addition to the design, the testswill also validate the implementation; any severe bugs are found as well. Thetopologies that are tested are shown in Figure 7.5.
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 Figure 7.5: The tested co-simulation topologies
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 In Figure 7.5, A denotes an Apros simulation and O an OpenModelicasimulation. All topologies with an Apros simulation have also been tested withthe Apros simulation replaced by an OpenModelica simulation. The arrowsdenote to subscriptions: the start point of the arrow is the subscriber and theend point the subscribee. As a result, when the synchronization mechanism wastested with the topologies above, the simulations had no topology related problems.
 7.2 Discussion
 In this section, a summary of the test results is given with discussion on theirmeaning. Additionally, viewpoints left with less attention are brought up andinferences are drawn beyond the scope of the thesis.
 The co-simulation environment is scalable and thus suitable for medium-sizedco-simulations with a fairly high number of interchanged items in communication.It is also plausible that using hardware with more computational power willmove the point where the scalability issues start to emerge even farther. Since thesynchronization overhead time is relatively deterministic, at least with a smalltest data, the implementation satisfies the soft real-time constraint. Additionally,the design of the synchronization mechanism has been proven to work with bothcyclic and acyclic co-simulation cluster topologies, at least the most typical ones.
 Even when not accurately measured, the performance of the plain OPCUA server is at least slightly higher than with the synchronization enabled.The achieved transfer rate of 95,000 items per second with 3000 items incommunication per simulator can be seen sufficient for many use cases. Theimplementation starts to suffer from scalability issues when the amount ofsubscribed items is increased from a 1000 to 3000, at least with the hardwareused in this work. Even so, the server still operates fairly well with 3000 items incommunication.
 Since the inter-process communication within the co-simulation environmentis solely based on OPC UA, the different simulations may as well be run on dis-tributed computers. The distribution will have its influence on the performanceof the communication but the exact amount is unknown. On the other hand,the distribution will decrease the actual simulation times. Additionally, themajor portion of the overhead of the synchronization mechanism is due to thebottleneck simulation of the cluster; the execution of each simulation is boundedby the executing speed of the slowest simulation. During this idle time, however,the simulations which have reached the sync point can accomplish practically allthe data exchange needed between them as well as publish the values subscribedby the bottleneck simulator.
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 As stated before, if a controller is simulated within the other simulator thanthe process it controls, a delay of two sync intervals at minimum emerges to theoutput of the controller. The error generated can be managed in the modelingphase by using only a small number of connections between the simulationsand mediating only such variables that do not change rapidly. The issue can bemanaged also by shortening the sync interval or using a less aggressive tuningin the controller. Another approach would be to apply more advanced controlschemes. A Smith predictor, for instance, is a controller developed to controlsystems with a pure delay.
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 Conclusions
 Current technical systems are constantly growing larger and becoming morecomplex. Multiple simulation tools are thus commonly needed to model thebehavior of such systems. With synchronized co-simulation, different simulationtools can be interconnected almost seamlessly to model and simulate large multi-domain systems. Co-simulation can yield enhanced computational efficiency,more accurate results, and improved flexibility in modeling.
 OPC UA is a forward-looking communication interface which has great po-tential of becoming the next long-lasting communication standard in industrialautomation. The versatility of OPC UA allows it to be used in a wide variety ofapplications; it can even integrate a whole information network of a factory. Atthe moment, though, the user base of OPC UA is still marginal in comparisonwith the classic OPC.
 Selecting OPC UA as the communication method for the co-simulationenvironment developed in this work has proven mostly advantageous. The com-munication was measured to be adequately efficient, scalable, and deterministicfor medium-sized co-simulations with soft real-time constraints. The evaluationalso validated that OPC UA is generally suitable for synchronized horizontalcommunication. In addition to the internal communication of the co-simulationenvironment, OPC UA provides the whole co-simulation and the individualsimulators with external I/O interfaces. Furthermore, the modularity of thedesign allows embedding the same implementation in other simulators to enablethe co-simulation features for them as well.
 A synchronization technique based on autonomously operating simulatorswas proposed in this thesis. The major strength of the technique is a high transferrate with large amounts of data in communication. The main shortcoming is thatadditional latencies emerge in the co-simulation model. The synchronization
 75
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 mechanism can be used also in co-simulations with more than two simulatorsand with cyclic dependencies.
 The development of both the co-simulation environment and the plain OPCUA server can be continued in numerous ways. The most important of theseactivities are to migrate the implementation to Apros 6, improve the usability,and to validate the correct operation of the co-simulation environment withina real-world application. Regarding the data exchange mechanism, there iscurrently some interest in the OPC Foundation to develop a standard definitionfor horizontal data exchange in OPC UA. As a contribution to that aim, thedesign used in this thesis has been presented to the OPC Foundation. If a DX-likefunctionality similar to the one presented in this thesis is later included in theOPC UA specification, the implementation of this work can easily be modified tofollow that specification.
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Appendix A
 Methods for Connection Configura-tion
 This appendix presents the OPC UA methods, with their parameters presented,that are used in synchronized co-simulation. The images are taken from theUaExpert [74] OPC UA client by Unified Automation.
 Figure A.1: SetTickLength
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 Figure A.2: Source server: Add
 Figure A.3: Source server: Modify
 Figure A.4: Source server: Delete
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 Figure A.5: DxConnection: Add
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 Figure A.6: DxConnection: Modify
 Figure A.7: DxConnection: Delete
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Appendix B
 connectionconfig.xsd Schema
 This appendix is connectionconfig.xsd XML Schema which is used to define howthe configuration between the multiple simulators is stored. The ComplexTypeDXConnection definition is based on the OPC DX specification [49].<?xml version=” 1.0 ” encoding=” utf −8” ?><s:schema id=” connect ionconf ig ”
 targetNamespace=” h t t p : //www. v t t . f i /OPCUA/ connect ionconf ig . xsd ”elementFormDefault=” q u a l i f i e d ”xmlns:mstns=” h t t p : //www. v t t . f i /OPCUA/ connect ionconf ig . xsd ”xmlns=” h t t p : //www. v t t . f i /OPCUA/ connect ionconf ig . xsd ”xmlns:s=” h t t p : //www. w3 . org /2001/XMLSchema”
 >
 <s :e lement name=” OpcServerConfig ”><s:complexType><s : sequence><s :e lement name=” DxConnectionConfig ” minOccurs=”0”><s:complexType><s : sequence><s :e lement name=” Tick ”><s:complexType><s : sequence><s :e lement name=”Length”/>
 </ s : sequence></ s:complexType>
 </ s :e lement><s :e lement name=” ServerConnections ” minOccurs=”0”><s:complexType><s : sequence><s :e lement name=” Connection ” minOccurs=”0” maxOccurs=”unbounded”><s:complexType><s : sequence><s :e lement name=” Enabled ” type=” s :boo lean ”/><s :e lement name=” Subscr iber ”><s:complexType><s : sequence><s :e lement name=” Url ” type=” s : s t r i n g ”/><s :e lement name=”Name” type=” s : s t r i n g ”/>
 </ s : sequence></ s:complexType>
 </ s :e lement><s :e lement name=” Subscr ibee ”>
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 <s:complexType><s : sequence><s :e lement name=” Url ” type=” s : s t r i n g ”/><s :e lement name=”Name” type=” s : s t r i n g ”/>
 </ s : sequence></ s:complexType>
 </ s :e lement><s :e lement name=” ItemConnections ” minOccurs=”0”><s:complexType><s : sequence><s :e lement name=”DxConnection” type=”DXConnection”
 minOccurs=”0” maxOccurs=”unbounded”/></ s : sequence>
 </ s:complexType></ s :e lement>
 </ s : sequence></ s:complexType>
 </ s :e lement></ s : sequence>
 </ s:complexType></ s :e lement>
 </ s : sequence></ s:complexType>
 </ s :e lement></ s : sequence>
 </ s:complexType></ s :e lement>
 <s:complexType name=”DXConnection”><s : sequence><s :e lement name=”BrowsePath” type=” s : s t r i n g ”
 minOccurs=”0” maxOccurs=”unbounded” /><s :e lement name=” Descr ipt ion ” type=” s : s t r i n g ” /><s :e lement name=” DefaultOverrideValue ” n i l l a b l e =” true ” /><s :e lement name=” Subst i tuteValue ” n i l l a b l e =” true ” /><s :e lement name=”VendorData” type=” s : s t r i n g ” />
 </ s : sequence>< s : a t t r i b u t e name=”DxItemPath” type=” s : s t r i n g ” />< s : a t t r i b u t e name=”DxItemName” type=” s : s t r i n g ” />< s : a t t r i b u t e name=”DxItemId” type=” s : s t r i n g ” />< s : a t t r i b u t e name=” Version ” type=” s : s t r i n g ” />< s : a t t r i b u t e name=”Keyword” type=” s : s t r i n g ” />< s : a t t r i b u t e name=” DefaultSourceItemConnected ” type=” s :boo lean ” />< s : a t t r i b u t e name=” DefaultTargetItemConnected ” type=” s :boo lean ” />< s : a t t r i b u t e name=” DefaultOverridden ” type=” s :boo lean ” />< s : a t t r i b u t e name=” EnableSubst i tuteValue ” type=” s :boo lean ” />< s : a t t r i b u t e name=” TargetItemPath ” type=” s : s t r i n g ” />< s : a t t r i b u t e name=”TargetItemName” type=” s : s t r i n g ” />< s : a t t r i b u t e name=” TargetItemId ” type=” s : s t r i n g ” />< s : a t t r i b u t e name=” TargetNamespaceIndex ” type=” s :uns ignedInt ” />< s : a t t r i b u t e name=” SourceItemPath ” type=” s : s t r i n g ” />< s : a t t r i b u t e name=”SourceItemName” type=” s : s t r i n g ” />< s : a t t r i b u t e name=” SourceItemId ” type=” s : s t r i n g ” />< s : a t t r i b u t e name=”SourceNamespaceIndex” type=” s :uns ignedInt ” />< s : a t t r i b u t e name=”QueueSize ” type=” s :uns ignedInt ” />< s : a t t r i b u t e name=”UpdateRate ” type=” s :uns ignedInt ” />< s : a t t r i b u t e name=”Deadband” type=” s :double ” />
 </ s:complexType></ s:schema>
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Appendix C
 ConnectionConfig.xml Example
 This appendix is an example of a ConnectionConfig.xml based on the connec-tionconfig.xsd XML schema. This ConnectionConfig.xml is the one used in theperformance evaluation of two simulators with one signal generator each andwith the sync interval of 200 milliseconds.<?xml version=” 1.0 ” encoding=”UTF−8” ?><OpcServerConfig xmlns :xs i=” h t t p : //www. w3 . org /2001/XMLSchema”
 xmlns=” h t t p : //www. v t t . f i /OPCUA/ connect ionconf ig . xsd ”><DxConnectionConfig>
 <Tick><Length>0.2</ Length>
 </ Tick>
 <ServerConnections>
 <Connection>
 <Enabled> t rue</ Enabled>
 <Subscr iber><Url>opc . t c p : / / [NodeName] :4850</ Url><Name>Signal Generator 1</Name>
 </ Subscr iber>
 <Subscr ibee><Url>opc . t c p : / / [NodeName] :4855</ Url><Name>Signal Generator 1 b</Name>
 </ Subscr ibee>
 <ItemConnections>
 <DxConnectionDxItemId=”DX. DXConnectionsRoot . S ignal Generator 1 b . connection1 ”DxItemName=” connection1 ”TargetItemPath=””TargetItemName=””TargetItemId=” constant1 . k”TargetNamespaceIndex=”2”SourceItemPath=””SourceItemName=””
 92
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 SourceItemId=” sine1 . y”SourceNamespaceIndex=”2”
 >
 <BrowsePath>Signal Generator 1 b</ BrowsePath><Descr ipt ion></ Descr ipt ion>
 <DefaultOverrideValue /><Subst i tuteValue /><VendorData/>
 </DxConnection>
 </ ItemConnections>
 </ Connection>
 <Connection>
 <Enabled> t rue</ Enabled>
 <Subscr iber><Url>opc . t c p : / / [NodeName] :4855</ Url><Name>Signal Generator 1 b</Name>
 </ Subscr iber>
 <Subscr ibee><Url>opc . t c p : / / [NodeName] :4850</ Url><Name>Signal Generator 1</Name>
 </ Subscr ibee>
 <ItemConnections>
 <DxConnectionDxItemId=”DX. DXConnectionsRoot . S ignal Generator 1 . connection1 ”DxItemName=” connection1 ”TargetItemPath=””TargetItemName=””TargetItemId=” constant1 . k”SourceItemPath=””SourceItemName=””SourceItemId=” sine1 . y”SourceNamespaceIndex=”2”
 >
 <BrowsePath>Signal Generator 1</ BrowsePath><Descr ipt ion></ Descr ipt ion>
 <DefaultOverrideValue /><Subst i tuteValue /><VendorData/>
 </DxConnection>
 </ ItemConnections>
 </ Connection>
 </ ServerConnections>
 </ DxConnectionConfig></ OpcServerConfig>
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