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Outlier detection in ARIMA and seasonal ARIMA models by
 Bayesian Information Type Criteria
 Pedro Galeano and Daniel Pena
 Departamento de Estadıstica
 Universidad Carlos III de Madrid
 1 Introduction
 The detection of outliers in a time series is an important issue because their presence may have serious effects
 on the analysis in many different ways. For instance, even if the time series model is well specified, outliers
 can lead to biased parameter estimation, which may derives in poor forecasts. Several outlier detection
 procedures have been proposed for detecting different outlier types in autoregressive integrated and moving
 average (ARIMA) time series models, including the ones proposed in Fox (1972), Tsay (1986, 1988), Chang,
 Tiao and Chen (1988), Chen and Liu (1993), McCulloch and Tsay (1994), Le, Martin and Raftery (1996),
 Luceno (1998), Justel, Pena and Tsay (2001), Bianco, Garcia-Ben, Martınez and Yohai (2001) and Sanchez
 and Pena (2003), among others. Most of these methods are based on sequential detection procedures that
 test for the presence of an outlier, and if one outlier is found, its size is estimated, its effect is cleaned from
 the series and a new search for outliers is started. However, sequential detection procedures find several
 drawbacks. First, in many situations, the distribution of the test statistics are unknown and critical values
 needed to apply the tests are obtained via simulation for different sample sizes and models. Second, the
 masking effect, which means that outliers are undetected because of the presence of others. Third, the
 swamping effect, which means that outliers affect the data in such a way that good observations appear to
 be outliers as well. Finally, iterative procedures sequentially test for the presence of outliers which usually
 leads to overdetect the number of outliers due to the multiple testing problem.
 The main purpose of this paper is to develop an outlier detection procedure for additive outliers in
 ARIMA and seasonal ARIMA time series models, which tries to mitigate the effects due to the drawbacks of
 1
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sequential detection methods. In order to achieve this goal, it is shown that the problem of detecting additive
 outliers in ARIMA and seasonal ARIMA models can be formulated as a model selection problem in which
 the candidate models explicitly assume the presence of additive outliers at given time points. Therefore, the
 problem of detecting additive outliers reduces to the problem of selecting the model which assumes the true
 outliers in the series.
 Model selection is one of the most important problems in statistics and consists in selecting, among a set
 of candidate models, which of them better fit the data under some specific criteria. Two main strategies have
 been developed for model building. The primary goal of the called efficient criteria is to select the model that
 it is expected to better predict new observations, while the primary goal of the called consistent criteria is to
 select the true model, i.e., the model that actually has generated the data. Both principles lead to different
 model selection criteria. First, the efficient criteria include, among others, the Final Prediction Error (FPE),
 proposed by Akaike (1969), which is an estimator of the one step ahead prediction variance, the Akaike
 Information Criterion (AIC), proposed by Akaike (1973), which is an estimator of the expected Kullback-
 Leibler divergence between the true and the fitted model, and the corrected Akaike Information Criterion
 (AICc), derived by Hurvich and Tsai (1989), which is a bias correction form of the AIC that appears to
 work better in small samples. These criteria have the property that, under certain conditions and the main
 assumption that the data come from a model with an infinite number of parameters, asymptotically select
 the model which produces the least mean square prediction error. Second, the consistent criteria include,
 among others, the Bayesian information criterion (BIC), derived by Schwarz (1978), which approaches the
 posterior probabilities of the models, and the Hannan and Quinn Criterion (HQC), derived by Hannan and
 Quinn (1979), which was designed to have the fastest convergence rate to the true model. These criteria
 have the property that, under certain conditions and assuming that the data come from a model with a
 finite number of parameters, asymptotically select the true one.
 This paper proposes three model selection criteria for selecting the model which assumes the true outliers
 in a time series following an ARIMA or a seasonal ARIMA model. In this way, the proposed model selection
 criteria provide with objective rules for outlier detection which avoids the use of multiple hypothesis testing,
 iterative procedures and the simulation of critical values. As the main purpose of this paper is develop model
 selection criteria to detect the true number of outliers in a time series, the model selection criteria for outlier
 detection considered in this paper fall more naturally into the category of consistent criteria. Therefore,
 the proposed model selection criteria are the Bayesian information criterion and two modifications of this
 criterion which include additional terms useful for outlier detection. However, computation of the values
 2
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of the proposed model selection criteria for all the possible candidate models including all the possible
 configuration of possible outliers may be impossible even for small sample sizes. Therefore, this paper
 also proposes a procedure for pointing out which observations are potential outliers. Then, the proposed
 procedure allows to compute only the values of the criteria for those models which includes the potential
 outliers.
 The remainder of this paper is organized as follows. In Section 2, the additive outlier detection problem
 for ARIMA and seasonal ARIMA models is formulated as a model selection problem. Section 3 presents
 three Bayesian information type criteria for outlier detection in ARIMA and seasonal ARIMA models, while
 Section 4 proposes a procedure for pointing out potential outliers. Finally, Section 5 is devoted to show the
 performance of the procedure by means of simulated and real data examples.
 2 Formulation of the outlier detection problem
 A time series xt follows an ARIMA(p, d, q) model if,
 φp (B) (1−B)d (xt − c) = θq (B) εt, (1)
 where B is the backshift operator such that Bxt = xt−1, φp (B) = 1 − φ1B − · · · − φpBp and θ (B) =
 1+θ1B+ · · ·+θqBq are regular polynomial backshift operators of finite degrees p and q, respectively, d is the
 number of regular differences, c is a constant and εt is a sequence of independent and identically distributed
 Gaussian random variables with zero mean and standard deviation σ. It is assumed that all the roots of
 φp (B) and θq (B) are outside the unit circle and that φp (B) and θq (B) have no common factors. On the
 other hand, the seasonal ARIMA model extends the ARIMA model for time series with seasonal behavior.
 A time series xt follows a seasonal ARIMA(p, d, q)× (P, D, Q)s model if,
 ΦP (Bs) φp (B) (1−Bs)D (1−B)d (xt − c) = ΘQ (Bs) θq (B) εt, (2)
 where ΦP (Bs) = 1−Φ1Bs− · · ·−ΦP BsP and ΘQ (Bs) = 1+Θ1B
 s + · · ·+ΘQBsQ are seasonal polynomial
 backshift operators with seasonal period s of finite degrees P and Q, respectively, D is the number of seasonal
 differences and c is a constant. It is assumed that all the roots of ΘQ (Bs) and ΦP (Bs) are outside the unit
 circle and that ΦP (Bs) and ΘQ (Bs) have no common factors.
 3
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Suppose now that the observed time series y1, . . . , yT contains m additive outliers. Therefore,
 yt = xt + wt1I(t1)t + · · ·+ wtmI
 (tm)t , (3)
 where xt follows either the ARIMA(p, d, q) model in Eq. (1) or the seasonal ARIMA(p, d, q) × (P, D,Q)s
 model in Eq. (2), I(h)t is a dummy variable such that I
 (h)t = 1, if t = h ∈ τm = (t1, . . . , tm)′, the m×1 vector
 containing the locations of the outliers, and I(h)t = 0, otherwise, and wt1 , . . . , wtm are the outlier sizes at the
 corresponding locations. Consequently, the time series yt follows either the regression model with ARIMA
 errors given by,
 φp (B) (1−B)d(yt − c− wt1I
 (t1)t − · · · − wtm
 I(tm)t
 )= θq (B) εt, (4)
 or the regression model with seasonal ARIMA errors given by,
 ΦP (Bs) φp (B) (1−Bs)D (1−B)d(yt − c− wt1I
 (t1)t − · · · − wtm
 I(tm)t
 )= ΘQ (Bs) θq (B) εt, (5)
 in which the regressors are the dummy variables and the parameters linked with the regressors are the outlier
 sizes. Both models in Eqns. (4) and (5), are denoted indistinctly by Mτm . Note that this notation does
 suppress whichever combination t1, . . . , tm and model (ARIMA or seasonal ARIMA) are being considered,
 but this will be clear in the context. The parameters of the model Mτm can be summarized in the pm × 1
 vector given by,
 ρτm = (c, φ1, . . . , φp, θ1, . . . , θq, wt1 , . . . , wtm , σ)′ ,
 for ARIMA models, where pm = p + q + m + 2, or given by,
 ρτm = (c, φ1, . . . , φp, θ1, . . . , θq,Φ1, . . . , Φp, Θ1, . . . , ΘQ, wt1 , . . . , wtm , σ)′ ,
 for seasonal ARIMA models, where pm = p + q + P + Q + m + 2.
 Let z = (z1, . . . , zT )′ be the series whose elements are given by zt = (1−B)dyt for ARIMA models and
 zt = (1−Bs)D (1−B)dyt for seasonal ARIMA models. Then, the multivariate density function of the time
 series vector z, denoted by fτm (z|ρτm), can be written as:
 fτm (z|ρτm) =(2πσ2
 )−T/2 |Ω|−1/2 exp(− 1
 2σ2(z − J)′Ω−1 (z − J)
 ), (6)
 4
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where Ω is the T × T matrix given by Cov (z) /σ2 and J is a T × 1 vector which contains the values of the
 sequence:
 Jt = (1−Bs)D (1−B)d(c + wt1I
 (t1)t + · · ·+ wtmI
 (tm)t
 ).
 Exact Maximum likelihood estimates (MLE) of the model parameters, denoted by ρτm , are obtained after
 maximizing the loglikelihood `τm(ρτm
 ), which, from the density function in Eq. (6), is given by,
 `τm (ρτm) = −T
 2log 2πσ2 − 1
 2log |Ω| − 1
 2σ2(z − J)′ Ω−1 (z − J) . (7)
 The value of the maximized loglikelihood is denoted by `τm (ρτm). Several methods for maximizing the
 loglikelihood of ARIMA and seasonal ARIMA regression models in Eq. (7) are available. See, for instance,
 the methods proposed by Harvey and Phillips (1979), Kohn and Ansley (1985) and Gomez and Maravall
 (1994), among others.
 In summary, given the time series y, the number and location of the additive outliers, m and τm,
 respectively, and the parameter vector, ρτm , are unknown and have to be estimated from the observed time
 series. Determining the number and location of outliers in y, is now equivalent to select the model Mτm
 with the true outliers among all the set of candidate models. Once this is done, inference on the vector of
 parameters, ρτm , can be carried out by means of the maximum likelihood estimates, ρτm .
 3 Bayesian information type criteria for outlier detection
 Once the outlier detection problem has been written as a model selection problem, the aim of this section is
 to propose model selection criteria adequate to select the model Mτm that contains the true additive outliers
 in the series. Note that the candidate models include the model without outliers, Mτ0 , the T models with
 one outlier, Mτ1 , and son on. In total, there are(
 Tm
 )candidate models with m outliers covering all the
 possible locations of the m outliers. Thus, assuming that the number of outliers can be as large as an upper
 bound mmax < T , the total number of candidate models is given by,
 (T
 0
 )+
 (T
 1
 )+ · · ·+
 (T
 mmax
 ). (8)
 This section proposes three model selection criteria for selecting the model Mτm : the BIC and two modifi-
 cations of the BIC that include additional terms which may be useful for outlier detection.
 5
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The BIC is derived after approximating the posterior distribution of the candidate models. In this case,
 by using the Bayes theorem, the posterior distribution of the model Mτmgiven the time series y and its
 differenced counterpart z, can be written as follows,
 p (Mτm |y) =p (Mτm) f (z|Mτm)
 f (z), (9)
 where p (Mτm) is the prior probability of model Mτm
 , f (z|Mτm) is the marginal density of z given the model
 Mτm and f (z) is the unconditional marginal density of z given by,
 f (z) =mmax∑
 j=0
 ∑τj
 p(Mτj
 )f
 (z|Mτj
 ).
 From a Bayesian point of view, and taking into account that f (z) is a common constant for all the
 models, in order to compute p (Mτm |y), it is required to give prior probabilities of the models Mτm and to
 compute the marginal density f (z|Mτm) given by,
 f (z|Mτm) =∫
 fτm (z|Mτm , ρτm) p (ρτm |Mτm) dρτm , (10)
 where fτm (z|Mτm , ρτm) is the density function of the data given the model Mτm and the parameters ρτm ,
 and p (ρτm |Mτm) is the prior probability of the parameters given the model Mτm . Therefore, calculation of
 the posterior probabilities in Eq. (9) requires specification of the priors of the models and parameters and
 integration over the parameter space. However, obtaining an analytical expression of f (z|Mτm) is infeasible.
 Alternatively, a second order expansion of the loglikelihood function `τm (ρτm) around the maximum likeli-
 hood estimates, ρτm , leads to the following Laplace approximation to the integral in Eq. (10), (see, Tierney
 and Kadane, 1986),
 fτm (z|Mτm) = (2π)pm2 exp (`τm (ρτm))T−
 pm2 p (ρτm |Mτm) |Hτm (ρτm)|− 1
 2 + O(T−
 pm2 −1
 ), (11)
 where Hτm (ρτm) is the Hessian matrix of `τm (ρτm) evaluated at ρτm . Therefore, Eq. (9) can be written as
 follows (see, Kass, Tierney and Kadane, 1990),
 p (Mτm |y) =(2π)
 pm2 T−
 pm2 p (Mτm) exp (`τm (ρτm)) p (ρτm |Mτm) |Hτm (ρτm)|− 1
 2
 f (z)+ O
 (T−1
 ), (12)
 6
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which depends on the prior distribution of the models, p (Mτm), and parameters, p (ρτm |Mτm), the determi-
 nant of the Hessian matrix Hτm(ρτm
 ), and the unconditional marginal distribution, f (z). Taking logarithms,
 Eq. (12) leads to,
 log p (Mτm |y) =pm
 2log 2π − pm
 2log T + log p (Mτm) + `τm (ρτm)+ (13)
 + log p (ρτm|Mτm
 )− 12
 log |Hτm(ρτm
 )| − log f (z) + O(T−1
 ).
 By the law of large numbers, Hτm(ρτm
 ) /T converges to the Fisher information matrix, and therefore,
 |Hτm(ρτm
 )| = O (T pm).
 The usual BIC approximation of the posterior probability in Eq. (12) is based on assuming uniform
 prior probabilities for all the candidate models. Thus, the prior probability of model Mτmunder the BIC
 approximation is given by,
 pBIC (Mτm) =
 1(T0
 )+
 (T1
 )+ · · ·+ (
 Tmmax
 ) ,
 which is independent of the number of outliers, m. Now, taking uniform prior probabilities for the parameters
 of the models and after deleting constants, Eq. (13) leads to the BIC for outlier detection, which selects the
 model Mτm which minimizes,
 BIC (Mτm) = −2`τm (ρτm) + pm log T. (14)
 However, note that the prior probability of the number of outliers taken by the BIC approximation is given
 by,
 pBIC (m) =∑
 τm, m fixed
 pBIC (Mτm) =
 (Tm
 )(T0
 )+
 (T1
 )+ · · ·+ (
 Tmmax
 ) ,
 implying that models with a number of outliers close to T/2 have larger a priori probabilities than models
 with either a small or large number of outliers.
 Two alternative criteria to the BIC for outlier detection in Eq. (14) are proposed. A first non informative
 approach that will lead to a model selection criterion called BICUP (or BIC with uniform prior), is to assume
 a priori that all the possible number of outliers are equally probable. This election leads to take an uniform
 prior distribution over the number of outliers and, then, take equal prior probabilities for all the models
 with the same number of outliers. Therefore, the prior probability of the model Mτm under the BICUP
 7
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approximation is given by,
 pBICUP (Mτm) =1
 mmax + 11(Tm
 ) =1
 mmax + 1(T −m)!m!
 T !.
 Now, taking uniform prior probabilities for the parameters of the models and after deleting constants, Eq.
 (13) leads to the BICUP for outlier detection, which selects the model Mτmwhich minimizes:
 BICUP (Mτm) = −2`τm
 (ρτm) + pm log T − 2 log (T −m)!m!. (15)
 Note that the expression of the BICUP in Eq. (15) is similar to the expression of the BIC in Eq. (14) except
 for the last term which is acting as an additional penalization term for the models which have a number of
 outliers close to T/2. Consequently, the BICUP naturally incorporates the information about the number
 of models for different number of outliers.
 A second informative approach that will lead to a model selection criterion called BICGP (or BIC with
 geometric prior) is to penalize the possible number of outliers. This is because it is expected that the number
 of outliers in a series be small. This election leads to take a truncated geometric prior distribution over the
 number of outliers and, then, take equal prior probabilities for all the models with the same number of
 outliers. Therefore, the prior probability of the model Mτm under the BICGP approximation is given by,
 pBICGP (Mτm) =1− g
 (1− gmmax)gm 1(
 Tm
 ) =1− g
 (1− gmmax)gm (T −m)!m!
 T !,
 where 0 < g < 1 is the geometric decay rate of the truncated geometric distribution. Again, taking uniform
 prior probabilities for the parameters of the models and after deleting constants, Eq. (13) leads to the
 BICGP for outlier detection, which selects the model Mτm which minimizes:
 BICGP (Mτm) = −2`τm (ρτm) + pm log T − 2 log (T −m)!m!− 2m log g. (16)
 Note that the expression of the BICGP in Eq. (16) is similar to the expression of the BIC in Eq. (14)
 except for the last two terms and similar to the expression of the BICUP in Eq. (15) except for the last term
 which is acting as an additional penalization term for the models which have a large number of outliers. The
 geometric decay rate g may be chosen by the practitioner. In the empirical examples in Section 5, g has
 been taken as 0.75
 8
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In summary, the model Mτm is selected as the one which provides the minimum value of one of the
 three Bayesian information type criteria proposed. Note that the model selected provides with the number
 of outliers, m, their locations, τm, and the maximum likelihood estimates, ρτm , of the model parameters.
 Additionally, the model selection criteria for outlier detection in Eq. (14), (15) and (16) provide with
 approximations of the posterior probabilities p (Mτm|y). For instance, the approximated value of p (Mτm
 |y)
 for the BIC is given by,
 pBIC (Mτm|y) =
 exp(−BIC(Mτm )
 2
 )
 mmax∑j=0
 ∑τj
 exp(−BIC(Mτj )
 2
 ) , (17)
 while the corresponding approximations for BICUP and BICGP, denoted by pBICUP (Mτm|y) and pBICGP (Mτm
 |y),
 respectively, are obtained by replacing BIC (Mτm) by BICUP (Mτm
 ) and BICGP (Mτm), respectively, in
 Eq. (17).
 Finally, pairwise comparison of two models can be done using the BIC approximations of the posterior
 odds for model Mτm against Mτn that are given by,
 oBIC (Mτm ,Mτn |y) =pBIC (Mτm |y)pBIC (Mτn |y)
 = exp(
 BIC (Mτn)−BIC (Mτm)2
 ), (18)
 and only requires computation of the values of the BIC for models Mτm and Mτn . Similarly, BICUP
 and BICGP approximations, denoted by oBICUP (Mτm ,Mτn |y) and oBICGP (Mτm ,Mτn |y), are obtained by
 replacing BIC (Mτm) by BICUP (Mτm) and BICGP (Mτm), respectively, in the expressions in Eq. (18).
 4 A procedure for detecting potential outliers
 There is an additional problem in computing the value of the BIC, BICUP and BICGP. As noted in Section
 2, the number of candidate models, given in Eq. (8), may be huge even for small values of T and mmax.
 Consequently, the obtention of the values of the proposed criteria for all the possible candidate models is a
 computationally expensive problem. This section proposes a procedure for reducing the number of models for
 which the criteria should be computed. The procedure is based on the one proposed by Pena and Tiao (1992)
 for defining Bayesian robustness functions in linear models. The idea is to split the time series observations
 into two groups: the first would include observations which have high potential of being outliers, while the
 second one includes the observations that should be discarded as outliers beyond any reasonable doubt. Let
 T1 be the number of observations in the first group. Then, instead of computing the value of the proposed
 9
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criteria for all the candidate models, it is possible to compute them for all the models which includes as
 outliers all the combinations of the T1 observations in the first group. Thus, the number of candidate models
 reduces to, (T1
 0
 )+
 (T1
 1
 )+ · · ·+
 (T1
 T1
 ),
 which is a much smaller number than the one in Eq. (8).
 Obviously, the key point in the procedure is to split the time series observations into these two groups.
 Due to the masking and swamping effects, the groups cannot be made by just simply computing the value
 of the proposed criteria for the T models Mτ1 . Alternatively, the following approach is considered. Let Ar
 be the event “the observation yr is an outlier given the y”. Then, the probability of two observations, yr
 and ys, being outliers can be written as follows,
 P (Ar ∩As) = P (Ar|As)P (As) . (19)
 If yt and ys are non-outlying time points, the probability in Eq. (19) is approximately given by P (Ar)P (As)
 because P (Ar|As) ' P (Ar). However, if ys is an outlier, P (Ar|As) will be very different that P (Ar) because
 the correct detection of an outlier will affect the value of P (Ar), and P (Ar ∩As) will be quite different to
 P (Ar)P (As). As a consequence, a way to distinguish potential outliers is based on the values of the
 differences, P (Ar ∩As)− P (Ar)P (As).
 However, computation of these probabilities is also a difficult task because they involve to obtain a large
 number of probabilities. As an alternative, it is possible to use the approximated posterior odds given in Eq.
 (18). For simplicity, it is presented the procedure for the BIC approximation but similar procedures for the
 BICUP and BICGP are obtained by replacing the BIC expressions by the BICUP and BICGP expressions,
 respectively. The idea is to build the interactions matrix with elements,
 dBIC (r, s) =∣∣oBIC
 (Mr,s
 τ2,Mτ0 |y
 )− oBIC
 (Mr
 τ1,Mτ0 |y
 )oBIC
 (Ms
 τ1,Mτ0 |y
 )∣∣ ,
 where oBIC
 (Mr,s
 τ2,Mτ0 |z
 )is the BIC approximation of the posterior odds of the model which assumes that
 yr and ys are outliers against Mτ0 and oBIC
 (Mr
 τ1,Mτ0 |y
 )and oBIC
 (Ms
 τ1,Mτ0 |y
 )are the BIC approximation
 of the posterior odds of the model which assumes that, on the one hand, yr and, on the other hand, ys, are
 outliers, against Mτ0 . If yr is an outlier, the values dBIC (r, ·) are expected to have relatively large values.
 Indeed, if there are other outliers masked by yr, these will show up as large values in the distribution of
 10

Page 11
                        

dBIC (r, ·). Thus, large values of dBIC (r, ·) will indicate outliers, and relatively large values in a column,
 possible masking between these points. Therefore, a procedure for pointing out potential outliers is the
 following:
 1. Compute the values of oBIC
 (M t
 τ1,Mτ0 |y
 )for all the models with an outlier at time point t = 1, . . . , T .
 Let m (oBIC) and s (oBIC) be the mean and the standard deviation of the values of oBIC
 (M t
 τ1, Mτ0 |y
 ).
 Then, include in the set of potential outliers those points that satisfy
 oBIC
 (M t
 τ1,Mτn
 |y) ≥ m (oBIC) + cos (oBIC) . (20)
 2. Compute the values of dBIC (r, s) for all the models with two outliers at the time points r, s = 1, . . . , T .
 Let m (dBIC) and s (dBIC) be the mean and the standard deviation of the values of dBIC (r, ·). Then,
 include in the set of potential outliers those points ys that satisfy
 dBIC (r, s) ≥ m (dBIC) + cds (dBIC) . (21)
 Once the procedure provides with the set of candidate outliers, the values of the BIC for all the models
 including in this set are computed and the model which gives the minimum value of the BIC is the selected
 model. Then, estimation of the model parameters and outliers sizes is made jointly through the maximum
 likelihood estimates. As mentioned before, the proposed procedure runs similarly for the BICUP and BICGP
 interaction matrices. The values co and cd can be chosen using the Bonferroni correction which takes into
 account the number of comparisons to be made. In particular, the values co = 3 and cd = 5 appears to work
 well in practice. Finally, it is important to note that the use of the procedure avoids the problem of choosing
 the value of mmax, i.e., the maximum number of outliers allowed because it is only required to compute the
 value of the criteria only for those models which includes potential outliers.
 5 Examples
 This section illustrates the performance of the proposed outlier detection methodology by means of the
 analysis of a simulated data example and the logarithm of the monthly total retail sales for United States.
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5.1 Outlier detection in a simulated time series
 Figure 1 goes around here
 In order to illustrate the performance of the procedure, a simulated time series contaminated with three
 additive outliers is built as follows. First, a series with sample size T = 100 is simulated from the seasonal
 ARIMA(0, 1, 1)× (0, 1, 1)12 model given by,
 (1−B12
 )(1−B)xt =
 (1 + 0.5B12
 )(1 + 0.4B) εt,
 where εt follows a Gaussian distribution with zero mean and standard deviation σ = 0.7071. Then, the
 series x1, . . . , xT is contaminated with three additive outliers at time points t1 = 25, t2 = 50 and t3 = 75
 and outlier sizes w25 = 3, w50 = −3 and w75 = 3, respectively. Consequently, the contaminated time series
 is given by,
 yt = xt + 3I(25)t − 3I
 (50)t + 3I
 (75)t ,
 for t = 1, . . . , T . Both the outlier-free and the contaminated time series are shown in Figure 1. Note that
 the outlier effects are almost imperceptible in the plot. However, the additive outliers produces large effects
 in parameter estimation. To see this point, first column in Table 1 includes the estimates of the parameters
 of a seasonal ARIMA(0, 1, 1) × (0, 1, 1)12 fitted to the contaminated series yt. The table shows that the
 parameter estimates ignoring the presence of the additive outliers are very different than the true model
 generator parameters.
 Table 1 goes around here
 The first step in the proposed methodology is to apply the algorithm described in Section 4 for pointing out
 the presence of potential outliers. The three plots in the rows of Figure 2 show the values of the BIC, BICUP
 and BICGP approximated posterior odds for models with one outlier, i.e., M tτ1
 for t = 1, . . . , T , against Mτ0 .
 The straight horizontal lines in the plots are the heights of the threshold in Eq. (20), respectively. The
 three plots in Figure 2 show that the observations at time points t = 25 and t = 50 are labeled as potential
 outliers because the values of the approximated posterior odds are much larger than the thresholds. Indeed
 these values are much larger than the rest of values. Importantly, note that the observation at time point
 t = 75 is not labeled as a potential outlier in this first step, maybe because it is masked by the outliers at
 t = 25 and t = 50. This example shows the need of the second step in the algorithm described in Section 4.
 12
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Figure 2 goes around here
 The second step of the algorithm starts by computing the BIC, BICUP and BICGP interaction matrices.
 As these are matrices of size 100× 100, it is preferable to see only those matrix rows which give substantive
 information. In particular, Figures 3, 4 and 5 show the row numbers 25, 37, 38, 50, 75 and 84 of the BIC,
 BICUP and BICGP interaction matrices, respectively. The straight horizontal lines in the plots are the
 heights of the corresponding thresholds given in Eq. (21). Note that the three outliers at observations
 t = 25, 50 and 75 are labeled as potential outliers for the three criteria in several of the rows. Indeed, the
 three outliers are labeled as potential outliers in many of the rows of the three interaction matrices that are
 not shown here. Also, note that the only non-outlier observation pointed out as potential outlier is the one
 at t = 37 (see the row number 84) by the BIC.
 Figure 3 goes around here
 Figure 4 goes around here
 Figure 5 goes around here
 The final step of the proposed methodology is to compute the values of the criteria for only those
 models which incorporates potential outliers. Table 2 shows the value of the three criteria for all the models
 considered. As it can be seen, the minimum value of the three criteria select the true model which incorporates
 as additive outliers the observations at time points t = 25, t = 50 and t = 75. Once the outliers have been
 detected, inference on the model parameters can be performed through the maximum likelihood estimates.
 Second column in Table 1 shows the parameter estimates of the model which incorporates the true outliers.
 Note that the parameter estimates of the seasonal ARIMA(0, 1, 1) × (0, 1, 1)12 fitted to the contaminated
 series yt and the outlier size estimates are very close to their real values.
 Table 2 goes around here
 5.2 Outlier detection in the logarithm of the monthly total retail sales for
 United States
 Figure 6 goes around here
 The performance of the proposed methodology is illustrated by analyzing the logarithm of the monthly
 total retail sales for United States. The time series, which starts at January, 1992 and ends at December,
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2007, so that consists of T = 192 data points, is plotted in Figure 6. The series has a clear seasonal behavior.
 Then, a seasonal ARIMA(2, 1, 0)× (0, 1, 1)s model is fitted to the time series. The autocorrelation function
 of the residual series shows some minor serial dependence at lags 4 and 9, but the fit appears to be good.
 The second column in Table 3 shows the MLE of the ARIMA(2, 1, 0) × (0, 1, 1)s model parameters along
 with their standard errors.
 Table 3 goes around here
 Next, the first step of the proposed algorithm is applied in order to point out potential outliers. The three
 plots in the rows of Figure 7 show the values of the BIC, BICUP and BICGP approximated posterior odds
 for models with one outlier, i.e., M tτ1
 for t = 1, . . . , T , against Mτ0 , for the monthly total retail sales series.
 The three plots in Figure 7 show that the observation at October, 2001 is labeled as potential outlier because
 the values of the approximated posterior odds are much larger than the corresponding thresholds. Note also
 that the values of the approximated posterior odds for the observation at February, 2000 are slightly behind
 the corresponding thresholds.
 Figure 7 goes around here
 Then, the second step computes the BIC, BICUP and BICGP interaction matrices. Figures 8, 9 and 10
 show the row numbers 98, 112, 118 and 119 of the BIC, BICUP and BICGP interaction matrices, respectively.
 These plots show that the observations at February, 2000 and October, 2001 are labeled as potential outliers
 for the three criteria. Indeed, these two observations are labeled as potential outliers in many of the rows
 of the three interaction matrices that are not shown here. In addition, the BIC also labels the observations
 at May, 2001 and September, 2001 as potential outliers. More precisely, these observations are labeled as
 potential outliers in row numbers 112 and 119, respectively, among others.
 Figure 8 goes around here
 Figure 9 goes around here
 Figure 10 goes around here
 Afterwards, the values of the criteria for only those models which incorporates potential outliers are
 computed. These values are shown in Table 4. As it can be seen, the minimum value of the BIC selects
 the model with the three outliers at February, 2000, September, 2001 and October, 2001, while the BICUP
 and BICGP the model with the outliers at February, 2000, and October, 2001. In this case, the proposed
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criteria provides with two alternative models for the the logarithm of the monthly total retail sales for United
 States. The model proposed by the BIC includes three outliers, while the model proposed by the BICUP
 and BICGP include two outliers. In order to select one of these two models, the third and fourth columns
 in Table 3 include the parameter estimates of both models. This table shows that the outlier size estimates
 of the model with three outliers are statistically significant, which suggests that the model selected by the
 BIC may be more appropriate for the series.
 Table 4 goes around here
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Table 1: Estimated parameters and standard errors.
 Estimated parameter valuesTrue parameter values Model without the outliers Model with the outliers
 θ1 = 0.4 −0.1901(0.1230)
 0.3580(0.0992)
 Θ1 = 0.5 −0.2027(0.1040)
 0.5323(0.1064)
 w25 = 3 − 3.1372(0.2105)
 w50 = −3 − −3.1633(0.2080)
 w75 = 3 − 3.1778(0.2021)
 σ = 0.7071 1.2488 0.6124
 Table 2: Values of the criteria for candidate models.
 τm BIC BICUP BICGP(−) 304.52 −422.94 −422.94(25) 291.82 −426.44 −425.86(37) 298.60 − −(50) 292.13 −426.13 −425.56(75) 295.11 −423.15 −422.57
 (25, 37) 292.99 − −(25, 50) 268.77 −441.69 −440.53(25, 75) 273.61 −436.85 −435.70(37, 50) 286.85 − −(37, 75) 280.60 − −(50, 75) 272.76 −437.70 −436.54
 (25, 37, 50) 272.66 − −(25, 37, 75) 275.53 − −(25, 50, 75) 197.95 −505.53 −503.81(37, 50, 75) 247.42 − −
 (25, 37, 50, 75) 201.14 − −
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Table 3: Estimated parameters and standard errors for the monthly total retail sales series.
 Estimated parameter valuesParameter Seasonal ARIMA Model with outliers 98 and 118 Model with outliers 98, 117 and 118
 φ1 −0.7925(0.0643)
 −0.8259(0.0620)
 −0.8309(0.0623)
 φ2 −0.5296(0.0654)
 −0.5813(0.0633)
 −0.5877(0.0632)
 Θ1 −0.6503(0.0624)
 −0.6078(0.0642)
 −0.5959(0.0651)
 w98 − 0.0540(0.0162)
 0.0540(0.0159)
 w117 − − −0.0370(0.0158)
 w118 − 0.0596(0.0162)
 0.0601(0.0160)
 σ 0.0192 0.0175 0.0172
 Table 4: Values of the criteria for candidate models.
 τm BIC BICUP BICGP(−) −872.83 −2514.80 −2514.80(98) −881.46 −2512.92 −2512.35(115) −874.30 − −(117) −874.59 − −(118) −884.52 −2515.98 −2515.41
 (98, 115) −883.60 − −(98, 117) −883.40 − −(98, 118) −894.99 −2517.33 −2516.18(115, 117) −877.79 − −(115, 118) −880.62 − −(117, 118) −886.51 − −
 (98, 115, 117) −887.54 − −(98, 115, 118) −891.10 − −(98, 117, 118) −897.80 − −(115, 117, 118) −883.41 − −
 (98, 115, 117, 118) −894.77 − −
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 Figure 1: Simulated time series with (in black) and without (in gray) outliers.
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 Figure 2: BIC, BICUP and BICGP approximated posterior odds for models with one outlier.
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 Figure 3: Rows of interaction matrix (BIC).
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 Figure 4: Rows of interaction matrix (BICUP).
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 Figure 5: Rows of interaction matrix (BICGP).
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 Figure 6: Monthly total retail sales in the United States time series.
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 Figure 7: BIC, BICUP and BICGP approximated posterior odds for models with one outlier.
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 Figure 8: Rows of interaction matrix (BIC).
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 Figure 9: Rows of interaction matrix (BICUP).
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 Figure 10: Rows of interaction matrix (BICGP).
 28



						
LOAD MORE                    

                                    


                
                    
                    
                                        
                

                

                        


                    

                                                    
                                Seasonality and Seasonal Switching Time Series Models In the … · 2005. 8. 19. · Seasonality and Seasonal Switching Time Series Models In the recent X-12-ARIMA program developed

                            

                                                    
                                Double Seasonal ARIMA Model for Forecasting Load Demand · 2016. 8. 3. · Double Seasonal ARIMA Model for Forecasting Load Demand 219 The theoretical ACF and PCF of Equation 2 are

                            

                                                    
                                Pure Seasonal Models - Amazon S3 · ARIMA Modeling with R Seasonal Persistence Hawaiian Quarterly Occupancy Rate Time x 2002 2004 2006 2008 2010 2012 2014 2016 65 70 75 80 85 1 2

                            

                                                    
                                Metode ARIMA Box-Jenkins -   · PDF fileMetode ARIMA Box-Jenkins Model ARIMA Box-Jenkins Identification of STATIONER TIME SERIES Estimation of ARIMA model

                            

                                                    
                                Outlier Robust Methods - achamad.staff.ipb.ac.idachamad.staff.ipb.ac.id/wp-content/plugins/as-pdf/Anang Kurnia-Outlier...Outlier Robust Methods Pencilan (outlier observations) sering

                            

                                                    
                                Title stata.com arima — ARIMA, ARMAX, and other dynamic ... · PDF fileTitle stata.com arima — ARIMA, ARMAX, and other dynamic regression models SyntaxMenuDescriptionOptions Remarks

                            

                                                    
                                Modelo arima

                            

                                                    
                                11.a seasonal arima model for nigerian gross domestic product

                            

                                                    
                                ARIMA Processes With ARIMA Parameters - Università IUAV di

                            

                                                    
                                Exposé ARIMA

                            

                                                    
                                CS 521 Data Mining Techniques Instructor: Abdullah Mueenmueen/Teaching/CS_521/... · Chapter 12. Outlier Analysis Outlier and Outlier Analysis Outlier Detection Methods Statistical

                            

                                                    
                                Lecture 9-c Time Series: Forecasting with ARIMA ...RS – EC2 - Lecture 15 7 • For stochastic seasonality, we use the Seasonal ARIMA model. In general, we have the SARIMA(P, D, Q)s:

                            

                                                    
                                Anomaly Detection in Seasonal ARIMA Models

                            

                                                    
                                Seasonal ARIMA Model - WordPress.comDefinisi Seasonal ARIMA adalah model ARIMA yang mengandung faktor musiman. Musiman berarti kecenderungan mengulangi pola tingkah gerak dalam periode

                            

                                                    
                                Outlier Detection for Temporal Data Outlier D for Temp Outlier for Tem

                            

                                                    
                                Kano State Point Rainfall Seasonal Arima Model Prediction in R

                            

                                                    
                                SKRIPSI ARIMA

                            

                                                    
                                Forecasting using - Rob J Hyndmanrobjhyndman.com/talks/RevolutionR/10-Seasonal-ARIMA.pdf · Forecasting using 10. Seasonal ARIMA models OTexts.com/fpp/8/9 Forecasting using R 1 Rob

                            

                                                    
                                ECON 427: ECONOMIC FORECASTING - University …fuleky/econ427/8-arima.pdfOutline 1 Stationarity and di˙erencing 2 Non-seasonal ARIMA models 3 Estimation and order selection 4 ARIMA

                            

                                                    
                                Naoto Kunitomo and Seisho Sato November 2017 · Naoto Kunitomo and Seisho Sato . November 2017. ... use of X-12-ARIMA in the ﬃ seasonal adjustment, which adopts univariate ARIMA

                            

                                                    
                                Model Arima

                            

                                                    
                                Time-series Forecasting - Parametric prediction models, ARIMA › lehre › ba-18w › script › arima.pdf · Time-series Forecasting - Parametric prediction models, ARIMA Non-Seasonal

                            

                                                    
                                Detecting the Best Seasonal ARIMA Forecasting Model for 

                            

                                                    
                                Empirical Comparisions of Seasonal Arima and Arima ... COMPARISONS OF SEASONAL ARIMA AND ARIMA COMPONENT (STRUCTURAL) TIME SERIES MODELS bY William ... models as presented in Harvey

                            

                                                    
                                Peramalan ARIMA

                            

                                                    
                                Forecasting Cargo Throughput with Modiﬁed Seasonal ARIMA ...€¦ · Abstract: The importing-and-exporting goods normally requires organizational cooperation among different inter-national

                            

                                                    
                                Outlier Detection - My Webspace fileswebspace.ship.edu/pgmarr/Geo441/Lectures/OPT 1 - Outlier Detection.… · Outlier Detection. Outlier detection is both easy and difficult. •

                            

                                                    
                                ARIMA - Integrated ARMA · ARIMA Modeling with R Identifying ARIMA A time series exhibits ARIMA behavior if the diﬀerenced data has ARMA behavior > # Simulation ARIMA(p = 1,

                            

                                                    
                                A comparison of ARIMA and ANN models€¦ · Dr. Abhishek Singh Indian summer monsoon rainfall prediction Sunday, June 14, 2020 9/17. Forecasts from ARIMA(0,0,0) Years Seasonal Rainfall

                            

                                                    
                                The X-II-ARIMA seasonal adjustment method QUINTANO C. (Ed.) 2005 100 ESTELA BEE DAGUM Essays Collection of Estela Bee Dagum in Statistical Sciences777 THE X-II ARIMA SEASONAL ADJUSTMENT

                            

                                                    
                                Lecture 9-c Time Series: Forecasting with ARIMA ...RS – EC2 - Lecture 15 1 1 Lecture 9-c Time Series: Forecasting with ARIMA & Exponential Smoothing • Two types of seasonal behavior:

                            

                                                    
                                Arima Report

                            

                                                    
                                Double Seasonal ARIMA Model for Forecasting Load Demandeprints.utm.my/id/eprint/36668/1/MaizahHuraAhmad... · here is the Box-Jenkins autoregressive integrated moving average (ARIMA)

                            

                                                    
                                Empirical Comparisions of Seasonal Arima and Arima Component … · EMPIRICAL COMPARISONS OF SEASONAL ARIMA AND ARIMA COMPONENT (STRUCTURAL) TIME SERIES MODELS bY William R. BeII

                            

                                                    
                                METODE SEASONAL ARIMA UNTUK MERAMALKAN …repository.radenintan.ac.id/4293/1/SKRIPSI HANI.pdf · METODE SEASONAL ARIMA UNTUK MERAMALKAN PRODUKSI KOPI DENGAN INDIKATOR CURAH HUJAN

                            

                        
                    

                                    

            

        

    

















    
        
            
                	About us
	Contact us
	Term
	DMCA
	Privacy Policy



                	English
	Français
	Español
	Deutsch


            

        

        
            
                Copyright © 2022 VDOCUMENTS

            

                    

    








    


