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 2,
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 1963
 Printed in U.S.A.
 AN ALGORITHM
 FOR
 LEAST-SQUARES
 ESTIMATION OF
 NONLINEAR PARAMETERS*
 DONALD W.
 MARQUARDTt
 Introduction.M\ost
 lgorithms
 or
 the
 least-squares
 stimation
 f non-
 linear
 parameters
 have
 centered
 bout either
 f two
 approaches.
 On
 the
 one
 hand,
 the model
 may
 be
 expanded
 s a
 Taylor
 series
 nd
 corrections
 to the several
 parameters
 alculated
 at each iteration
 n
 the
 assumption
 of ocal
 linearity.
 n
 the other
 hand,
 variousmodificationsf the
 method
 of
 steepest-descent
 ave
 been used. Both
 methodsnot
 infrequently
 un
 aground, heTaylorseriesmethodbecause ofdivergencefthesuccessive
 iterates,
 he
 steepest-descent
 or
 gradient)
 methods
 because
 of
 agonizingly
 slow
 convergence
 fter
 he first ew terations.
 In
 this
 paper
 a maximtum
 neighborhood
 ethod s
 developed which,
 n
 effect,
 erforms
 n
 optimum nterpolation
 etween
 the
 Taylor
 series
 method nd the
 gradient
 method,
 he
 interpolation
 eing
 based
 upon
 the
 maximum
 neighborhood
 n
 which the truncated
 Taylor
 series
 gives
 an
 adequate representation
 f the
 nonlinearmodel.
 The
 results re
 extended o the
 problem
 of
 solving
 a set of
 nonlinear
 algebraic quations.
 Statement f
 problem.
 et the model
 o be fitted
 o the data
 be
 (y)
 =
 f(Xl
 ,
 X2
 ,
 * *
 Xm; 21, 2,
 '''
 *,
 )
 (1)
 =
 f(x,
 ),
 where
 xi
 ,
 x2,
 X,
 m
 are
 independent
 variables,
 81
 t82,
 *'
 ,
 /k
 are the
 population
 values
 of
 k
 parameters,
 nd
 E(y)
 is the
 expected
 value of
 the
 dependent ariabley.Let the data pointsbedenotedby
 (2)
 (Yi
 ,
 X
 ,
 Xi,
 **
 *,
 Xm),
 i
 =
 1,
 2,
 *
 *
 *,
 n.
 The
 problem
 s
 to
 compute
 those estimates
 f
 the
 parameters
 whichwill
 minimize
 n
 P
 =
 E
 [Yii
 yi]2
 (3)
 i=1
 =
 IY-
 YI12
 where
 Yi
 is
 the
 value
 of
 y
 predicted
 y (1)
 at
 the th
 data
 point.
 It
 is well
 known
 hat
 when is linear
 n
 the
 13's,
 he contours
 f
 constant
 *
 Received
 by
 the editors June
 13,
 1962,
 and
 in
 revised
 form
 December
 3,
 1962.
 t
 Engineering
 Department,
 E.
 I.
 du Pont de Nemours &
 Company, Inc.,
 Wil-
 mington 98,
 Delaware.
 431
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 432 DONALD W.
 MARQUARDT
 4
 are
 ellipsoids,
 while
 if
 f
 is
 nonlinear,
 the
 contours are
 distorted,
 according
 to the
 severity
 of
 the
 nonlinearity.
 Even
 with
 nonlinear
 models,
 however,
 the contours are nearly elliptical in the immediate vicinityof the minimum
 of 1.
 Typically
 the contour surface
 of
 1
 is
 greatly
 attenuated
 in
 some direc-
 tions
 and
 elongated
 in
 others
 so
 that the
 minimum lies
 at the bottom
 of a
 long curving
 trough.
 In
 this
 paper
 attention is confined
 to the
 algorithm
 for
 obtaining
 least-
 squares
 estimates.
 For
 discussion of the broader statistical
 aspects
 of non-
 linear estimation
 and
 application
 to
 specific examples
 the
 reader
 is
 referred
 to items
 [1],
 [2],
 [4], [5], [6]
 in
 the
 References. Other
 references
 re
 given
 in
 the
 papers
 cited.
 Methods
 in
 current
 use. The
 method based
 upon expanding
 f
 in
 a
 Taylor
 series
 (sometimes
 referred
 o as the
 Gauss method
 [1],
 [7],
 or
 the
 Gauss-
 Newton
 method
 [4])
 is as follows.
 Writing
 the
 Taylor
 series
 through
 the linear
 terms
 (4)
 (Y(X,,
 b
 +
 5))
 =f(Xi, b)
 +
 E
 (f,)
 or
 (4a) (Y)
 =
 fo +
 Pat
 In
 (4),
 e
 is
 replaced notationally by b,
 the
 converged
 value
 of b
 being
 the
 least-squares
 estimate
 of
 5.
 The
 vector
 at
 is
 a
 small correction to
 b,
 with
 the
 subscript
 t used to
 designate
 5
 as
 calculated
 by
 this
 Taylor
 series
 method.
 The brackets
 ()
 are used
 to
 distinguish
 predictions
 based
 upon
 the linearized
 model
 from
 those
 based
 upon
 the actual nonlinear
 model.
 Thus,
 the
 value
 of
 I
 predicted y
 (4)
 is
 n
 (5)
 (I)
 =
 [Yi
 -
 (Y)]2.
 i=l
 Now,
 at
 appears linearly
 in
 (4),
 and
 can
 therefore
 e
 found
 by
 the standard
 least-squares
 method
 of
 setting
 0()/jaj
 =
 0,
 for
 all
 j.
 Thus
 at
 is
 found
 by
 solving
 (6)
 Abe
 =
 g,
 where'
 (7)
 A[xk = pTP,
 1
 The
 superscript
 denotes
 matrix
 ransposition.
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 aTg
 cos
 Y
 =
 (11
 11)(11 II)
 vT(D + XI)-lv
 (23)
 (vT[(D
 +
 XI)2]-lv)12(gTg)12
 V
 jk
 Vj2
 2
 [
 (DIV42
 (gg)
 Differentiating
 nd
 simplifying
 v2
 2
 1
 2 2
 (24)
 d
 Z
 1Dj
 +
 X2
 1
 Dj+
 X)-
 [='(D
 +X)2
 (24)
 jx-
 C
 OS
 j
 (grg1/12
 dX
 L[Z-cs=
 D,
 +
 X)2
 [Ej
 Vj2Iljl
 =1
 vj2J3j]
 -
 V
 1Vi]2
 (25)
 [z3j=li
 (D,
 X)2
 [Ilj=1(Dj
 +
 X)
 ]
 (gTg)
 k k
 where
 Ij
 =
 I
 (Dj,
 +
 X),
 H112
 =
 H
 (Dj,
 +
 X)2,
 H3
 j'=1
 j'=1
 k
 = f
 (Dj,
 +
 X)3.
 The denominator
 of
 (25)
 is
 positive,
 since each
 Y
 7j
 factor s
 positive.
 Hence the
 sign
 ofd
 cos
 y/dX
 s the
 sign
 of
 the
 numerator.
 Noting
 hat
 Ij
 I3j
 =
 (2j)
 2,
 the
 numerator an
 be
 written
 (26) f[ (vj IIT1/2
 [
 (vj 1/2)2
 (Vj 1/2(vVj /2)]
 By
 Schwarz's
 Inequality,
 (26)
 is
 positive.
 Thus
 d cos
 y/dX
 s
 always
 positive
 X
 >
 0).
 Consequently,
 y
 s
 a monotone
 ecreasing
 unction
 f
 X.
 For
 very
 arge
 values of
 X,
 the
 matrix
 A
 +
 XI)
 is
 dominated
 by
 the
 diagonal
 XI.
 Thus it is
 seen
 from
 (10)
 that
 as
 X
 --
 oo,
 o
 ->
 g/X,
 whence
 6o
 and
 g
 become
 proportional
 in
 the
 limit,
 so
 that the
 angle
 between
 them
 approaches
 ero. On the other
 hand,
 f
 X
 =
 0 in
 (10),
 then
 except
 for he
 trivialcase where
 A
 is
 diagonal)
 the
 vectors
 5o
 and
 g
 meet
 at some
 finite
 angle
 0
 <
 y
 <
 7r/2.
 t follows hat
 y
 s a continuous
 monotone
 ecreasing
 function
 of
 X,
 such
 that as X
 -->
 oo,
 y -
 0.
 Scale of measurement.
 he
 relevant
 roperties
 f
 the
 solution,
 t
 of
 (6)
 are
 invariantunder inear
 transformations
 f the
 b-space.
 However,
 t
 is
 well
 known
 3]
 that
 the
 properties
 f the
 gradient
 methods
 re
 not scale
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 invariant. t becomes
 necessary, hen,
 to scale
 the
 b-space
 in
 some
 con-
 venient
 manner.We shall
 choose to
 scale the
 b-space
 n
 units
 of
 the
 stand-
 ard deviationsof the derivativesdfi/Obj, aken over the sample points
 i
 =
 1, 2,
 ..
 ,
 n.
 Since these derivatives
 depend,
 in
 general,
 on
 the
 bj
 themselves,
 he
 current
 rial values
 of the
 bj
 are used as
 necessary
 n
 the
 evaluation
 of the
 derivatives.
 This
 choice
 of scale causes the
 A
 matrix o
 be transformednto the
 matrix
 f
 simple
 orrelation oefficients
 mong
 the
 dfi/Obj.
 his
 choice
 of
 scale
 has,
 in
 fact,
 been
 widely
 used
 in linear
 east-
 squares
 problems
 s
 a
 device for
 mproving
 he numerical
 spects
 of
 com-
 puting
 procedures.
 Thus,
 we define
 scaled
 matrix
 A*,
 and
 a
 scaled
 vector
 g*:
 (27)
 A*
 (a*)
 (
 aj-
 -j
 \V-\ajj
 V\aj,','
 (28)
 g*
 =
 (gj*)
 -=
 (
 j
 and
 solve
 for he
 Taylor
 eries orrection
 sing
 (29)
 A*t*
 =
 *
 Then
 (30)
 6
 =
 j*/7/a
 .
 Construction
 f
 the
 algorithm.
 he broad outline
 of
 the
 appropriate
 algorithm
 s
 now clear.
 Specifically,
 t
 the
 rth
 teration
 he
 equation
 (31)
 (A*()
 +
 X(r)I)*(r)
 =
 g*(r)
 is constructed.
 his
 equation
 is then solved for
 *
 (r).
 Then
 (30)
 is used to
 obtain
 (r).
 The new trialvector
 (32)
 b(r+l)
 =
 b(r)
 +
 (r)
 will
 lead to
 a new sum of
 squares
 (r+1).
 It is
 essential
 to select
 X()
 such
 that
 (33)
 (r+)
 (r)
 It is
 clear
 from he
 foregoing
 heory
 hat
 a
 sufficiently
 arge
 X(r)
 always
 exists uch that 33) willbe satisfied,nless
 (r)
 is already t a minimumf
 1.
 Some form f
 trial
 and
 error
 s
 required
 o
 find value
 X(r
 which
 will
 lead
 to satisfaction
 f
 (33)
 and
 will
 produce
 rapid
 convergence
 f
 the
 algo-
 rithm to the
 least-squares
 values.
 At
 each
 iteration
 we
 desire
 to
 minimize
 in
 the
 (approximately)
 maxi-
 mum
 neighborhood
 ver which the linearized
 unction
 will
 give
 adequate
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 For
 the
 gradient
 methods t is
 customary
 o
 define n
 error
 riterion
 (35) = EfZ(x)]
 i=l
 and to make corrections o trial
 vectorsx(r)
 by
 moving
 n
 the
 direction f
 the
 negative
 gradient
 of
 A,
 defined
 by
 (36)
 2m (2?f a-f)
 So
 that
 (37)
 Xj(r+l)
 =
 xj()
 +
 ^
 j = 1, 2, *.. , k,
 where
 (38)
 ) =
 -a
 ,
 j=
 1,2,
 ...
 k,
 Oxj
 and
 a is a
 suitably
 defined
 onstant.
 In
 matrixnotation
 (39)
 1I
 (r)
 (r)
 On
 the
 other
 hand,
 the
 Newton-Raphsonmethod,
 which
 nvolves
 xpan-
 sion of the
 fi
 in
 Taylor
 series
 through
 he linear
 terms,
 eads to
 the
 equa-
 tions
 (40)
 E
 (
 8(r),
 =
 ifr)
 =
 1,2,
 ...
 ,
 c.
 3=\Ox/e
 In matrixnotation
 (41)
 BSt
 =
 f
 where the matrix
 B = -
 (Ofd/xj)
 is
 not,
 in
 general, ymmetric.
 re-
 multiplying
 41)
 by
 BT
 we
 then formBTB
 =
 A
 and
 BTf
 =
 g.
 The
 ma-
 trix
 A
 is
 symmetric.
 Matrix
 A
 and vector
 g
 are then
 normalized o
 A*,
 g.
 Application
 of the
 new
 algorithmgives
 the
 formulation
 (42)
 (A*
 +
 X(r)I)
 *(r) =
 g*
 which
 s identical o
 the formulation
 f the
 nonlinear
 east-squares
 prob-
 lem. The
 computational
 method or
 btaining
 he solution s
 also
 identical.
 In
 this
 case,
 however,
 he
 minimum
 alue
 of
 qI
 is known o
 be
 zero,
 within
 rounding
 rror.
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