


	
		×
		

	






    
        
            
                
                    
                        
                    
                

                
                    
                        
                            
                            
                        

                    

                

                
                    
                                                    Log in
                            Upload File
                                            

                

            


            	Most Popular
	Study
	Business
	Design
	Technology
	Travel
	Explore all categories


        

    





    
        
            
                
                    
                

                

                    
                        partial derivativeskisi.deu.edu.tr/kaan.gurbuzer/calculus1002/partialderivatives.pdf · partial...

                    


                    
                        
                            	Home
	Documents
	Partial Derivativeskisi.deu.edu.tr/kaan.gurbuzer/calculus1002/partialderivatives.pdf · Partial Derivatives Higher Derivatives Theorem 7 (Clairaut Theorem) Suppose fis de ned on a


                        

                    


                    




    
        
            
                
                    
                        

                        
                        
                    

                    
                        
						1

101
                        
                    

                    
                        
                        100%
Actual Size
Fit Width
Fit Height
Fit Page
Automatic


                        
                    

					
                

            


            
                
                    
                    
                    
                

                
                    

                    

                    
                        
                         Match case
                         Limit results 1 per page
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Partial Derivatives
 In general, if f is a function of two variables x and y, suppose we let onlyx vary while keeping y fixed, say y = b, where b is a constant.
 Then we are really considering a function of a single variable x, namely,g(x) = f(x, b). If g has a derivative at a, then we call it the partialderivative of with respect to x at (a, b) and denote it by fx(a, b).Thus
 fx(a, b) = g′(a) where g(x) = f(x, b). (1)
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By the definition of a derivative, we have
 g′(a) = limh→0
 g(a+ h)− g(a)h
 and so Equation (1) becomes
 fx(a, b) = limh→0
 f(a+ h, b)− f(a, b)h
 (2)
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Similarly, the partial derivative of f with respect to y at (a, b),denoted by fy(a, b), is obtained by keeping fixed and finding the ordinaryderivative at b of the function G(y) = f(a, y):
 fy(a, b) = limh→0
 f(a, b+ h)− f(a, b)h
 . (3)
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If we now let the point (a, b) vary in Equations (2) and (3), fx and fybecome functions of two variables.
 If f is a function of two variables, its partial derivatives are thefunctions fx and fy defined by
 fx(x, y) = limh→0
 f(x+ h, y)− f(x, y)h
 fy(x, y) = limh→0
 f(x, y + h)− f(x, y)h
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Notations for Partial DerivativesIf z = f(x, y), we write
 fx(x, y) = fx =∂f
 ∂x=
 ∂
 ∂xf(x, y) =
 ∂z
 ∂x= f1 = D1f = Dxf
 fy(x, y) = fy =∂f
 ∂y=
 ∂
 ∂yf(x, y) =
 ∂z
 ∂y= f2 = D2f = Dyf
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Rule for Finding Partial Derivatives of z = f(x, y)
 • To find fx, regard y as a constant and differentiate f(x, y) withrespect to x.
 • To find fy, regard x as a constant and differentiate f(x, y) withrespect to y.
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Example 1
 If f(x, y) = x3 + x2y3 − 2y2, find fx(2, 1) and fy(2, 1).
 Solution.Holding y constant and differentiating with respect to x, we get
 fx(x, y) = 3x2 + 2xy3
 and sofx(2, 1) = 3 · 22 + 2 · 2 · 13 = 16
 Holding x constant and differentiating with respect to y, we get
 fy(x, y) = 3x2y2 − 4y
 fy(2, 1) = 3 · 22 · 12 − 4 · 1 = 8
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Example 2
 If f(x, y) = 4− x2 − 2y2, find fx(1, 1) and fy(1, 1) and interpret thesenumbers as slopes.
 Solution.We have
 fx(x, y) = −2x and fy(x, y) = −4yfx(1, 1) = −2 and fy(1, 1) = −4
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Example 3
 If f(x, y) = sin
 (x
 1 + y
 ), calculate
 ∂f
 ∂xand
 ∂f
 ∂y.
 Solution.Using the Chain Rule for functions of one variable, we have
 ∂f
 ∂x= cos
 (x
 1 + y
 )· ∂∂x
 (x
 1 + y
 )= cos
 (x
 1 + y
 )· 1
 1 + y
 ∂f
 ∂y= cos
 (x
 1 + y
 )· ∂∂y
 (x
 1 + y
 )= − cos
 (x
 1 + y
 )· x
 (1 + y)2
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Example 4
 Find ∂z/∂x and ∂z/∂y if z is defined implicitly as a function of x and yby the equation
 x3 + y3 + z3 + 6xyz = 1
 Solution.To find ∂z/∂x we differentiate implicitly with respect to x, being carefulto treat y as a constant:
 3x2 + 3z2∂z
 ∂x+ 6yz + 6xy
 ∂z
 ∂x= 0.
 Similarly, to find ∂z/∂y we differentiate implicitly with respect to y,being careful to treat x as a constant:
 3y2 + 3z2∂z
 ∂y+ 6xz + 6xy
 ∂z
 ∂y= 0.
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Partial Derivatives Functions of More than Two Variables
 Functions of More than Two Variables
 Partial derivatives can also be defined for functions of three or morevariables.
 For example, if f is a function of three variables x, y and z then itspartial derivative with respect to x is found by regarding y and z asconstants and differentiating f(x, y, z) with respect to x.
 If w = f(x, y, z), then fx = ∂w/∂x can be interpreted as the rate ofchange of w with respect to x when y and z are held fixed. But we can’tinterpret it geometrically because the graph of f lies in four-dimensionalspace.
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Partial Derivatives Functions of More than Two Variables
 Example 5
 Find fx, fy and fz if f(x, y, z) = exy ln z.
 Solution.Holding y and z constant and differentiating with respect to x, we have
 fx = yexy ln z
 Similarly,
 fy = xexy ln z and fz =exy
 z
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Partial Derivatives Higher Derivatives
 Higher Derivatives
 If f is a function of two variables, then its partial derivatives fx and fyare also functions of two variables, so we can consider their partialderivatives (fx)x, (fx)y, (fy)x, (fy)y, which are called the secondpartial derivatives of f .
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Partial Derivatives Higher Derivatives
 If z = f(x, y), we use the following notation:
 (fx)x = fxx = f11 =∂
 ∂x
 (∂f
 ∂x
 )=∂2f
 ∂x2=∂2z
 ∂x2
 (fx)y = fxy = f12 =∂
 ∂y
 (∂f
 ∂x
 )=
 ∂2f
 ∂y∂x=
 ∂2z
 ∂y∂x
 (fy)x = fyx = f21 =∂
 ∂x
 (∂f
 ∂y
 )=
 ∂2f
 ∂x∂y=
 ∂2z
 ∂x∂y
 (fy)y = fyy = f22 =∂
 ∂y
 (∂f
 ∂x
 )=∂2f
 ∂y2=∂2z
 ∂y2
 Thus, the notation fxy (or ∂2f∂y∂x) means that we first differentiate with
 respect to x and then with respect to y, whereas in computing fyx theorder is reversed.

Page 15
                        

Partial Derivatives Higher Derivatives
 Example 6
 Find the second partial derivatives of f(x, y) = x3 + x2y3 − 2y2.
 Solution.We found derivatives with respect to x and y are
 fx(x, y) = 3x2 + 2xy3 fy(x, y) = 3x2y2 − 4y
 Therefore
 fxx =∂
 ∂x(3x2 + 2xy3) = 6x+ 2y3 fxy =
 ∂
 ∂y(3x2 + 2xy3) = 6xy2
 fyx =∂
 ∂x(3x2y2 − 4y) = 6xy2 fyy =
 ∂
 ∂y(3x2y2 − 4y) = 6x2y − 4
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Partial Derivatives Higher Derivatives
 Theorem 7 (Clairaut Theorem)
 Suppose f is defined on a disk D that contains the point (a, b). If thefunctions fxy and fyx are both continuous on D, then
 fxy = fyx.
 Partial derivatives of order 3 or higher can also be defined. For instance,using Clairaut’s Theorem it can be shown that
 fxyy = fyxy = fyyx
 if these functions are continuous.
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Partial Derivatives Higher Derivatives
 Example 8
 Calculate fxxyz if f(x, y, z) = sin(3x+ yz).
 Solution.
 fx = 3 cos(3x+ yz)
 fxx = −9 sin(3x+ yz)
 fxxy = −9z cos(3x+ yz)
 fxxyz = −9 cos(3x+ yz) + 9yz sin(3x+ yz)

Page 18
                        

Chain Rule
 Chain Rule
 For functions of more than one variable, the Chain Rule has severalversions, each of them giving a rule for differentiating a compositefunction.
 The first version deals with the case where z = f(x, y) and each of thevariables x and y is, in turn, a function of a variable t. This means thatis indirectly a function of t, z = f(g(t), h(t)), and the Chain Rule gives aformula for differentiating z as a function of t.
 We assume that f is differentiable. Recall that this is the case when fxand fy are continuous.
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Chain Rule
 Theorem 9 (The Chain Rule: Case 1)
 Suppose that z = f(x, y) is a differentiable function of x and y, wherex = g(t) and y = h(t) are both differentiable functions of t. Then z is adifferentiable function of t and
 dz
 dt=∂f
 ∂x
 dx
 dt+∂f
 ∂y
 dy
 dt
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Chain Rule
 Example 10
 If z = x2y + 3xy4, where x = sin 2t and y = cos t finddz
 dtwhen t = 0.
 Solution.The Chain Rule gives
 dz
 dt=∂f
 ∂x
 dx
 dt+∂f
 ∂y
 dy
 dt
 = (2xy + 3y4)(2 cos 2t) + (x2 + 12xy3)(− sin t)
 It’s not necessary to substitute the expressions for x and y in terms of t.We simply observe that when t = 0 we have x = sin 0 = 0 andy = cos 0 = 1. Therefore,
 dz
 dt
 ∣∣∣∣t=0
 = (0 + 3)(2 cos 0) + (0 + 0)(− sin 0) = 6
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Chain Rule
 The derivative in Example can be interpreted as the rate of change of zwith respect to t as the point (x, y) moves along the curve C withparametric equations x = sin 2t, y = cos t.
 In particular, when t = 0, the point (x, y) is (0, 1) anddz
 dt= 6 is the rate
 of increase as we move along the curve C through (0, 1).
 If, for instance, z = T (x, y) = x2y + 3xy4 represents the temperature atthe point (x, y), then the composite function z = T (sin 2t, cos t)
 represents the temperature at points on C and the derivativedz
 dtrepresents the rate at which the temperature changes along C.
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Chain Rule
 Theorem 11 (The Chain Rule: Case 2)
 Suppose that z = f(x, y) is a differentiable function of x and y, wherex = g(s, t) and y = h(s, t) are differentiable functions of s and t.Then
 ∂z
 ∂s=∂z
 ∂x
 ∂x
 ∂s+∂z
 ∂y
 ∂y
 ∂s
 ∂z
 ∂t=∂z
 ∂x
 ∂x
 ∂t+∂z
 ∂y
 ∂y
 ∂t
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Chain Rule
 To remember the Chain Rule it is helpful to draw the tree diagram infigure below.
 We now consider the situation where but each of and is a functionof two variables and : , . Then is indirectly a function of and and we wish to find and . Recall that in computing we hold fixed and compute the ordinary derivative of with respect to . Therefore, we canapply Theorem 2 to obtain
 A similar argument holds for and so we have proved the following version ofthe Chain Rule.
 The Chain Rule (Case 2) Suppose that is a differentiable functionof and , where and are differentiable functions of sand t. Then
 EXAMPLE 3 If , where and , find and .
 SOLUTION Applying Case 2 of the Chain Rule, we get
 Case 2 of the Chain Rule contains three types of variables: and are independ-ent variables, and are called intermediate variables, and is the dependent vari-able. Notice that Theorem 3 has one term for each intermediate variable and each ofthese terms resembles the one-dimensional Chain Rule in Equation 1.
 To remember the Chain Rule it is helpful to draw the tree diagram in Figure 2. Wedraw branches from the dependent variable to the intermediate variables and toindicate that is a function of and . Then we draw branches from and to theindependent variables and . On each branch we write the corresponding partialderivative. To find we find the product of the partial derivatives along each pathfrom to and then add these products:
 Similarly, we find by using the paths from to .Now we consider the general situation in which a dependent variable is a func-
 tion of intermediate variables , , each of which is, in turn, a function of mxn. . . ,x1nu
 tz�z��t
 �z
 �s�
 �z
 �x �x
 �s�
 �z
 �y �y
 �s
 sz�z��s
 tsyxyxz
 yxz
 zyxts
 � 2ste st 2sin �s 2t� � s 2est 2
 cos�s 2t�
 �z
 �t�
 �z
 �x �x
 �t�
 �z
 �y �y
 �t� �ex sin y��2st� � �ex cos y��s 2 �
 � t 2est 2sin �s 2t� � 2ste st 2
 cos�s 2t�
 �z
 �s�
 �z
 �x �x
 �s�
 �z
 �y �y
 �s� �ex sin y��t 2 � � �ex cos y��2st�
 �z��t�z��sy � s 2tx � st 2z � ex sin y
 �z
 �t�
 �z
 �x �x
 �t�
 �z
 �y �y
 �t
 �z
 �s�
 �z
 �x �x
 �s�
 �z
 �y �y
 �s
 y � h�s, t�x � t�s, t�yxz � f �x, y�3
 �z��s
 �z
 �t�
 �z
 �x �x
 �t�
 �z
 �y �y
 �t
 tzs�z��t�z��t�z��stszy � h�s, t�x � t�s, t�ts
 yxz � f �x, y�
 792 � CHAPTER 11 PARTIAL DERIVATIVES
 FIGURE 2
 z
 yx
 s t s t
 �z�x
 �z�y
 �x�s
 �x�t
 �y�s
 �y�t
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Chain Rule
 Example 12
 If z = ex sin y, where x = st2 and y = s2t, find ∂z∂s and ∂z
 ∂t .
 Solution.Applying Case 2 of the Chain Rule, we get
 ∂z
 ∂s=∂z
 ∂x
 ∂x
 ∂s+∂z
 ∂y
 ∂y
 ∂s= (ex sin y)(t2) + (ex cos y)(2st)
 = t2est2sin(s2t) + 2stest
 2cos(s2t)
 ∂z
 ∂t=∂z
 ∂x
 ∂x
 ∂t+∂z
 ∂y
 ∂y
 ∂t= (ex sin y)(2st) + (ex cos y)(s2)
 = 2stest2sin(s2t) + s2est
 2cos(s2t)
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Chain Rule
 Case 2 of the Chain Rule contains three types of variables:
 s and t are independent variables,
 x and y are called intermediate variables,
 and z is the dependent variable.
 Notice that Theorem 9 has one term for each intermediate variable andeach of these terms resembles the one-dimensional Chain Rule.
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Chain Rule
 The Chain Rule: General VersionSuppose that u is a differentiable function of the n variablesx1, x2, . . . , xn and each xj is a differentiable function of the m variablest1, t2, . . . , tm. Then u is a function of t1, t2, . . . , tm and
 ∂u
 ∂ti=
 ∂u
 ∂x1
 ∂x1∂ti
 +∂u
 ∂x2
 ∂x2∂ti
 + · · ·+ ∂u
 ∂xn
 ∂xn∂ti
 for each i = 1, 2, . . . ,m.

Page 27
                        

Chain Rule
 Example 13
 If u = x4y + y2z3, where x = rset, y = rs2e−t, and z = r2s sin t, findthe value of ∂u/∂s when r = 2, s = 1, t = 0.
 independent variables , . Notice that there are terms, one for each interme-diate variable. The proof is similar to that of Case 1.
 The Chain Rule (General Version) Suppose that is a differentiable function ofthe variables , , and each is a differentiable function of the variables , , . Then is a function of , , and
 for each , , .
 EXAMPLE 4 Write out the Chain Rule for the case where and, , , and .
 SOLUTION We apply Theorem 4 with and . Figure 3 shows the tree dia-gram. Although we haven’t written the derivatives on the branches, it’s understoodthat if a branch leads from to , then the partial derivative for that branch is .With the aid of the tree diagram we can now write the required expressions:
 EXAMPLE 5 If , where , , and , find thevalue of when , , .
 SOLUTION With the help of the tree diagram in Figure 4, we have
 When , , and , we have , , and , so
 EXAMPLE 6 If and is differentiable, show that satis-fies the equation
 SOLUTION Let and . Then and the Chain Rulegives
 �t
 �t�
 �f
 �x �x
 �t�
 �f
 �y �y
 �t�
 �f
 �x ��2t� �
 �f
 �y �2t�
 �t
 �s�
 �f
 �x �x
 �s�
 �f
 �y �y
 �s�
 �f
 �x �2s� �
 �f
 �y ��2s�
 t�s, t� � f �x, y�y � t 2 � s 2x � s 2 � t 2
 t �t
 �s� s
 �t
 �t� 0
 tft�s, t� � f �s 2 � t 2, t 2 � s 2 �
 �u
 �s� �64��2� � �16��4� � �0��0� � 192
 z � 0y � 2x � 2t � 0s � 1r � 2
 � �4x 3y��re t� � �x 4 � 2yz3 ��2rse�t � � �3y 2z2 ��r 2 sin t�
 �u
 �s�
 �u
 �x �x
 �s�
 �u
 �y �y
 �s�
 �u
 �z �z
 �s
 t � 0s � 1r � 2�u��sz � r 2s sin ty � rs 2e�tx � rse tu � x 4y � y 2z3
 �w
 �v�
 �w
 �x �x
 �v�
 �w
 �y �y
 �v�
 �w
 �z �z
 �v�
 �w
 �t �t
 �v
 �w
 �u�
 �w
 �x �x
 �u�
 �w
 �y �y
 �u�
 �w
 �z �z
 �u�
 �w
 �t
 �t
 �u
 �y��uuy
 m � 2n � 4
 t � t�u, v�z � z�u, v�y � y�u, v�x � x�u, v�w � f �x, y, z, t�
 m. . . ,2i � 1
 �u
 �ti�
 �u
 �x1 �x1
 �ti�
 �u
 �x2 �x2
 �ti� � � � �
 �u
 �xn �xn
 �ti
 tm. . . ,t2t1utm. . . ,t2t1
 mxjxn. . . ,x2x1nu4
 ntm. . . ,t1
 SECTION 11.5 THE CHAIN RULE � 793
 FIGURE 3
 w
 y tx
 u v u v u v
 z
 u v
 FIGURE 4
 u
 y zx
 sr t sr t sr t
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Chain Rule
 Solution.We have
 ∂u
 ∂s=∂u
 ∂x
 ∂x
 ∂s+∂u
 ∂y
 ∂y
 ∂s+∂u
 ∂z
 ∂z
 ∂s
 = (4x3y)(ret) + (x4 + 2yz3)(2rse−t) + (3y2z2)(r2 sin t)
 When r = 2, s = 1, t = 0, we have x = 2, y = 2, z = 0, so
 ∂u
 ∂s= (64)(2) + (16)(4) + (0)(0) = 192.
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Chain Rule
 Example 14
 If g(s, t) = f(s2 − t2, t2 − s2) and f is differentiable, show that gsatisfies the equation
 t∂g
 ∂s+ s
 ∂g
 ∂t= 0
 Solution.Let x = s2 − t2 and y = t2 − s2. Then g(s, t) = f(x, y) and the chainrule gives
 ∂g
 ∂s=∂f
 ∂x
 ∂x
 ∂s+∂f
 ∂y
 ∂y
 ∂s=∂f
 ∂x(2s) +
 ∂f
 ∂y(−2s)
 ∂g
 ∂t=∂f
 ∂x
 ∂x
 ∂t+∂f
 ∂y
 ∂y
 ∂t=∂f
 ∂x(−2t) + ∂f
 ∂y(2t)
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Chain Rule
 Solution (cont.)
 Therefore
 t∂g
 ∂s+ s
 ∂g
 ∂t=
 (2st
 ∂f
 ∂x− 2st
 ∂f
 ∂y
 )+
 (−2st∂f
 ∂x+ 2st
 ∂f
 ∂y
 )= 0
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Chain Rule Implicit Differentiation
 Implicit Differentiation
 We suppose that an equation of the form F (x, y) = 0 defines y implicitlyas a differentiable function of x, that is, y = f(x), where F (x, f(x)) = 0for all x in the domain of f .
 If F is differentiable, we can apply Case 1 of the Chain Rule todifferentiate both sides of the equation F (x, y) = 0 with respect to x.
 Since both x and y are functions of x, we obtain
 ∂F
 ∂x
 dx
 dx+∂F
 ∂y
 dy
 dx= 0
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Chain Rule Implicit Differentiation
 ∂F
 ∂x
 dx
 dx+∂F
 ∂y
 dy
 dx= 0
 Butdx
 dx= 1, so if
 ∂F
 ∂y6= 0 we solve for
 dy
 dxand obtain
 dy
 dx= −
 ∂F
 ∂x∂F
 ∂y
 = −Fx
 Fy
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Chain Rule Implicit Differentiation
 Now we suppose that z is given implicitly as a function z = f(x, y) by anequation of the form F (x, y, f(x, y)) = 0.
 This means that F (x, y, f(x, y)) = 0 for all (x, y) in the domain of f .
 If F and f are differentiable, then we can use the Chain Rule todifferentiate the equation F (x, y, z) = 0 as follows:
 ∂z
 ∂x= −
 ∂F
 ∂x∂F
 ∂z
 ∂z
 ∂y= −
 ∂F
 ∂y∂F
 ∂z
 . (4)
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Chain Rule Implicit Differentiation
 Example 15
 Find ∂z/∂x and ∂z/∂y if z is defined implicitly as a function of x and yby the equation
 x3 + y3 + z3 + 6xyz = 1
 Solution.To find ∂z/∂x we differentiate implicitly with respect to x, being carefulto treat y as a constant:
 3x2 + 3z2∂z
 ∂x+ 6yz + 6xy
 ∂z
 ∂x= 0
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Chain Rule Implicit Differentiation
 Solution (cont.)
 3x2 + 3z2∂z
 ∂x+ 6yz + 6xy
 ∂z
 ∂x= 0
 Solving this equation for ∂z/∂x, we obtain
 ∂z
 ∂x= −x
 2 + 2yz
 z2 + 2xy
 Similarly, implicit differentiation with respect to y gives
 ∂z
 ∂y= −y
 2 + 2xz
 z2 + 2xy
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Chain Rule Implicit Differentiation
 Example 16
 Find∂z
 ∂yand
 ∂z
 ∂xif x3 + y3 + z3 + 6xyz = 1.
 Solution.Let F (x, y, z) = x3 + y3 + z3 + 6xyz − 1. Then, from Equations (4), wehave
 ∂z
 ∂x= −Fx
 Fz= −3x2 + 6yz
 3z2 + 6xy= −x
 2 + 2yz
 z2 + 2xy
 ∂z
 ∂y= −Fy
 Fz= −3y2 + 6xz
 3z2 + 6xy= −y
 2 + 2xz
 z2 + 2xy
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Directioanl Derivatives and the Gradient Vector Directional Derivatives
 Directional Derivatives
 The weather map in Figure shows a contour map of the temperaturefunction T (x, y) for the states of California and Nevada.
 44. Suppose , where and .(a) Show that
 (b) Find a similar formula for .� � � � � � � � � � � � �
 45. Suppose that the equation implicitly defineseach of the three variables , , and as functions of theother two: , , . If is dif-ferentiable and , , and are all nonzero, show that
 �z
 �x �x
 �y �y
 �z� �1
 FzFyFx
 Fx � h�y, z�y � t�x, z�z � f �x, y�zyx
 F�x, y, z� � 0
 �2z��s �t
 ��z
 �x �2x
 �t 2 ��z
 �y �2 y
 �t 2
 �2z
 �t 2 ��2z
 �x 2 ��x
 �t �2
 � 2 �2z
 �x �y �x
 �t �y
 �t�
 �2z
 �y 2 ��y
 �t �2
 y � h�s, t�x � t�s, t�z � f �x, y�40. If , where and , showthat
 41. If , where , , find .(Compare with Example 7.)
 42. If , where , , find (a) ,(b) , and (c) .
 43. If , where , , show that
 �2z
 �x 2 ��2z
 �y 2 ��2z
 �r 2 �1
 r 2 �2z
 � 2 �1
 r �z
 �r
 y � r sin x � r cos z � f �x, y�
 �2z��r ��z���z��ry � r sin x � r cos z � f �x, y�
 �2z��r �sy � 2rsx � r 2 � s 2z � f �x, y�
 �2u
 �x 2 ��2u
 �y 2 � e�2s��2u
 �s 2 ��2u
 �t 2�y � e s sin tx � e s cos tu � f �x, y�
 Directional Derivatives and the Gradient Vector � � � � � � �
 The weather map in Figure 1 shows a contour map of the temperature function for the states of California and Nevada at 3:00 P.M. on October 10, 1997. The levelcurves, or isothermals, join locations with the same temperature. The partial deriva-tive at a location such as Reno is the rate of change of temperature with respect todistance if we travel east from Reno; is the rate of change of temperature if wetravel north. But what if we want to know the rate of change of temperature when wetravel southeast (toward Las Vegas), or in some other direction? In this section weintroduce a type of derivative, called a directional derivative, that enables us to findthe rate of change of a function of two or more variables in any direction.
 Directional Derivatives
 Recall that if , then the partial derivatives and are defined as
 fy�x0, y0 � � limh l 0
 f �x0, y0 � h� � f �x0, y0 �
 h
 fx�x0, y0 � � limh l 0
 f �x0 � h, y0 � � f �x0, y0 �
 h1
 fyfxz � f �x, y�
 FIGURE 1 Los Angeles
 Las Vegas
 Reno
 5060
 60
 70
 70
 80
 San Francisco
 0(Distance in miles)
 50 100 150 200
 Ty
 Tx
 T�x, y�
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Directioanl Derivatives and the Gradient Vector Directional Derivatives
 The level curves, or isothermals, join locations with the sametemperature.
 The partial derivative Tx at a location such as A is the rate of change oftemperature with respect to distance if we travel east from A.
 But what if we want to know the rate of change of temperature when wetravel southeast, or in some other direction?
 In this section we introduce a type of derivative, called a directionalderivative, that enables us to find the rate of change of a function oftwo or more variables in any direction.
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Directioanl Derivatives and the Gradient Vector Directional Derivatives
 Recall that if z = f(x, y), then the partial derivatives fx and fy aredefined as
 fx(x0, y0) = limh→0
 f(x0 + h, y0)− f(x0, y0)h
 fy(x0, y0) = limh→0
 f(x0, y0 + h)− f(x0, y0)h
 (5)
 and represent the rates of change of z in the x and y-directions, that is,in the directions of the unit vectors ~i and ~j.
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Directioanl Derivatives and the Gradient Vector Directional Derivatives
 Suppose that we now wish to find the rate of change of z at (x0, y0) inthe direction of an arbitrary unit vector ~u = 〈a, b〉.
 Definition 17The directional derivative of f at (x0, y0) in the direction of a unitvector ~u = 〈a, b〉 is
 D~uf(x0, y0) = limh→0
 f(x0 + ha, y0 + hb)− f(x0, y0)h
 (6)
 if this limit exists.
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Directioanl Derivatives and the Gradient Vector Directional Derivatives
 By comparing definition with equations (5), we see that if
 ~u =~i = 〈1, 0〉 then D~if = fx
 and if~u = ~j = 〈0, 1〉 then D~jf = fy.
 In other words, the partial derivatives of f with respect to x and y arejust special cases of the directional derivative.
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Directioanl Derivatives and the Gradient Vector Directional Derivatives
 Example 18
 Use the weather map in Figure to estimate the value of the directionalderivative of the temperature function at Reno in the southeasterlydirection.
 By comparing Definition 2 with Equations 1, we see that if , thenand if , then . In other words, the partial derivatives
 of with respect to and are just special cases of the directional derivative.
 EXAMPLE 1 Use the weather map in Figure 1 to estimate the value of the directionalderivative of the temperature function at Reno in the southeasterly direction.
 SOLUTION The unit vector directed toward the southeast is , but wewon’t need to use this expression. We start by drawing a line through Reno towardthe southeast. (See Figure 4.)
 We approximate the directional derivative by the average rate of change ofthe temperature between the points where this line intersects the isothermals and . The temperature at the point southeast of Reno is and thetemperature at the point northwest of Reno is . The distance betweenthese points looks to be about 75 miles. So the rate of change of the temperature inthe southeasterly direction is
 When we compute the directional derivative of a function defined by a formula, wegenerally use the following theorem.
 Theorem If is a differentiable function of and , then has a directionalderivative in the direction of any unit vector and
 Proof If we define a function of the single variable by
 t�h� � f �x0 � ha, y0 � hb�
 ht
 Du f �x, y� � fx�x, y�a � fy�x, y�b
 u � a, b �fyxf3
 Du T �60 � 50
 75�
 10
 75� 0.13 �F�mi
 T � 50 �FT � 60 �FT � 60
 T � 50Du T
 FIGURE 4Los Angeles
 Las Vegas
 Reno5060
 60
 70
 70
 80
 0(Distance in miles)
 50 100 150 200
 San Francisco
 u � �i � j��s2
 yxfDj f � fyu � j � 0, 1 �Di f � fx
 u � i � 1, 0 �
 800 � CHAPTER 11 PARTIAL DERIVATIVES
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Directioanl Derivatives and the Gradient Vector Directional Derivatives
 Solution.The unit vector directed toward the southeast is ~u = (~i−~j)/
 √2, but we
 won’t need to use this expression. We start by drawing a line throughReno toward the southeast. We approximate the directional derivativeDuT by the average rate of change of the temperature between thepoints where this line intersects the isothermals T = 50 and T = 60. Thetemperature at the point southeast of Reno is T = 60◦F and thetemperature at the point northwest of Reno is T = 50◦F. The distancebetween these points looks to be about 75mi. So the rate of change ofthe temperature in the southeasterly direction is
 DuT ≈60− 50
 75=
 10
 75≈ 0.13◦F/mi
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Directioanl Derivatives and the Gradient Vector Directional Derivatives
 Theorem 19If f is a differentiable function of x and y, then f has a directionalderivative in the direction of any unit vector ~u = 〈a, b〉 and
 D~uf(x, y) = fx(x, y)a+ fy(x, y)b (7)
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Directioanl Derivatives and the Gradient Vector The Gradient Vector
 The Gradient Vector
 Notice from Theorem 7 that the directional derivative can be written asthe dot product of two vectors:
 D~uf(x, y) = fx(x, y)a+ fy(x, y)b
 =⟨fx(x, y), fy(x, y)
 ⟩· 〈a, b〉
 =⟨fx(x, y), fy(x, y)
 ⟩· ~u
 (8)
 The first vector in this dot product occurs not only in computingdirectional derivatives but in many other contexts as well. So we give it aspecial name (the gradient of f) and a special notation (grad f or ∇f ,which is read “del f”).
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Directioanl Derivatives and the Gradient Vector The Gradient Vector
 Definition 20If f is a function of two variables x and y, then the gradient of f is thevector function ∇f defined by
 ∇f(x, y) =⟨fx(x, y), fy(x, y)
 ⟩=∂f
 ∂x~i+
 ∂f
 ∂y~j
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Directioanl Derivatives and the Gradient Vector The Gradient Vector
 Example 21
 If f(x, y) = sinx+ exy then,
 ∇f(x, y) = 〈fx, fy〉 = 〈cosx+ yexy, xexy〉
 and∇f(0, 1) = 〈2, 0〉
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Directioanl Derivatives and the Gradient Vector The Gradient Vector
 With this notation for the gradient vector, we can rewrite the expression(8) for the directional derivative as
 D~uf(x, y) = ∇f(x, y) · ~u (9)
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Directioanl Derivatives and the Gradient Vector The Gradient Vector
 Example 22
 Find the directional derivative of the function f(x, y) = x2y3 − 4y at thepoint (2,−1) in the direction of the vector ~v = 2~i+ 5~j.
 Solution.We first compute the gradient vector at (2,−1):
 ∇f(x, y) = 2xy3~i+ (3x2y2 − 4)~j
 ∇f(−2, 1) = −4~i+ 8~j
 Note that ~v is not a unit vector, but since |~v| =√29, the unit vector in
 the direction of ~v is
 ~u =~v
 |~v|=
 2√29~i+
 5√29~j
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Directioanl Derivatives and the Gradient Vector The Gradient Vector
 Solution(cont.)
 Therefore, by Equation (9), we have
 D~uf(2,−1) = ∇f(2,−1) · ~u = (−4~i+ 8~j) ·(
 2√29~i+
 5√29~j
 )=−4 · 2 + 8 · 5√
 29=
 32√29
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Directioanl Derivatives and the Gradient Vector Functions of Three Variables
 Functions of Three Variables
 For functions of three variables we can define directional derivatives in asimilar manner. Again D~uf(x, y, z) can be interpreted as the rate ofchange of the function in the direction of a unit vector ~u.
 Definition 23The directional derivative of f at (x0, y0, z0) in the direction of a unitvector ~u = 〈a, b, c〉 is
 D~uf(x0, y0, z0) = limh→0
 f(x0 + ha, y0 + hb, z0 + hc)− f(x0, y0, z0)h
 if this limit exists.
 If f(x, y, z) is differentiable and ~u = 〈a, b, c〉, then
 D~uf(x, y, z) = fx(x, y)a+ fy(x, y, z)b + fz(x, y, z)c. (10)

Page 52
                        

Directioanl Derivatives and the Gradient Vector Functions of Three Variables
 For a function f of three variables, the gradient vector, denoted by ∇for grad f , is
 ∇f(x, y, z) =⟨fx(x, y, z), fy(x, y, z), fz(x, y, z)
 ⟩or, for short,
 ∇f = 〈fx, fy, fz〉 =∂f
 ∂x~i+
 ∂f
 ∂y~j +
 ∂f
 ∂z~k
 Then, just as with functions of two variables, Formula (10) for thedirectional derivative can be rewritten as
 D~uf(x, y, z) = ∇f(x, y, z) · ~u (11)
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Directioanl Derivatives and the Gradient Vector Functions of Three Variables
 Example 24
 If f(x, y, z) = x sin(yz),
 (a) find the gradient of f and
 (b) find the directional derivative of f at (1, 3, 0) in the direction of~v =~i+ 2~j − ~k.
 Solution.
 (a) The gradient of f is
 ∇f(x, y, z) =⟨fx(x, y, z), fy(x, y, z), fz(x, y, z)
 ⟩=⟨sin(yz), xz cos(yz), xy cos(yz)
 ⟩
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Directioanl Derivatives and the Gradient Vector Functions of Three Variables
 Solution (cont.)
 (b) At (1, 3, 0) we have ∇f(1, 3, 0) = 〈0, 0, 3〉. The unit vector in thedirection of ~v =~i+ 2~j − ~k is
 ~u =1√6~i+
 2√6~j − 1√
 6~k
 Therefore, Equation (11) gives
 D~uf(1, 3, 0) = ∇f(1, 3, 0) · ~u
 = 3~k ·(
 1√6~i+
 2√6~j − 1√
 6~k
 )= 3
 (− 1√
 6
 )= −
 √3
 2
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Maximum and Minimum Values
 Maximum and Minimum Values
 Definition 25A function of two variables has a local maximum at (a, b) iff(x, y) ≤ f(a, b) when (x, y) is near (a, b). [This means thatf(x, y) ≤ f(a, b) for all points (x, y) in some disk with center (a, b).]The number f(a, b) is called a local maximum value.
 If f(x, y) ≥ f(a, b) when (x, y) is near (a, b), then f(a, b) is a localminimum value.
 If the inequalities in Definition hold for all points (x, y) in the domain off , then f has an absolute maximum (or absolute minimum) at (a, b).
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Maximum and Minimum Values
 The graph of a function with several maxima and minima is shown inFigure. You can think of the local maxima as mountain peaks and thelocal minima as valley bottoms.
 54. Show that if is differentiable at ,then
 [Hint: Use Definition 11.4.7 directly.]
 lim x l x 0
 f �x� � f �x0 � � � f �x0 � � �x � x0 �
 � x � x0 � � 0
 x0 � x0, y0 �z � f �x, y�; (b) Graph near the origin and comment on how the graph
 confirms part (a).
 53. Suppose that the directional derivatives of are knownat a given point in two nonparallel directions given by unit vectors and . Is it possible to find at this point? If so,how would you do it?
 � fvu
 f �x, y�
 f
 Maximum and Minimum Values � � � � � � � � � � �
 As we saw in Chapter 4, one of the main uses of ordinary derivatives is in finding max-imum and minimum values. In this section we see how to use partial derivatives tolocate maxima and minima of functions of two variables. In particular, in Example 6we will see how to maximize the volume of a box without a lid if we have a fixedamount of cardboard to work with.
 Definition A function of two variables has a local maximum at ifwhen is near . [This means that
 for all points in some disk with center .] The number iscalled a local maximum value. If when is near ,then is a local minimum value.
 If the inequalities in Definition 1 hold for all points in the domain of , thenhas an absolute maximum (or absolute minimum) at .The graph of a function with several maxima and minima is shown in Figure 1. You
 can think of the local maxima as mountain peaks and the local minima as valley bottoms.
 Theorem If has a local maximum or minimum at and the first-orderpartial derivatives of exist there, then and .
 Proof Let . If has a local maximum (or minimum) at , then has a local maximum (or minimum) at , so by Fermat’s Theorem (seeTheorem 4.2.4). But (see Equation 11.3.1) and so .Similarly, by applying Fermat’s Theorem to the function , we obtain
 .
 Notice that the conclusion of Theorem 2 can be stated in the notation of the gradi-ent vector as . If we put and in the equation ofa tangent plane (Equation 11.4.2), we get . Thus, the geometric interpretation ofTheorem 2 is that if the graph of has a tangent plane at a local maximum or mini-mum, then the tangent plane must be horizontal.
 A point is called a critical point (or stationary point) of if and, or if one of these partial derivatives does not exist. Theorem 2 says that
 if has a local maximum or minimum at , then is a critical point of .However, as in single-variable calculus, not all critical points give rise to maxima orminima. At a critical point, a function could have a local maximum or a local mini-mum or neither.
 f�a, b��a, b�ffy�a, b� � 0
 fx�a, b� � 0f�a, b�
 fz � z0
 fy�a, b� � 0fx�a, b� � 0� f �a, b� � 0
 fy�a, b� � 0G�y� � f �a, y�
 fx�a, b� � 0t��a� � fx�a, b�t��a� � 0a
 t�a, b�ft�x� � f �x, b�
 fy�a, b� � 0fx�a, b� � 0f�a, b�f2
 �a, b�ff�x, y�
 f �a, b��a, b��x, y�f �x, y� � f �a, b�
 f �a, b��a, b��x, y�f �x, y� � f �a, b��a, b��x, y�f �x, y� � f �a, b�
 �a, b�1
 11.7
 SECTION 11.7 MAXIMUM AND MINIMUM VALUES � 811
 FIGURE 1
 x
 z
 y
 absolutemaximum
 absoluteminimum
 localminimum
 localmaximum
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Maximum and Minimum Values
 Theorem 26If f has a local maximum or minimum at (a, b) and the first-order partialderivatives of f exist there, then
 fx(a, b) = 0 and fy(a, b) = 0.
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Maximum and Minimum Values
 Notice that the conclusion of Theorem can be stated in the notation ofthe gradient vector as
 ∇f(a, b) = ~0.
 If we putfx(a, b) = 0 and fy(a, b) = 0
 in the equation of a tangent plane, we get z = z0.
 Thus, the geometric interpretation of Theorem is that if the graph off(x, y) has a tangent plane at a local maximum or minimum, then thetangent plane must be horizontal.
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Maximum and Minimum Values
 A point (a, b) is called a critical point (or stationary point) of f iffx(a, b) = 0 and fy(a, b) = 0, or if one of these partial derivatives doesnot exist.
 Theorem says that if f has a local maximum or minimum at (a, b), then(a, b) is a critical point of f .
 However, as in single-variable calculus, not all critical points give rise tomaxima or minima.
 At a critical point, a function could have a local maximum or a localminimum or neither.
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Maximum and Minimum Values
 Second Derivatives TestSuppose the second partial derivatives of f are continuous on a disk withcenter (a, b), and suppose that fx(a, b) = 0 and fy(a, b) = 0 [that is,(a, b) is a critical point of f ]. Let
 D = D(a, b) = fxx(a, b) · fyy(a, b)− [fxy(a, b)]2 .
 (a) If D > 0 and fxx(a, b) > 0 then f(a, b) is a local minimum.
 (b) If D > 0 and fxx(a, b) < 0 then f(a, b) is a local maximum.
 (c) If D < 0 then f(a, b) is not a local maximum or minimum.
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Maximum and Minimum Values
 Note 1In case (c) the point (a, b) is called a saddle point of f and the graph off crosses its tangent plane at (a, b).
 Note 2If D = 0, the test gives no information: f could have a local maximumor local minimum at (a, b), or (a, b) could be a saddle point of f .
 Note 3To remember the formula for it’s helpful to write it as a determinant:
 D(x, y) =
 ∣∣∣∣fxx fxyfyx fyy
 ∣∣∣∣ = fxxfyy − (fxy)2
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Maximum and Minimum Values
 Example 27
 Find the local maximum and minimum values and saddle points off(x, y) = x2 + y2 − 2x− 6y + 14.
 Solution.We first locate the critical points:
 fx = 2x− 2 fy = 2y − 6.
 Setting these partial derivatives equal to 0, we obtain the equations
 2x− 2 = 0 and 2y − 6 = 0.
 These partial derivatives are equal to 0 when x = 1 and y = 3 , so theonly critical point is (1, 3).
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 Solution (cont.)
 Next we calculate the second partial derivatives and D(x, y):
 fxx = 2 fxy = 0 fyy = 2
 D(x, y) = fxxfyy − (fxy)2 = 2 · 2− 0 = 4.
 Since D(1, 3) = 4 > 0 and fxx = 2, it follows from case (a) of theSecond Derivatives Test that the (1, 3) is a local minimum.
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Maximum and Minimum Values
 Solution (cont.)
 EXAMPLE 1 Let . Then
 These partial derivatives are equal to 0 when and , so the only criticalpoint is . By completing the square, we find that
 Since and , we have for all values of and .Therefore, is a local minimum, and in fact it is the absolute minimum of . This can be confirmed geometrically from the graph of which is the ellipticparaboloid with vertex shown in Figure 2.
 EXAMPLE 2 Find the extreme values of .
 SOLUTION Since and , the only critical point is . Notice that forpoints on the -axis we have , so (if ). However, forpoints on the -axis we have , so (if ). Thus, every diskwith center contains points where takes positive values as well as pointswhere takes negative values. Therefore, can’t be an extreme value for
 , so has no extreme value.
 Example 2 illustrates the fact that a function need not have a maximum or mini-mum value at a critical point. Figure 3 shows how this is possible. The graph of isthe hyperbolic paraboloid , which has a horizontal tangent plane ( )at the origin. You can see that is a maximum in the direction of the -axisbut a minimum in the direction of the -axis. Near the origin the graph has the shapeof a saddle and so is called a saddle point of .
 We need to be able to determine whether or not a function has an extreme value ata critical point. The following test, which is proved in Appendix E, is analogous to theSecond Derivative Test for functions of one variable.
 Second Derivatives Test Suppose the second partial derivatives of are continuous on a disk with center , and suppose that and
 [that is, is a critical point of ]. Let
 (a) If and , then is a local minimum.
 (b) If and , then is a local maximum.
 (c) If , then is not a local maximum or minimum.
 NOTE 1 � In case (c) the point is called a saddle point of and the graph of crosses its tangent plane at .
 NOTE 2 � If , the test gives no information: could have a local maximum orlocal minimum at , or could be a saddle point of .
 NOTE 3 � To remember the formula for it’s helpful to write it as a determinant:
 D � � fxx
 fyx
 fxy
 fyy� � fxx fyy � � fxy�2
 Df�a, b��a, b�
 fD � 0�a, b�
 ff�a, b�
 f �a, b�D � 0
 f �a, b�fxx�a, b� � 0D � 0
 f �a, b�fxx�a, b� � 0D � 0
 D � D�a, b� � fxx�a, b� fyy�a, b� � � fxy�a, b�2
 f�a, b�fy�a, b� � 0fx�a, b� � 0�a, b�
 f3
 f�0, 0�y
 xf �0, 0� � 0z � 0z � y 2 � x 2
 f
 fff �0, 0� � 0f
 f�0, 0�y � 0f �x, y� � y 2 � 0x � 0y
 x � 0f �x, y� � �x 2 � 0y � 0x�0, 0�fy � 2yfx � �2x
 f �x, y� � y 2 � x 2
 �1, 3, 4�f,f
 f �1, 3� � 4yxf �x, y� � 4�y � 3�2 � 0�x � 1�2 � 0
 f �x, y� � 4 � �x � 1�2 � �y � 3�2
 �1, 3�y � 3x � 1
 fy�x, y� � 2y � 6fx�x, y� � 2x � 2
 f �x, y� � x 2 � y 2 � 2x � 6y � 14
 812 � CHAPTER 11 PARTIAL DERIVATIVES
 yx
 z
 0
 (1, 3, 4)
 FIGURE 2z=≈+¥-2x-6y+14
 FIGURE 3z=¥-≈
 z
 yx
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Maximum and Minimum Values
 Example 28
 Find the local maximum and minimum values and saddle points off(x, y) = y2 − x2.
 Solution.We first locate the critical points:
 fx = −2x fy = 2y.
 Setting these partial derivatives equal to 0, we obtain the equations
 −2x = 0 and 2y = 0.
 These partial derivatives are equal to 0 when x = 0 and y = 0, so theonly critical point is (0, 0).
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 Solution (cont.)
 Next we calculate the second partial derivatives and D(x, y):
 fxx = −2 fxy = 0 fyy = 2
 D(x, y) = fxxfyy − (fxy)2 = −2 · 2− 0 = −4
 Since D(0, 0) = −4 < 0 it follows from case (c) of the SecondDerivatives Test that the origin is a saddle point.

Page 67
                        

Maximum and Minimum Values
 Solution (cont.)
 EXAMPLE 1 Let . Then
 These partial derivatives are equal to 0 when and , so the only criticalpoint is . By completing the square, we find that
 Since and , we have for all values of and .Therefore, is a local minimum, and in fact it is the absolute minimum of . This can be confirmed geometrically from the graph of which is the ellipticparaboloid with vertex shown in Figure 2.
 EXAMPLE 2 Find the extreme values of .
 SOLUTION Since and , the only critical point is . Notice that forpoints on the -axis we have , so (if ). However, forpoints on the -axis we have , so (if ). Thus, every diskwith center contains points where takes positive values as well as pointswhere takes negative values. Therefore, can’t be an extreme value for
 , so has no extreme value.
 Example 2 illustrates the fact that a function need not have a maximum or mini-mum value at a critical point. Figure 3 shows how this is possible. The graph of isthe hyperbolic paraboloid , which has a horizontal tangent plane ( )at the origin. You can see that is a maximum in the direction of the -axisbut a minimum in the direction of the -axis. Near the origin the graph has the shapeof a saddle and so is called a saddle point of .
 We need to be able to determine whether or not a function has an extreme value ata critical point. The following test, which is proved in Appendix E, is analogous to theSecond Derivative Test for functions of one variable.
 Second Derivatives Test Suppose the second partial derivatives of are continuous on a disk with center , and suppose that and
 [that is, is a critical point of ]. Let
 (a) If and , then is a local minimum.
 (b) If and , then is a local maximum.
 (c) If , then is not a local maximum or minimum.
 NOTE 1 � In case (c) the point is called a saddle point of and the graph of crosses its tangent plane at .
 NOTE 2 � If , the test gives no information: could have a local maximum orlocal minimum at , or could be a saddle point of .
 NOTE 3 � To remember the formula for it’s helpful to write it as a determinant:
 D � � fxx
 fyx
 fxy
 fyy� � fxx fyy � � fxy�2
 Df�a, b��a, b�
 fD � 0�a, b�
 ff�a, b�
 f �a, b�D � 0
 f �a, b�fxx�a, b� � 0D � 0
 f �a, b�fxx�a, b� � 0D � 0
 D � D�a, b� � fxx�a, b� fyy�a, b� � � fxy�a, b�2
 f�a, b�fy�a, b� � 0fx�a, b� � 0�a, b�
 f3
 f�0, 0�y
 xf �0, 0� � 0z � 0z � y 2 � x 2
 f
 fff �0, 0� � 0f
 f�0, 0�y � 0f �x, y� � y 2 � 0x � 0y
 x � 0f �x, y� � �x 2 � 0y � 0x�0, 0�fy � 2yfx � �2x
 f �x, y� � y 2 � x 2
 �1, 3, 4�f,f
 f �1, 3� � 4yxf �x, y� � 4�y � 3�2 � 0�x � 1�2 � 0
 f �x, y� � 4 � �x � 1�2 � �y � 3�2
 �1, 3�y � 3x � 1
 fy�x, y� � 2y � 6fx�x, y� � 2x � 2
 f �x, y� � x 2 � y 2 � 2x � 6y � 14
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 yx
 z
 0
 (1, 3, 4)
 FIGURE 2z=≈+¥-2x-6y+14
 FIGURE 3z=¥-≈
 z
 yx
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 Example 29
 Find the local maximum and minimum values and saddle points off(x, y) = x4 + y4 − 4xy + 1.
 Solution.We first locate the critical points:
 fx = 4x3 − 4y fy = 4y3 − 4x
 Setting these partial derivatives equal to 0, we obtain the equations
 x3 − y = 0 and y3 − x = 0.
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 Solution (cont.)
 To solve these equations we substitute y = x3 from the first equationinto the second one. This gives
 0 = (x3)3 − x = x9 − x = x(x8 − 1) = x(x4 − 1)(x4 + 1)
 = x(x2 − 1)(x2 + 1)(x4 + 1)
 = x(x− 1)(x+ 1)(x2 + 1)(x4 + 1)
 so there are three real roots: x = 0, 1,−1. The three critical points are(0, 0), (1, 1), (−1,−1).
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 Solution (cont.)
 Next we calculate the second partial derivatives and D(x, y):
 fxx = 12x2 fxy = −4 fyy = 12y2
 D(x, y) = fxxfyy − (fxy)2 = 144x2y2 − 16
 Since D(0, 0) = −16 < 0 it follows from case (c) of the SecondDerivatives Test that the origin is a saddle point; that is, has no localmaximum or minimum at (0, 0).
 Since D(1, 1) = 128 > 0 and fxx(1, 1) = 12 > 0 we see from case (a) ofthe test that f(1, 1) = −1 is a local minimum.
 Similarly, we have D(−1,−1) = 128 > 0 and fxx = 12 > 0 sof(−1,−1) = −1 is also a local minimum.
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 Solution (cont.)
 EXAMPLE 3 Find the local maximum and minimum values and saddle points of.
 SOLUTION We first locate the critical points:
 Setting these partial derivatives equal to 0, we obtain the equations
 To solve these equations we substitute from the first equation into the secondone. This gives
 so there are three real roots: , , . The three critical points are , ,and .
 Next we calculate the second partial derivatives and :
 Since , it follows from case (c) of the Second Derivatives Testthat the origin is a saddle point; that is, has no local maximum or minimum at
 . Since and , we see from case (a) of the test that is a local minimum. Similarly, we have
 and , so is also alocal minimum.
 The graph of is shown in Figure 4.
 EXAMPLE 4 Find and classify the critical points of the function
 Also find the highest point on the graph of .f
 f �x, y� � 10x 2y � 5x 2 � 4y 2 � x 4 � 2y 4
 FIGURE 5
 y
 x10.9
 0.50_0.5
 1.11.5
 2
 3
 f
 f ��1, �1� � �1fxx��1, �1� � 12 � 0D��1, �1� � 128 � 0f �1, 1� � �1
 fxx�1, 1� � 12 � 0D�1, 1� � 128 � 0�0, 0�f
 D�0, 0� � �16 � 0
 D�x, y� � fxx fyy � � fxy�2 � 144x 2y 2 � 16
 fyy � 12y 2fxy � �4fxx � 12x 2
 D�x, y���1, �1�
 �1, 1��0, 0��11x � 0
 0 � x 9 � x � x�x 8 � 1� � x�x 4 � 1��x 4 � 1� � x�x 2 � 1��x 2 � 1��x 4 � 1�
 y � x 3
 y 3 � x � 0andx 3 � y � 0
 fy � 4y 3 � 4xfx � 4x 3 � 4y
 f �x, y� � x 4 � y 4 � 4xy � 1
 SECTION 11.7 MAXIMUM AND MINIMUM VALUES � 813
 � A contour map of the function inExample 3 is shown in Figure 5. Thelevel curves near and are oval in shape and indicate that aswe move away from or in any direction the values of areincreasing. The level curves near ,on the other hand, resemble hyperbolas.They reveal that as we move away fromthe origin (where the value of is ), thevalues of decrease in some directionsbut increase in other directions. Thus, thecontour map suggests the presence ofthe minima and saddle point that wefound in Example 3.
 f1f
 �0, 0�f��1, �1��1, 1�
 ��1, �1��1, 1�
 f
 xy
 z
 FIGURE 4z=x$+y$-4xy+1
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 Example 30
 A rectangular box without a lid is to be made from 12m2 of cardboard.Find the maximum volume of such a box.
 Solution.
 Test has a local minimum at . Intuitively, we can see that this local minimumis actually an absolute minimum because there must be a point on the given planethat is closest to . If and , then
 The shortest distance from to the plane is .
 EXAMPLE 6 A rectangular box without a lid is to be made from 12 m of cardboard.Find the maximum volume of such a box.
 SOLUTION Let the length, width, and height of the box (in meters) be , , and , asshown in Figure 10. Then the volume of the box is
 We can express as a function of just two variables and by using the fact thatthe area of the four sides and the bottom of the box is
 Solving this equation for , we get , so the expression forbecomes
 We compute the partial derivatives:
 If is a maximum, then , but or gives , sowe must solve the equations
 These imply that and so . (Note that and must both be positive inthis problem.) If we put in either equation we get , which gives
 , , and .We could use the Second Derivatives Test to show that this gives a local maxi-
 mum of , or we could simply argue from the physical nature of this problem thatthere must be an absolute maximum volume, which has to occur at a critical point of , so it must occur when , , . Then , so themaximum volume of the box is 4 m .
 Absolute Maximum and Minimum Values
 For a function of one variable the Extreme Value Theorem says that if is continu-ous on a closed interval , then has an absolute minimum value and an absolutemaximum value. According to the Closed Interval Method in Section 4.2, we foundthese by evaluating not only at the critical numbers but also at the endpoints and .baf
 f�a, bff
 3V � 2 � 2 � 1 � 4z � 1y � 2x � 2V
 V
 z � �12 � 2 � 2���2�2 � 2� � 1y � 2x � 212 � 3x 2 � 0x � yyxx � yx 2 � y 2
 12 � 2xy � y 2 � 012 � 2xy � x 2 � 0
 V � 0y � 0x � 0�V��x � �V��y � 0V
 �V
 �y�
 x 2�12 � 2xy � y 2 �2�x � y�2
 �V
 �x�
 y 2�12 � 2xy � x 2 �2�x � y�2
 V � xy 12 � xy
 2�x � y��
 12xy � x 2y 2
 2�x � y�
 Vz � �12 � xy���2�x � y�z
 2xz � 2yz � xy � 12
 yxV
 V � xyz
 zyx
 2
 5s6�6x � 2y � z � 4�1, 0, �2�
 d � s�x � 1�2 � y 2 � �6 � x � 2y�2 � s(56)2 � (5
 3)2 � (56)2 �
 5s6
 6
 y � 53x � 11
 6�1, 0, �2�
 ( 116 , 5
 3 )f
 816 � CHAPTER 11 PARTIAL DERIVATIVES
 � Example 5 could also be solved using vectors. Compare with the methods of Section 9.5.
 FIGURE 10
 y
 x
 z
 Let the length, width, and height ofthe box (in meters) be x, y, and z, asshown in Figure. Then the volume ofthe box is
 V = xyz

Page 73
                        

Maximum and Minimum Values
 Solution (cont.)
 We can express V as a function of just two variables x and y by usingthe fact that the area of the four sides and the bottom of the box is
 2xz + 2yz + xy = 12.
 Solving this equation for z, we get
 z =12− xy2(x+ y)
 so the expression for V becomes
 V = xy12− xy2(x+ y)
 =12xy − x2y2
 2(x+ y).
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 Solution (cont.)
 We compute the partial derivatives:
 ∂V
 ∂x=y2(12− 2xy − x2)
 2(x+ y)2∂V
 ∂y=x2(12− 2xy − y2)
 2(x+ y)2.
 If V is a maximum, then ∂V/∂x = ∂V/∂y = 0, but x = 0 or y = 0 givesV = 0, so we must solve the equations
 12− 2xy − x2 = 0 12− 2xy − y2 = 0.
 These imply that x2 = y2 and so x = y. (Note that x and y must bothbe positive in this problem.)
 If we put x = y in either equation we get 12− 3x2 = 0, which gives
 x = 2, y = 2, and z = 1.
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 Solution (cont.)
 We could use the Second Derivatives Test to show that this gives a localmaximum of V , or we could simply argue from the physical nature of thisproblem that there must be an absolute maximum volume, which has tooccur at a critical point of V , so it must occur when x = 2, y = 2,z = 1.
 Then V = 2 · 2 · 1 = 4, so the maximum volume of the box is 4m3.
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 Absolute Maximum and Minimum Values
 For a function f of one variable the Extreme Value Theorem says that iff is continuous on a closed interval [a, b], then f has an absoluteminimum value and an absolute maximum value.
 According to the Closed Interval Method, we found these by evaluating fnot only at the critical numbers but also at the endpoints a and b.
 There is a similar situation for functions of two variables. Just as aclosed interval contains its endpoints, a closed set in R2 is one thatcontains all its boundary points.
 A boundary point of D is a point (a, b) such that every disk with center(a, b) contains points in D and also points not in D.
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 For instance, the disk
 D = {(x, y)|x2 + y2 ≤ 1}
 which consists of all points on and inside the circle x2 + y2 = 1, is aclosed set because it contains all of its boundary points (which are thepoints on the circle x2 + y2 = 1).
 But if even one point on the boundary curve were omitted, the set wouldnot be closed.
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 There is a similar situation for functions of two variables. Just as a closed intervalcontains its endpoints, a closed set in is one that contains all its boundary points.[A boundary point of D is a point such that every disk with center con-tains points in D and also points not in D.] For instance, the disk
 which consists of all points on and inside the circle , is a closed setbecause it contains all of its boundary points (which are the points on the circle
 ). But if even one point on the boundary curve were omitted, the set wouldnot be closed. (See Figure 11.)
 A bounded set in is one that is contained within some disk. In other words, itis finite in extent. Then, in terms of closed and bounded sets, we can state the follow-ing counterpart of the Extreme Value Theorem in two dimensions.
 Extreme Value Theorem for Functions of Two Variables If is continuous on aclosed, bounded set in , then attains an absolute maximum value
 and an absolute minimum value at some points andin .
 To find the extreme values guaranteed by Theorem 8, we note that, by Theorem 2,if has an extreme value at , then is either a critical point of or aboundary point of . Thus, we have the following extension of the Closed IntervalMethod.
 To find the absolute maximum and minimum values of a continuous func-tion on a closed, bounded set :
 1. Find the values of at the critical points of in .
 2. Find the extreme values of on the boundary of .
 3. The largest of the values from steps 1 and 2 is the absolute maximumvalue; the smallest of these values is the absolute minimum value.
 EXAMPLE 7 Find the absolute maximum and minimum values of the functionon the rectangle .
 SOLUTION Since is a polynomial, it is continuous on the closed, bounded rectangle, so Theorem 8 tells us there is both an absolute maximum and an absolute mini-
 mum. According to step 1 in (9), we first find the critical points. These occur when
 so the only critical point is , and the value of there is .In step 2 we look at the values of on the boundary of , which consists of the
 four line segments , , , shown in Figure 12. On we have and
 This is an increasing function of , so its minimum value is and itsmaximum value is . On we have and
 0 � y � 2f �3, y� � 9 � 4y
 x � 3L 2f �3, 0� � 9f �0, 0� � 0x
 0 � x � 3f �x, 0� � x 2
 y � 0L1L 4L3L 2L1
 Dff �1, 1� � 1f�1, 1�
 fy � �2x � 2 � 0fx � 2x � 2y � 0
 Df
 D � ��x, y� � 0 � x � 3, 0 � y � 2�f �x, y� � x 2 � 2xy � 2y
 Df
 Dff
 Df9
 Df�x1, y1��x1, y1�f
 D�x2, y2��x1, y1�f �x2, y2 �f �x1, y1�
 f� 2Df8
 � 2
 x 2 � y 2 � 1
 x 2 � y 2 � 1
 D � ��x, y� � x 2 � y 2 � 1�
 �a, b��a, b�� 2
 SECTION 11.7 MAXIMUM AND MINIMUM VALUES � 817
 (a) Closed sets
 (b) Sets that are not closed
 FIGURE 11
 y
 x(0, 0)
 (0, 2)(2, 2)
 (3, 2)
 (3, 0)L¡
 L¢ L™
 L£
 FIGURE 12
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 A bounded set in R2 is one that is contained within some disk. In otherwords, it is finite in extent. Then, in terms of closed and bounded sets,we can state the following counterpart of the Extreme Value Theorem intwo dimensions.
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 Extreme Value Theorem for Functions of Two VariablesIf f is continuous on a closed, bounded set D in R2, then f attains anabsolute maximum value f(x1, y1) and an absolute minimum valuef(x2, y2) at some points (x1, y1) and (x2, y2) in D.
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 To find the absolute maximum and minimum values of a continuousfunction f on a closed, bounded set D:
 1 Find the values of f at the critical points of in D.
 2 Find the extreme values of f on the boundary of D.
 3 The largest of the values from Steps 1 and 2 is the absolutemaximum value; the smallest of these values is the absoluteminimum value.
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 Example 31
 Find the absolute maximum and minimum values of the functionf(x, y) = x2 − 2xy + 2y on the rectangle
 D = {(x, y)|0 ≤ x ≤ 3, 0 ≤ y ≤ 2}
 Solution.Since f is a polynomial, it is continuous on the closed, bounded rectangleD, so there is both an absolute maximum and an absolute minimum.According to Step 1, we first find the critical points. These occur when
 fx = 2x− 2y = 0 fy = −2x+ 2 = 0
 so the only critical point is (1, 1), and the value of f there is f(1, 1) = 1.
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 Solution (cont.)
 There is a similar situation for functions of two variables. Just as a closed intervalcontains its endpoints, a closed set in is one that contains all its boundary points.[A boundary point of D is a point such that every disk with center con-tains points in D and also points not in D.] For instance, the disk
 which consists of all points on and inside the circle , is a closed setbecause it contains all of its boundary points (which are the points on the circle
 ). But if even one point on the boundary curve were omitted, the set wouldnot be closed. (See Figure 11.)
 A bounded set in is one that is contained within some disk. In other words, itis finite in extent. Then, in terms of closed and bounded sets, we can state the follow-ing counterpart of the Extreme Value Theorem in two dimensions.
 Extreme Value Theorem for Functions of Two Variables If is continuous on aclosed, bounded set in , then attains an absolute maximum value
 and an absolute minimum value at some points andin .
 To find the extreme values guaranteed by Theorem 8, we note that, by Theorem 2,if has an extreme value at , then is either a critical point of or aboundary point of . Thus, we have the following extension of the Closed IntervalMethod.
 To find the absolute maximum and minimum values of a continuous func-tion on a closed, bounded set :
 1. Find the values of at the critical points of in .
 2. Find the extreme values of on the boundary of .
 3. The largest of the values from steps 1 and 2 is the absolute maximumvalue; the smallest of these values is the absolute minimum value.
 EXAMPLE 7 Find the absolute maximum and minimum values of the functionon the rectangle .
 SOLUTION Since is a polynomial, it is continuous on the closed, bounded rectangle, so Theorem 8 tells us there is both an absolute maximum and an absolute mini-
 mum. According to step 1 in (9), we first find the critical points. These occur when
 so the only critical point is , and the value of there is .In step 2 we look at the values of on the boundary of , which consists of the
 four line segments , , , shown in Figure 12. On we have and
 This is an increasing function of , so its minimum value is and itsmaximum value is . On we have and
 0 � y � 2f �3, y� � 9 � 4y
 x � 3L 2f �3, 0� � 9f �0, 0� � 0x
 0 � x � 3f �x, 0� � x 2
 y � 0L1L 4L3L 2L1
 Dff �1, 1� � 1f�1, 1�
 fy � �2x � 2 � 0fx � 2x � 2y � 0
 Df
 D � ��x, y� � 0 � x � 3, 0 � y � 2�f �x, y� � x 2 � 2xy � 2y
 Df
 Dff
 Df9
 Df�x1, y1��x1, y1�f
 D�x2, y2��x1, y1�f �x2, y2 �f �x1, y1�
 f� 2Df8
 � 2
 x 2 � y 2 � 1
 x 2 � y 2 � 1
 D � ��x, y� � x 2 � y 2 � 1�
 �a, b��a, b�� 2
 SECTION 11.7 MAXIMUM AND MINIMUM VALUES � 817
 (a) Closed sets
 (b) Sets that are not closed
 FIGURE 11
 y
 x(0, 0)
 (0, 2)(2, 2)
 (3, 2)
 (3, 0)L¡
 L¢ L™
 L£
 FIGURE 12In Step 2 we look at the values of f on the boundary of D, whichconsists of the four line segments L1, L2, L3, and L4 shown in Figure.
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 Solution (cont.)
 There is a similar situation for functions of two variables. Just as a closed intervalcontains its endpoints, a closed set in is one that contains all its boundary points.[A boundary point of D is a point such that every disk with center con-tains points in D and also points not in D.] For instance, the disk
 which consists of all points on and inside the circle , is a closed setbecause it contains all of its boundary points (which are the points on the circle
 ). But if even one point on the boundary curve were omitted, the set wouldnot be closed. (See Figure 11.)
 A bounded set in is one that is contained within some disk. In other words, itis finite in extent. Then, in terms of closed and bounded sets, we can state the follow-ing counterpart of the Extreme Value Theorem in two dimensions.
 Extreme Value Theorem for Functions of Two Variables If is continuous on aclosed, bounded set in , then attains an absolute maximum value
 and an absolute minimum value at some points andin .
 To find the extreme values guaranteed by Theorem 8, we note that, by Theorem 2,if has an extreme value at , then is either a critical point of or aboundary point of . Thus, we have the following extension of the Closed IntervalMethod.
 To find the absolute maximum and minimum values of a continuous func-tion on a closed, bounded set :
 1. Find the values of at the critical points of in .
 2. Find the extreme values of on the boundary of .
 3. The largest of the values from steps 1 and 2 is the absolute maximumvalue; the smallest of these values is the absolute minimum value.
 EXAMPLE 7 Find the absolute maximum and minimum values of the functionon the rectangle .
 SOLUTION Since is a polynomial, it is continuous on the closed, bounded rectangle, so Theorem 8 tells us there is both an absolute maximum and an absolute mini-
 mum. According to step 1 in (9), we first find the critical points. These occur when
 so the only critical point is , and the value of there is .In step 2 we look at the values of on the boundary of , which consists of the
 four line segments , , , shown in Figure 12. On we have and
 This is an increasing function of , so its minimum value is and itsmaximum value is . On we have and
 0 � y � 2f �3, y� � 9 � 4y
 x � 3L 2f �3, 0� � 9f �0, 0� � 0x
 0 � x � 3f �x, 0� � x 2
 y � 0L1L 4L3L 2L1
 Dff �1, 1� � 1f�1, 1�
 fy � �2x � 2 � 0fx � 2x � 2y � 0
 Df
 D � ��x, y� � 0 � x � 3, 0 � y � 2�f �x, y� � x 2 � 2xy � 2y
 Df
 Dff
 Df9
 Df�x1, y1��x1, y1�f
 D�x2, y2��x1, y1�f �x2, y2 �f �x1, y1�
 f� 2Df8
 � 2
 x 2 � y 2 � 1
 x 2 � y 2 � 1
 D � ��x, y� � x 2 � y 2 � 1�
 �a, b��a, b�� 2
 SECTION 11.7 MAXIMUM AND MINIMUM VALUES � 817
 (a) Closed sets
 (b) Sets that are not closed
 FIGURE 11
 y
 x(0, 0)
 (0, 2)(2, 2)
 (3, 2)
 (3, 0)L¡
 L¢ L™
 L£
 FIGURE 12On L1 we have y = 0 and
 f(x, 0) = x2 0 ≤ x ≤ 3
 This is an increasing function of x, so its minimum value is f(0, 0) = 0and its maximum value is f(3, 0) = 9.
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 Solution (cont.)
 There is a similar situation for functions of two variables. Just as a closed intervalcontains its endpoints, a closed set in is one that contains all its boundary points.[A boundary point of D is a point such that every disk with center con-tains points in D and also points not in D.] For instance, the disk
 which consists of all points on and inside the circle , is a closed setbecause it contains all of its boundary points (which are the points on the circle
 ). But if even one point on the boundary curve were omitted, the set wouldnot be closed. (See Figure 11.)
 A bounded set in is one that is contained within some disk. In other words, itis finite in extent. Then, in terms of closed and bounded sets, we can state the follow-ing counterpart of the Extreme Value Theorem in two dimensions.
 Extreme Value Theorem for Functions of Two Variables If is continuous on aclosed, bounded set in , then attains an absolute maximum value
 and an absolute minimum value at some points andin .
 To find the extreme values guaranteed by Theorem 8, we note that, by Theorem 2,if has an extreme value at , then is either a critical point of or aboundary point of . Thus, we have the following extension of the Closed IntervalMethod.
 To find the absolute maximum and minimum values of a continuous func-tion on a closed, bounded set :
 1. Find the values of at the critical points of in .
 2. Find the extreme values of on the boundary of .
 3. The largest of the values from steps 1 and 2 is the absolute maximumvalue; the smallest of these values is the absolute minimum value.
 EXAMPLE 7 Find the absolute maximum and minimum values of the functionon the rectangle .
 SOLUTION Since is a polynomial, it is continuous on the closed, bounded rectangle, so Theorem 8 tells us there is both an absolute maximum and an absolute mini-
 mum. According to step 1 in (9), we first find the critical points. These occur when
 so the only critical point is , and the value of there is .In step 2 we look at the values of on the boundary of , which consists of the
 four line segments , , , shown in Figure 12. On we have and
 This is an increasing function of , so its minimum value is and itsmaximum value is . On we have and
 0 � y � 2f �3, y� � 9 � 4y
 x � 3L 2f �3, 0� � 9f �0, 0� � 0x
 0 � x � 3f �x, 0� � x 2
 y � 0L1L 4L3L 2L1
 Dff �1, 1� � 1f�1, 1�
 fy � �2x � 2 � 0fx � 2x � 2y � 0
 Df
 D � ��x, y� � 0 � x � 3, 0 � y � 2�f �x, y� � x 2 � 2xy � 2y
 Df
 Dff
 Df9
 Df�x1, y1��x1, y1�f
 D�x2, y2��x1, y1�f �x2, y2 �f �x1, y1�
 f� 2Df8
 � 2
 x 2 � y 2 � 1
 x 2 � y 2 � 1
 D � ��x, y� � x 2 � y 2 � 1�
 �a, b��a, b�� 2
 SECTION 11.7 MAXIMUM AND MINIMUM VALUES � 817
 (a) Closed sets
 (b) Sets that are not closed
 FIGURE 11
 y
 x(0, 0)
 (0, 2)(2, 2)
 (3, 2)
 (3, 0)L¡
 L¢ L™
 L£
 FIGURE 12On L2 we have x = 3 and
 f(3, y) = 9− 4y 0 ≤ y ≤ 2
 This is a decreasing function of y, so its maximum value is f(3, 0) = 9and its minimum value is f(3, 2) = 1.
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 Solution (cont.)
 There is a similar situation for functions of two variables. Just as a closed intervalcontains its endpoints, a closed set in is one that contains all its boundary points.[A boundary point of D is a point such that every disk with center con-tains points in D and also points not in D.] For instance, the disk
 which consists of all points on and inside the circle , is a closed setbecause it contains all of its boundary points (which are the points on the circle
 ). But if even one point on the boundary curve were omitted, the set wouldnot be closed. (See Figure 11.)
 A bounded set in is one that is contained within some disk. In other words, itis finite in extent. Then, in terms of closed and bounded sets, we can state the follow-ing counterpart of the Extreme Value Theorem in two dimensions.
 Extreme Value Theorem for Functions of Two Variables If is continuous on aclosed, bounded set in , then attains an absolute maximum value
 and an absolute minimum value at some points andin .
 To find the extreme values guaranteed by Theorem 8, we note that, by Theorem 2,if has an extreme value at , then is either a critical point of or aboundary point of . Thus, we have the following extension of the Closed IntervalMethod.
 To find the absolute maximum and minimum values of a continuous func-tion on a closed, bounded set :
 1. Find the values of at the critical points of in .
 2. Find the extreme values of on the boundary of .
 3. The largest of the values from steps 1 and 2 is the absolute maximumvalue; the smallest of these values is the absolute minimum value.
 EXAMPLE 7 Find the absolute maximum and minimum values of the functionon the rectangle .
 SOLUTION Since is a polynomial, it is continuous on the closed, bounded rectangle, so Theorem 8 tells us there is both an absolute maximum and an absolute mini-
 mum. According to step 1 in (9), we first find the critical points. These occur when
 so the only critical point is , and the value of there is .In step 2 we look at the values of on the boundary of , which consists of the
 four line segments , , , shown in Figure 12. On we have and
 This is an increasing function of , so its minimum value is and itsmaximum value is . On we have and
 0 � y � 2f �3, y� � 9 � 4y
 x � 3L 2f �3, 0� � 9f �0, 0� � 0x
 0 � x � 3f �x, 0� � x 2
 y � 0L1L 4L3L 2L1
 Dff �1, 1� � 1f�1, 1�
 fy � �2x � 2 � 0fx � 2x � 2y � 0
 Df
 D � ��x, y� � 0 � x � 3, 0 � y � 2�f �x, y� � x 2 � 2xy � 2y
 Df
 Dff
 Df9
 Df�x1, y1��x1, y1�f
 D�x2, y2��x1, y1�f �x2, y2 �f �x1, y1�
 f� 2Df8
 � 2
 x 2 � y 2 � 1
 x 2 � y 2 � 1
 D � ��x, y� � x 2 � y 2 � 1�
 �a, b��a, b�� 2
 SECTION 11.7 MAXIMUM AND MINIMUM VALUES � 817
 (a) Closed sets
 (b) Sets that are not closed
 FIGURE 11
 y
 x(0, 0)
 (0, 2)(2, 2)
 (3, 2)
 (3, 0)L¡
 L¢ L™
 L£
 FIGURE 12On L3 we have y = 2 and
 f(x, 2) = x2 − 4x+ 4 0 ≤ x ≤ 3
 By the methods in functions of one variables, or simply by observing thatf(x, 2) = (x− 2)2, we see that the minimum value of this function isf(2, 2) = 0 and the maximum value is f(0, 2) = 4.
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Maximum and Minimum Values Absolute Maximum and Minimum Values
 Solution (cont.)
 There is a similar situation for functions of two variables. Just as a closed intervalcontains its endpoints, a closed set in is one that contains all its boundary points.[A boundary point of D is a point such that every disk with center con-tains points in D and also points not in D.] For instance, the disk
 which consists of all points on and inside the circle , is a closed setbecause it contains all of its boundary points (which are the points on the circle
 ). But if even one point on the boundary curve were omitted, the set wouldnot be closed. (See Figure 11.)
 A bounded set in is one that is contained within some disk. In other words, itis finite in extent. Then, in terms of closed and bounded sets, we can state the follow-ing counterpart of the Extreme Value Theorem in two dimensions.
 Extreme Value Theorem for Functions of Two Variables If is continuous on aclosed, bounded set in , then attains an absolute maximum value
 and an absolute minimum value at some points andin .
 To find the extreme values guaranteed by Theorem 8, we note that, by Theorem 2,if has an extreme value at , then is either a critical point of or aboundary point of . Thus, we have the following extension of the Closed IntervalMethod.
 To find the absolute maximum and minimum values of a continuous func-tion on a closed, bounded set :
 1. Find the values of at the critical points of in .
 2. Find the extreme values of on the boundary of .
 3. The largest of the values from steps 1 and 2 is the absolute maximumvalue; the smallest of these values is the absolute minimum value.
 EXAMPLE 7 Find the absolute maximum and minimum values of the functionon the rectangle .
 SOLUTION Since is a polynomial, it is continuous on the closed, bounded rectangle, so Theorem 8 tells us there is both an absolute maximum and an absolute mini-
 mum. According to step 1 in (9), we first find the critical points. These occur when
 so the only critical point is , and the value of there is .In step 2 we look at the values of on the boundary of , which consists of the
 four line segments , , , shown in Figure 12. On we have and
 This is an increasing function of , so its minimum value is and itsmaximum value is . On we have and
 0 � y � 2f �3, y� � 9 � 4y
 x � 3L 2f �3, 0� � 9f �0, 0� � 0x
 0 � x � 3f �x, 0� � x 2
 y � 0L1L 4L3L 2L1
 Dff �1, 1� � 1f�1, 1�
 fy � �2x � 2 � 0fx � 2x � 2y � 0
 Df
 D � ��x, y� � 0 � x � 3, 0 � y � 2�f �x, y� � x 2 � 2xy � 2y
 Df
 Dff
 Df9
 Df�x1, y1��x1, y1�f
 D�x2, y2��x1, y1�f �x2, y2 �f �x1, y1�
 f� 2Df8
 � 2
 x 2 � y 2 � 1
 x 2 � y 2 � 1
 D � ��x, y� � x 2 � y 2 � 1�
 �a, b��a, b�� 2
 SECTION 11.7 MAXIMUM AND MINIMUM VALUES � 817
 (a) Closed sets
 (b) Sets that are not closed
 FIGURE 11
 y
 x(0, 0)
 (0, 2)(2, 2)
 (3, 2)
 (3, 0)L¡
 L¢ L™
 L£
 FIGURE 12Finally, on L4 we have x = 0 and
 f(0, y) = 2y 0 ≤ y ≤ 2
 with maximum value f(0, 2) = 4 and minimum value f(0, 0) = 0. Thus,on the boundary, the minimum value of f is 0 and the maximum is 9.
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Maximum and Minimum Values Absolute Maximum and Minimum Values
 Solution (cont.)
 In Step 3 we compare these values with the value f(1, 1) = 1 at thecritical point and conclude that the absolute maximum value of f on Dis f(3, 0) = 9 and the absolute minimum value is f(0, 0) = f(2, 2) = 0.Figure shows the graph of f .
 This is a decreasing function of , so its maximum value is and its mini-mum value is . On we have and
 By the methods of Chapter 4, or simply by observing that , wesee that the minimum value of this function is and the maximum valueis . Finally, on we have and
 with maximum value and minimum value . Thus, on theboundary, the minimum value of is 0 and the maximum is 9.
 In step 3 we compare these values with the value at the critical pointand conclude that the absolute maximum value of on is and theabsolute minimum value is . Figure 13 shows the graph of .ff �0, 0� � f �2, 2� � 0
 f �3, 0� � 9Dff �1, 1� � 1
 ff �0, 0� � 0f �0, 2� � 4
 0 � y � 2f �0, y� � 2y
 x � 0L4f �0, 2� � 4f �2, 2� � 0
 f �x, 2� � �x � 2�2
 0 � x � 3f �x, 2� � x 2 � 4x � 4
 y � 2L3f �3, 2� � 1f �3, 0� � 9y
 818 � CHAPTER 11 PARTIAL DERIVATIVES
 4.
 � � � � � � � � � � � � �
 5–14 � Find the local maximum and minimum values and saddle point(s) of the function. If you have three-dimensionalgraphing software, graph the function with a domain and view-point that reveal all the important aspects of the function.
 5.
 6.
 7.
 8.
 9.
 10.
 11. 12.
 13. 14.� � � � � � � � � � � � �
 f �x, y� � �2x � x 2 ��2y � y 2 �f �x, y� � x sin y
 f �x, y� � x 2 � y 2 �1
 x 2 y 2f �x, y� � e x cos y
 f �x, y� � 2x 3 � xy 2 � 5x 2 � y 2
 f �x, y� � xy � 2x � y
 f �x, y� � e 4y�x2�y2
 f �x, y� � x 2 � y 2 � x 2 y � 4
 f �x, y� � x 3y � 12x 2 � 8y
 f �x, y� � 9 � 2x � 4y � x 2 � 4y 2
 y
 x
 _2.5
 _2.9_2.7
 _1
 _1.
 5
 1.91.71.5
 1.5
 10.5
 0
 _2
 1
 1
 _1
 _1
 f �x, y� � 3x � x 3 � 2y 2 � y 41. Suppose (1, 1) is a critical point of a function with continuous second derivatives. In each case, what can you say about ?(a)
 (b)
 2. Suppose (0, 2) is a critical point of a function t with continuous second derivatives. In each case, what can you say about t?(a)
 (b)
 (c)
 3–4 � Use the level curves in the figure to predict the locationof the critical points of and whether has a saddle point or alocal maximum or minimum at each of those points. Explainyour reasoning. Then use the Second Derivatives Test toconfirm your predictions.
 3.
 x
 y
 44.2
 56
 1
 1
 3.7
 3.7
 3.2
 3.22
 10
 _1
 _1
 f �x, y� � 4 � x 3 � y 3 � 3xy
 ff
 tyy�0, 2� � 9txy�0, 2� � 6, txx�0, 2� � 4,
 tyy�0, 2� � �8txy�0, 2� � 2, txx�0, 2� � �1,
 tyy�0, 2� � 1txy�0, 2� � 6, txx�0, 2� � �1,
 fyy�1, 1� � 2fxy�1, 1� � 3, fxx�1, 1� � 4,
 fyy�1, 1� � 2fxy�1, 1� � 1, fxx�1, 1� � 4, f
 f
 Exercises � � � � � � � � � � � � � � � � � � � � � � � � � �11.7
 FIGURE 13f(x, y)=≈-2xy+2y
 x
 y
 z
 D
 L™
 L¡
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Lagrange Multipliers
 Lagrange Multipliers
 In a previous example we maximized a volume function V = xyz subjectto the constraint 2xz + 2yz + xy = 12, which expressed the sidecondition that the surface area was 12m2.
 In this section, we present Lagrange’s method for maximizing orminimizing a general function f(x, y, z) subject to a constraint (or sidecondition) of the form g(x, y, z) = k.
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Lagrange Multipliers
 Method of Lagrange Multipliers
 To find the maximum and minimum values of f(x, y, z) subject to theconstraint g(x, y, z) = k (assuming that these extreme values exist):
 1 Find all values of x, y, z, and λ such that
 ∇f(x, y, z) = λ∇g(x, y, z),g(x, y, z) = k.
 2 Evaluate f at all the points (x, y, z) that result from Step 1. Thelargest of these values is the maximum value of f ; the smallest isthe minimum value of f .
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Lagrange Multipliers
 Example 32
 A rectangular box without a lid is to be made from 12m2 of cardboard.Find the maximum volume of such a box.
 Solution.We let x, y and z be the length, width and height, respectively, of thebox in meters. Then, we wish to maximize
 V = xyz
 subject to the constraint
 g(x, y, z) = 2xz + 2yz + xy = 12.
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Lagrange Multipliers
 Solution (cont.)
 Using the method of Lagrange multipliers, we look for values of x, y, zand λ such that ∇V = λ∇g and g(x, y, z) = 12. This gives theequations
 Vx = λgx, Vy = λgy, Vz = λgz, 2xz + 2yz + xy = 12,
 which become
 yz = λ(2z + y), (12)
 xz = λ(2z + x), (13)
 xy = λ(2x+ 2y), (14)
 2xz + 2yz + xy = 12. (15)
 There are no general rules for solving systems of equations. Sometimessome ingenuity is required.
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Lagrange Multipliers
 Solution (cont.)
 In the present example, you might notice that if we multiply (12) by x,(13) by y, and (14) by z, then the left sides of these equations will beidentical.
 xyz = λ(2xz + xy), (16)
 xyz = λ(2yz + xy), (17)
 xyz = λ(2xz + 2yz). (18)
 We observe that λ 6= 0 because λ = 0 would imply yz = xz = xy = 0from (12), (13) and (14) and this would contradict (15).
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Lagrange Multipliers
 Solution (cont.)
 Therefore, from (16) and (17), we have
 2xz + xy = 2yz + xy,
 which gives xz = yz. But z 6= 0 (since z = 0 would give V = 0), sox = y. From (17) and (18), we have
 2yz + xy = 2xz + 2yz,
 which gives 2xz = xy and so (since x 6= 0) y = 2z. If we now putx = y = 2z in (15), we get
 4z2 + 4z2 + 4z2 = 12.
 Since x, y, z and are all positive, we therefore have z = 1, x = 2 andy = 2 as before. Thus, V = 4.
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Lagrange Multipliers
 Example 33
 Find the extreme values of f(x, y) = x2 + 2y2 on the circle x2 + y2 = 1.
 Solution.We are asked for the extreme values of f subject to the constraintg(x, y) = x2 + y2 = 1. Using Lagrange multipliers, we solve theequations ∇f = λ∇g, g(x, y) = 1, which can be written as
 fx = λgx, fy = λgy, g(x, y) = 1
 or as
 2x = 2xλ, (19)
 4y = 2yλ, (20)
 x2 + y2 = 1. (21)
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Lagrange Multipliers
 Solution (cont.)
 From (19), we have x = 0 or λ = 1. If x = 0, then (21) gives y = ±1. Ifλ = 1, then y = 0 from (20), so then (21) gives x = ±1. Therefore, fhas possible extreme values at the points (0, 1), (0,−1), (1, 0) and(−1, 0). Evaluating f at these four points, we find that
 f(0, 1) = 2, f(0,−1) = 2, f(1, 0) = 1, f(−1, 0) = 1.
 Therefore, the maximum value of f on the circle x2 + y2 = 1 isf(0,±1) = 2 and the minimum value is f(±1, 0) = 1.
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Lagrange Multipliers
 Solution (cont.)
 Using the method of Lagrange multipliers, we look for values of , , , and suchthat and . This gives the equations
 which become
 There are no general rules for solving systems of equations. Sometimes some inge-nuity is required. In the present example you might notice that if we multiply (2) by
 (3) by , and (4) by , then the left sides of these equations will be identical.Doing this, we have
 We observe that because would imply from (2), (3),and (4) and this would contradict (5). Therefore, from (6) and (7) we have
 which gives . But (since would give ), so . From (7)and (8) we have
 which gives and so (since ) . If we now put in(5), we get
 Since , , and are all positive, we therefore have , , and asbefore.
 EXAMPLE 2 Find the extreme values of the function on the circle .
 SOLUTION We are asked for the extreme values of subject to the constraint. Using Lagrange multipliers, we solve the equations
 , , which can be written as
 or as
 x 2 � y 2 � 111
 4y � 2y�10
 2x � 2x�9
 t�x, y� � 1fy � �tyfx � �tx
 t�x, y� � 1� f � � �t
 t�x, y� � x 2 � y 2 � 1f
 x 2 � y 2 � 1f �x, y� � x 2 � 2y 2
 y � 2x � 2z � 1zyx
 4z2 � 4z2 � 4z2 � 12
 x � y � 2zy � 2zx � 02xz � xy
 2yz � xy � 2xz � 2yz
 x � yV � 0z � 0z � 0xz � yz
 2xz � xy � 2yz � xy
 yz � xz � xy � 0� � 0� � 0
 xyz � ��2xz � 2yz�8
 xyz � ��2yz � xy�7
 xyz � ��2xz � xy�6
 zyx,
 2xz � 2yz � xy � 125
 xy � ��2x � 2y�4
 xz � ��2z � x�3
 yz � ��2z � y�2
 2xz � 2yz � xy � 12Vz � �tzVy � �tyVx � �tx
 t�x, y, z� � 12�V � � �t
 �zyx
 824 � CHAPTER 11 PARTIAL DERIVATIVES
 � Another method for solving the systemof equations (2–5) is to solve each ofEquations 2, 3, and 4 for and then toequate the resulting expressions.
 �
 � In geometric terms, Example 2 asksfor the highest and lowest points on the curve in Figure 2 that lies on theparaboloid and directlyabove the constraint circle .x 2 � y 2 � 1
 z � x 2 � 2y 2
 C
 FIGURE 2
 z
 xy
 ≈+¥=1
 z=≈+2¥
 C
 From (9) we have or . If , then (11) gives . If , thenfrom (10), so then (11) gives . Therefore, has possible extreme values
 at the points , , , and . Evaluating at these four points, wefind that
 Therefore, the maximum value of on the circle is andthe minimum value is . Checking Figure 2, we see that these valueslook reasonable.
 EXAMPLE 3 Find the extreme values of on the disk .
 SOLUTION According to the procedure in (11.7.9), we compare the values of at thecritical points with values at the points on the boundary. Since and ,the only critical point is . We compare the value of at that point with theextreme values on the boundary from Example 2:
 Therefore, the maximum value of on the disk is andthe minimum value is .
 EXAMPLE 4 Find the points on the sphere that are closest to andfarthest from the point .
 SOLUTION The distance from a point to the point is
 but the algebra is simpler if we instead maximize and minimize the square of the distance:
 The constraint is that the point lies on the sphere, that is,
 According to the method of Lagrange multipliers, we solve , . Thisgives
 The simplest way to solve these equations is to solve for , , and in terms of from (12), (13), and (14), and then substitute these values into (15). From (12) wehave
 x �3
 1 � �orx�1 � �� � 3orx � 3 � x�
 �zyx
 x 2 � y 2 � z2 � 415
 2�z � 1� � 2z�14
 2�y � 1� � 2y�13
 2�x � 3� � 2x�12
 t � 4� f � � �t
 t�x, y, z� � x 2 � y 2 � z2 � 4
 �x, y, z�
 d 2 � f �x, y, z� � �x � 3�2 � �y � 1�2 � �z � 1�2
 d � s�x � 3�2 � �y � 1�2 � �z � 1�2
 �3, 1, �1��x, y, z�
 �3, 1, �1�x 2 � y 2 � z2 � 4
 f �0, 0� � 0f �0, �1� � 2x 2 � y 2 � 1f
 f �0, �1� � 2f ��1, 0� � 1f �0, 0� � 0
 f�0, 0�fy � 4yfx � 2x
 f
 x 2 � y 2 � 1f �x, y� � x 2 � 2y 2
 f ��1, 0� � 1f �0, �1� � 2x 2 � y 2 � 1f
 f ��1, 0� � 1f �1, 0� � 1f �0, �1� � 2f �0, 1� � 2
 f��1, 0��1, 0��0, �1��0, 1�fx � �1y � 0
 � � 1y � �1x � 0� � 1x � 0
 SECTION 11.8 LAGRANGE MULTIPLIERS � 825
 � The geometry behind the use ofLagrange multipliers in Example 2 isshown in Figure 3. The extreme values of correspond to the level curves that touch the circle
 .x 2 � y 2 � 1
 f �x, y� � x 2 � 2y 2
 FIGURE 3
 x
 y
 0
 ≈+2¥=1
 ≈+2¥=2
 Checking Figure, we see that these values look reasonable.
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Lagrange Multipliers
 Example 34
 Find the points on the sphere x2 + y2 + z2 = 4 that are closest to andfarthest from the point (3, 1,−1).
 Solution.The distance from a point (x, y, z) to the point (3, 1,−1) is
 d =√(x− 3)2 + (y − 1)2 + (z + 1)2
 but the algebra is simpler if we instead maximize and minimize thesquare of the distance:
 d2 = (x− 3)2 + (y − 1)2 + (z + 1)2.
 The constraint is that the point (x, y, z) lies on the sphere, that is,
 g(x, y, z) = x2 + y2 + z2 = 4.
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Lagrange Multipliers
 Solution (cont.)
 According to the method of Lagrange multipliers, we solve ∇f = λ∇g,g = 4. This gives
 2(x− 3) = 2xλ, (22)
 2(y − 1) = 2yλ, (23)
 2(z + 1) = 2zλ, (24)
 x2 + y2 + z2 = 4. (25)
 The simplest way to solve these equations is to solve for x, y and z interms of from (22), (23) and (24), and then substitute these values into(25). From (22), we have
 x− 3 = xλ or x(1− λ) = 3 or x =3
 1− λ.
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Lagrange Multipliers
 Solution (cont.)
 Note that 1− λ 6= 0 because λ = 1 is impossible from (22). Similarly,(23) and (24) give
 y =1
 1− λand z = − 1
 1− λ.
 Therefore, from (25), we have
 32
 (1− λ)2+
 12
 (1− λ)2+
 (−1)2
 (1− λ)2= 4,
 which gives (1− λ)2 = 114 so λ = 1±
 √112 . These values of λ, then give
 the corresponding points (x, y, z):(6√11, 2√
 11,− 2√
 11
 )and
 (− 6√
 11,− 2√
 11, 2√
 11
 ).
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Lagrange Multipliers
 Solution (cont.)
 [Note that because is impossible from (12).] Similarly, (13) and(14) give
 Therefore, from (15) we have
 which gives , , so
 These values of then give the corresponding points :
 and
 It’s easy to see that has a smaller value at the first of these points, so the closestpoint is and the farthest is .
 Two Constraints
 Suppose now that we want to find the maximum and minimum values of a functionsubject to two constraints (side conditions) of the form and
 . Geometrically, this means that we are looking for the extreme values ofwhen is restricted to lie on the curve of intersection of the level surfaces
 and . (See Figure 5.) Suppose has such an extreme valueat a point . We know from the beginning of this section that is orthog-onal to there. But we also know that is orthogonal to and isorthogonal to , so and are both orthogonal to . This means thatthe gradient vector is in the plane determined by and
 . (We assume that these gradient vectors are not zero and not parallel.)So there are numbers and (called Lagrange multipliers) such that
 In this case Lagrange’s method is to look for extreme values by solving five equationsin the five unknowns , , , , and . These equations are obtained by writing Equa-tion 16 in terms of its components and using the constraint equations:
 h�x, y, z� � c
 t�x, y, z� � k
 fz � �tz � �hz
 fy � �ty � �hy
 fx � �tx � �hx
 ��zyx
 � f �x0, y0, z0 � � � �t�x0, y0, z0 � � � �h�x0, y0, z0 �16
 ���h�x0, y0, z0 �
 �t�x0, y0, z0 �� f �x0, y0, z0 �C�h�th�x, y, z� � c
 �ht�x, y, z� � k�tC� fP�x0, y0, z0�
 fh�x, y, z� � ct�x, y, z� � kC�x, y, z�f
 h�x, y, z� � ct�x, y, z� � kf �x, y, z�
 (�6�s11, �2�s11, 2�s11)(6�s11, 2�s11, �2�s11)f
 ��6
 s11, �
 2
 s11,
 2
 s11�� 6
 s11,
 2
 s11, �
 2
 s11��x, y, z��
 � � 1 �s11
 2
 1 � � � �s11�2�1 � ��2 � 114
 32
 �1 � ��2 �12
 �1 � ��2 ���1�2
 �1 � ��2 � 4
 z � �1
 1 � �y �
 1
 1 � �
 � � 11 � � � 0
 826 � CHAPTER 11 PARTIAL DERIVATIVES
 � Figure 4 shows the sphere and thenearest point in Example 4. Can yousee how to find the coordinates of without using calculus?
 PP
 FIGURE 4
 z
 yx
 (3, 1, _1)
 FIGURE 5
 h=c
 g=k
 C
 ±g
 P±h
 g
 P±h
 ±f
 It’s easy to see that has asmaller value at the first of thesepoints, so the closest point is(
 6√11, 2√
 11,− 2√
 11
 )and the farthest
 is(− 6√
 11,− 2√
 11, 2√
 11
 ).



						
LOAD MORE                    

                                    


                
                    
                    
                                        
                

                

                        


                    

                                                    
                                Contents · Calculus III (part 2): Partial Derivatives (by Evan Dummit, 2020, v. 3.50) Contents 2 Partial Derivatives 1 2.1 Limits and Partial Derivatives 

                            

                                                    
                                Ch11 Partial Derivatives

                            

                                                    
                                btech syllabus fi… · Web viewChemistry Lab/ Engg. ... Leibnitz’s theorem, Partial derivatives, Euler’s theorem for homogeneous functions, Total derivatives, Change of variables,

                            

                                                    
                                Partial Differentiation & Application Week 9. 1.Function with two variables 2.First Partial Derivatives 3.Applications of First Partial Derivatives

                            

                                                    
                                Copyright © Johns and Bartlett ；滄海書局 CHAPTER 13 Partial Derivatives 13.3 Partial Derivatives

                            

                                                    
                                mathssnsce.weebly.commathssnsce.weebly.com/.../0/1/25011348/m1_question_bank.docx · Web viewUNIT IV FUNCTIONS OF SEVERAL VARIABLES Partial derivatives – Euler’s theorem for homogenous

                            

                                                    
                                Topic4. Partial Derivatives - Contents.pdf

                            

                                                    
                                Partial Derivatives   bbb

                            

                                                    
                                3.3 PARTIAL DERIVATIVES

                            

                                                    
                                AFFILIATED INSTITUTIONS R - 2008 · solutions - Itinerary – planning for an industrial visit - Formal Letter writing – Letter to the ... Partial derivatives – Euler’s theorem

                            

                                                    
                                Chap14_Sec2 partial derivatives

                            

                                                    
                                Lesson 19: Partial Derivatives

                            

                                                    
                                PARTIAL DERIVATIVES 15. 2 15.3 Partial Derivatives In this section, we will learn about: Various aspects of partial derivatives. PARTIAL DERIVATIVES

                            

                                                    
                                Chapter 5 Partial Derivatives

                            

                                                    
                                PARTIAL DERIVATIVES

                            

                                                    
                                Partial derivatives and their  application

                            

                                                    
                                14 Partial Derivatives 2

                            

                                                    
                                Solutions Block 3: Partial Derivatives Unit 2 · Block 3: Partial Derivatives Unit 2: An Introduction to Partial Derivatives 3.2.1 (L) continued The connection between (1) and (3)

                            

                                                    
                                18 2 Partial Derivatives

                            

                                                    
                                L5 Partial Derivatives

                            

                                                    
                                25 Partial Derivatives

                            

                                                    
                                ﬀ Calculus - Faculty of Artsfaculty.arts.ubc.ca/pschrimpf/526/lec08slides.pdf · Calculus Paul Schrimpf Derivatives Partial derivatives Examples Total derivatives Mean value theorem

                            

                                                    
                                THE IMPLICIT FUNCTION THEOREM Statement of the … · Statement of the theorem. Theorem 1 ... Given that the implicit function theorem holds, ... Now consider someof the partial derivatives

                            

                                                    
                                Relationships between partial derivatives

                            

                                                    
                                14 Partial Derivatives 1

                            

                                                    
                                Partial Derivatives Goals Goals Define partial derivatives Define partial derivatives Learn notation and rules for calculating partial derivatives Learn

                            

                                                    
                                Week3 Partial Derivatives (Lecture Slide)

                            

                                                    
                                Partial Derivatives, Monotonic Functions, and economic ...wainwrig/5701/documents/Partials_for_OPMT5701_EF... · Partial Derivatives, Monotonic Functions, and economic applications

                            

                                                    
                                11 Partial derivatives and multivariable chain rulerbettiol/110notes/notes11.pdf11 Partial derivatives and multivariable chain rule 11.1 Basic deﬁntions and the Increment Theorem

                            

                                                    
                                PARTIAL DERIVATIVES - Universitas Pendidikan Indonesiafile.upi.edu/Direktori/FPTK/JUR._PEND._TEKNIK... · PARTIAL DERIVATIVES 11.6 Directional Derivatives and the Gradient Vector

                            

                                                    
                                B. E. AGRICULTURAL AND IRRIGATION ENGINEERING (FULL …Limits and Continuity – Partial derivatives – Homogeneous functions and Euler’s theorem – Total derivative – Differentiation

                            

                                                    
                                Chapter 14 – Partial Derivatives

                            

                                                    
                                Chapter 14 – Partial Derivatives 14.3 Partial Derivatives 1 Objectives:  Understand the various aspects of partial derivatives Dr. Erickson

                            

                                                    
                                14.Partial Derivatives

                            

                                                    
                                Mean Value Theorem  for  Derivatives

                            

                        
                    

                                    

            

        

    

















    
        
            
                	About us
	Contact us
	Term
	DMCA
	Privacy Policy



                	English
	Français
	Español
	Deutsch


            

        

        
            
                Copyright © 2022 VDOCUMENTS

            

                    

    








    


