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DEVELOPMENTS IN THE CRITERION-RELATEDVALIDATION OF SELECTION
PROCEDURES: ACRITICAL REVIEW AND RECOMMENDATIONSFOR PRACTICE

CHAD H. VAN IDDEKINGEFlorida State University

ROBERT E. PLOYHARTUniversity of South Carolina

The use of validated employee selection and promotion procedures
iscritical to workforce productivity and to the legal defensibility
of the per-sonnel decisions made on the basis of those procedures.
Consequently,there have been numerous scholarly developments that
have consider-able implications for the appropriate conduct of
criterion-related validitystudies. However, there is no single
resource researchers can consult tounderstand how these
developments impact practice. The purpose of thisarticle is to
summarize and critically review studies published primarilywithin
the past 10 years that address issues pertinent to
criterion-relatedvalidation. Key topics include (a) validity
coefficient correction proce-dures, (b) the evaluation of multiple
predictors, (c) differential predictionanalyses, (d) validation
sample characteristics, and (e) criterion issues.In each section,
we discuss key findings, critique and note limitations ofthe extant
research, and offer conclusions and recommendations for theplanning
and conduct of criterion-related studies. We conclude by
dis-cussing some important but neglected validation issues for
which moreresearch is needed.

The use of validated employee selection and promotion procedures
iscrucial to organizational effectiveness. For example, valid
selection pro-cedures1 can lead to higher levels of individual,
group, and organizational

We thank the following scientistpractitioners for their
insightful comments and sug-gestions on previous drafts of this
article: Mike Campion, Huy Le, Dan Putka, Phil Roth,and Neil
Schmitt.

Correspondence and requests for reprints should be addressed to
Chad H. Van Iddekinge,Florida State University, College of
Business, Department of Management, Tallahassee,FL, 32306-1110;
[email protected].

1Validity in a selection context does not refer to the validity
of selection proceduresthemselves but rather to the validity of the
inferences we draw on the basis of scores fromselection procedures
(American Educational Research Association [AERA],
AmericanPsychological Association, National Council on Measurement
in Education, 1999; Binning& Barrett, 1989; Messick, 1998;
Society for Industrial and Organizational Psychology[SIOP], 2003).
However, to be concise, we often use phrases such as valid
selectionprocedures.
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performance (Barrick, Stewart, Neubert, & Mount, 1998;
Huselid, 1995;Schmidt & Hunter, 1998; Wright & Boswell,
2002). Valid proceduresare also essential for making legally
defensible selection decisions. In-deed, selection procedures that
have been properly validated should bemore likely to withstand the
legal scrutiny associated with employmentdiscrimination suits
(Sharf & Jones, 2000) and may even reduce the like-lihood of
litigation in the first place.

It is therefore critical that researchers2 use proper and
up-to-date meth-ods to assess the validity of these procedures. For
example, using outdatedtechniques can impede theory development and
evaluation by decreasingthe accuracy of inferences researchers draw
from their results. This, inturn, can lead to incomplete or even
inaccurate guidance to researcherswho use this research to inform
their selection practices.

Despite the critical importance of selection system validation
pro-cedures, no recent publications have reviewed and integrated
researchfindings in this area. Existing publications also do not
give the kinds ofprescriptive guidance researchers may need. For
example, the two mainsets of professional guidelines relevant to
validation research (i.e., AERA,1999; SIOP, 2003) discuss the major
aspects of criterion-related validationprocedures. However, because
neither set of guidelines was meant to beexhaustive, they devote
less attention to the specific analytic decisions andapproaches
that research suggests can influence conclusions with respectto
validity. The Principles (SIOP, 2003), for instance, devote less
than twopages to the analysis of validation data. These two
guidelines also cite rel-atively few source materials that
interested readers can consult for morespecific guidance. The
Uniform Guidelines on Employee Selection Pro-cedures (Equal
Employment Opportunity Commission, 1978) similarlylacks specific
guidance and is now 30 years old.

Recent scholarly reviews of the personnel selection literature
(e.g., An-derson, Lievens, van Dam, & Ryan, 2004; Ployhart,
2006; Salgado, Ones,& Viswesvaran, 2001) have also tended to be
broad in scope, focusing, forexample, on different types of
selection constructs and methods (e.g., cog-nitive ability,
assessment centers), content areas (e.g., applicant reactions,legal
issues), and/or emerging trends (e.g., cross-cultural staffing,
internet-based assessments). Thus, there is not a single resource
researchers canconsult that summarizes and critiques recent
developments in this impor-tant area.

The overarching goal of this article is to provide selection
researcherswith a resource that supplements the more general type
of validation

2We use the term researcher throughout the article to refer to
both practitioners andscholars involved in selection procedure
validation.
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information contained in the professional guidelines and in
recent re-views of the selection literature. To accomplish this
goal, we review andcritique articles published within the past
decade on issues pertinent tocriterion-related validation research.
Given the central role of criteria inthe validation process, we
also review new findings in this area that havedirect relevance for
validation research. We critically review and highlightkey
findings, limitations, and gaps and discrepancies in the
literature. Wealso offer conclusions and provide recommendations
for researchers in-volved in selection procedure validation.
Finally, we conclude by notingsome important but neglected
validation issues that future research shouldaddress.

Method and Structure of Review

It is widely accepted that validity is a unitary concept, and
that varioussources of evidence can contribute to an understanding
of the inferencesthat can be drawn from scores on a selection
procedure (Binning & Barrett,1989; Landy, 1986; Messick, 1998;
Schmitt & Landy, 1993). Nonethe-less, the primary inference of
concern in an employment context is thattest scores predict
subsequent work behavior (SIOP, 2003). Thus, eventhough
establishing the content- and construct-related validity of
selec-tion procedures is highly important, we focus on
criterion-related validitybecause of its fundamental role in
evaluating selection systems. In addi-tion, we limit our review to
articles published primarily within the past10 years because this
timeframe yielded a large but manageable number ofrelevant
articles. This timeframe also corresponds roughly with the
mostrecent revision of the Standards (AERA, 1999).

With these parameters in mind, we searched the table of contents
(be-tween 1997 and 2007) of 12 journals that are the most likely
outlets for val-idation research: Academy of Management Journal,
Applied Psychologi-cal Measurement, Educational and Psychological
Measurement, HumanPerformance, International Journal of Selection
and Assessment, Journalof Applied Psychology, Journal of Business
and Psychology, Journal ofManagement, Journal of Organizational and
Occupational Psychology,Organizational Research Methods, Personnel
Psychology, and Psycholog-ical Methods. This search yielded over
100 articles relevant to five mainvalidation research topics: (a)
validity coefficient correction procedures,(b) the evaluation of
multiple predictors, (c) differential prediction anal-ysis, (d)
validation sample characteristics, and (e) validation criteria.
Webelieve our coverage of validation criteria is important because
many ofthe criterion issues reviewed have been studied outside of
the validation
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context; thus, selection researchers may not be aware of this
work or itsimplications for validation.

Validity Coefficient Corrections

Researchers are typically interested in estimating the
relationship be-tween scores on one or more selection procedures
and one or more criteriain some population (e.g., individuals in
the relevant applicant pool) on thebasis of the relationship
observed within a validation sample (e.g., a groupof job
incumbents). It is well known, however, that sample correlationscan
deviate from population correlations due to various statistical
arti-facts, and these statistical artifacts can attenuate the true
size of validitycoefficients. Recent studies have focused on two
prominent artifacts: mea-surement error (i.e., unreliability) and
range restriction (RR). Researchershave attempted to delineate the
influence these artifacts can have on va-lidity, as well as the
most appropriate ways to correct these artifacts whenestimating
criterion-related validity.

Corrections for measurement error. Researchers often correct
forunreliability in criterion measures to estimate the operational
validityof selection procedures. This fairly straightforward
correction procedureinvolves dividing the observed validity
coefficient by the square root ofthe estimated reliability of the
criterion measure. Corrections for predictorunreliability are made
less often because researchers tend to be moreinterested in the
validity of selection procedures in their current form thanin their
potential validity if the predictors measured the target
constructswith perfect reliability.

Although many experts believe that validity coefficients should
becorrected for measurement error (in the criterion), there is
disagreementabout the most appropriate way to estimate the
reliability of ratings cri-teria. This is a concern because
performance ratings remain the mostcommon validation criterion
(Viswesvaran, Schmidt, & Ones, 2002), andthe reliability
estimate one uses to correct for attenuation can affect thevalidity
of inferences drawn from validation results (Murphy &
DeShon,2000).

When only one rater (e.g., an immediate supervisor) is available
toevaluate the job performance of each validation study
participant, re-searchers often compute an internal consistency
coefficient (e.g., Cron-bachs alpha) to estimate reliability. Such
coefficients provide estimates ofintrarater reliability and
indicate the consistency of ratings across differ-ent performance
dimensions (Cronbach, 1951). The problem with usinginternal
consistency coefficients for measurement error corrections is
thatthey assign specific error (i.e., the rater by ratee
interaction effect, which
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represents a raters idiosyncratic perceptions of ratees job
performance)to true score variance, and there is evidence that this
rater-specific erroris very large for performance ratings (Schmidt
& Hunter, 1996). For ex-ample, raters often fail to distinguish
among multiple dimensions, and asresult, performance ratings tend
to produce high levels of internal consis-tency (Viswesvaran, Ones,
& Schmidt, 1996). Thus, sole use of internalconsistency
coefficients to estimate measurement error in ratings crite-ria
will tend to overestimate reliability and thus underestimate
correctedvalidity coefficients.

When multiple raters are available, the traditional approach has
beento estimate Pearson correlations (two raters) or intraclass
correlation co-efficients (ICCs; more than two raters), adjust
these values for the numberof raters (e.g., using the SpearmanBrown
formula for Pearson corre-lations), and use the adjusted estimates
to correct the observed validitycoefficient. For example, use of
interrater correlations to estimate theoperational validity of
selection procedures has been a common prac-tice in recent
meta-analyses of various selection constructs and methods(e.g.,
Arthur, Bell, Villado, & Doverspike, 2006; Hogan & Holland,
2003;Huffcutt, Conway, Roth, & Stone, 2001; Hurtz &
Donovan, 2000; Mc-Daniel, Morgeson, Finnegan, Campion, &
Braverman, 2001; Roth, Bobko,& McFarland, 2005).3

However, the appropriateness of this approach has been
questionedgiven that such a correction assumes the differences
between raters arenot substantively meaningful but instead reflect
sources of irrelevant(error) variance. Murphy and DeShon (2000)
went as far as to suggestthat interrater correlations are not
reliability coefficients. They maintainedthat different raters
rarely can be considered parallel assessments (e.g.,because
different raters often observe ratees performing different
aspectsof their job), which is a key assumption of the classical
test theory onwhich interrater correlations are based. Furthermore,
they identified a va-riety of systematic sources of variance in
performance ratings that can leadraters to agree or to disagree but
that are not reflected in rater correlations.For example,
evaluations of different raters may covary due to similargoals and
biases, yet this covariation is considered true score variance
inclassical test theory.

3We note that most of these studies used single-rater
reliability estimates (e.g., .52 fromViswesvaran et al., 1996) to
correct the meta-analytically derived validity
coefficients.However, the performance measures from some of the
primary studies undoubtedly werebased on ratings from more than one
rater per ratee. To the extent that this was the case, useof
single-rater reliabilities will overcorrect the observed validities
and thus overestimatetrue validity.
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Murphy and DeShon (2000) also identified several potential
system-atic sources of rater disagreement (e.g., rater position
level) that are treatedas random error when computing interrater
correlations but that may havedifferent effects on reliability than
does disagreement due to nonsystematicsources. Recent studies using
undergraduate raters (e.g., Murphy, Cleve-land, Skattebo, &
Kinney, 2004; Wong & Kwong, 2007) have providedsome initial
evidence that raters goals (e.g., motivate ratees vs. identifytheir
strengths and weaknesses) can indeed influence their
evaluations(although neither study examined the effects of goal
incongruence on in-terrater reliability). DeShon (2003) concluded
that if rater disagreementsreflect not only random response
patterns but also systematic sources,then conventional validity
coefficient corrections do not correct for mea-surement error but
rather for a lack of understanding about what factorsinfluence the
ratings.

In a rejoinder, Schmidt, Viswesvaran, and Ones (2000) argued
thatinterrater correlations are appropriate for correcting for
attenuation. Forexample, the researchers maintained that raters can
be considered alterna-tive forms of the same measure, and
therefore, the correlation betweenthese forms represents an
appropriate estimate of reliability. Schmidt andcolleagues
suggested that the fact that different raters observe
differentbehaviors at different times actually is an advantage of
using interratercorrelations because this helps to control for
transient error, which, for ex-ample, reflects variations in ratee
performance over time due to changes inmood, mental state, and so
forth (see Schmidt, Le, & Ilies, 2003). Schmidtand colleagues
also rebuffed the claim that classical measurement meth-ods (e.g.,
Pearson correlations) model random error only. In fact,
theycontended that classical reliability coefficients are the only
ones that canestimate all the main potential sources of measurement
error relevant tojob performance ratings, including rater leniency
effects, halo effects (i.e.,rater by ratee interactions), transient
error, and random response error (foran illustration, see
Viswesvaran, Schmidt, & Ones, 2005).

Furthermore, some of the concerns Murphy and DeShon (2000)
raisedmay be less relevant within a validation context. For
example, the pres-ence of similar or divergent rater goals (e.g.,
relationship building vs.performance motivation) and biases (e.g.,
leniency) may be less likelywhen confidential, research-based
performance ratings can be collectedfor validation purposes.

An alternative approach to conceptualizing and estimating
measure-ment error, which has been used in the general
psychometrics literaturefor decades but that only has recently made
it into the validation literature,is generalizability (G) theory
(Cronbach, Gleser, Nanda, & Rajaratnam,1972). Conventional
corrections for measurement error are based on clas-sical test
theory, which conceptualizes error as any factor that makes an
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observed score differ from a true score. From this perspective,
error is un-differentiated and is considered to be random. In
G-theory, measurementerror is thought to comprise a multitude of
systematic, unmeasured, andeven interacting sources of error
(DeShon, 2002, 2003). Using analysisof variance (ANOVA), G-theory
allows researchers to partition the vari-ance associated with
sources of error and, in turn, estimate their relativecontribution
to the overall amount of error present in a set of scores.

Potential sources of error (or facets in G-theory terminology)
forjob performance ratings collected for a validation study might
include theraters, the type of rater (i.e., supervisors vs. peers),
and the performancedimensions being rated. Using G-theory, the
validation researcher couldcompute a generalizability coefficient
that indexes the combined effects ofthese error sources. The
researcher could also compute separate variances,and the
corresponding generalizability coefficients that account for
them,for each error source to determine the extent to which each
source (e.g.,raters vs. dimensions) contributes to overall
measurement error.

G-theory has the potential to be a very useful tool for
validation re-searchers, and we encourage more extensive use of
this technique in val-idation research. For example, in addition to
more precisely determiningthe primary source(s) of error in an
existing set of job performance ratings,G-theory can be useful for
planning future validation efforts. Specifically,G-theory
encourages researchers to consider the facets that might
con-tribute to error in ratings and then design their validation
studies in away that allows them to estimate the relative
contribution of each facet.G-theory can also help determine how
altering the number of raters, per-formance dimensions, and so on
will affect the generalizability of ratingscollected in the
future.

At the same time, there are some potentially important issues to
con-sider when using a G-theory perspective to estimate measurement
errorin validation research. First, inferences from G-theory focus
on the gen-eralizability of scores rather than on reliability per
se. That is, G-theoryestimates the variance associated with
whatever facets are captured in themeasurement design (e.g.,
raters, items, time periods) used to obtain scoreson which
decisions are made. If, for example, the variance associated
withthe rater facet is large, then the ratings obtained from
different raters arenot interchangeable, and thus decisions made on
the basis of those ratingsmight not generalize to decisions that
would be made if a different set ofraters was used (DeShon, 2003).
Likewise, a generalizability coefficientthat considers the combined
effects of all measurement facets indicates thelevel of
generalizability of scores given that particular set of raters,
items,and so on. Further, as with interrater correlations computed
on the basisof classical test theory, unless the assumption of
parallel raters is satisfied,generalizability coefficients cannot
be considered reliability coefficients
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(Murphy & DeShon, 2000). Thus, G-theory may not resolve all
concernsthat have been raised about measurement error corrections
in performanceratings.

Finally, to capitalize on the information G-theory provides,
researchersmust incorporate relevant measurement facets into their
validation studydesigns. For instance, to estimate the relative
contribution of raters and per-formance dimensions on measurement
error, validation participants mustbe rated on multiple performance
dimensions by multiple raters. In otherwords, G-theory is only as
useful as is the quality and comprehensivenessof the design used to
collect the data.

Corrections for RR. Another statistical artifact relevant to
validationresearch is RR. RR occurs when there is less variance on
the predictor,criterion, or both in the validation sample relative
to the amount of varia-tion on these measures in the relevant
population. The restricted range ofscores results in a criterion
validity estimate that is downwardly biased.

Numerous studies conducted during the past decade have addressed
theissue of RR in validation research. Sackett and Yang (2000)
identified threemain factors that can affect the nature and degree
of RR: (a) the variable(s)on which selection occurs (predictor,
criterion, or a third variable), (b)whether the unrestricted
variances for the relevant variables are known,and (c) whether the
third variable, if involved, is measured or unmeasured(e.g.,
unquantified judgments made on the basis of interviews or letters
ofrecommendation). The various combinations of these factors
resulted in11 plausible scenarios in which RR may occur.

Yang, Sackett, and Nho (2004) updated the correction procedure
forsituations when selection decisions are made on the basis of
unmeasuredor partially measured predictors (i.e., scenario 2d in
Sackett & Yang, 2000)to account for the additional influencing
factor of applicants rejection ofjob offers. However, modeling the
effects of self-selection requires dataconcerning plausible reasons
why applicants may turn down a job offer,such as applicant
employability as judged by interviewers. Therefore, theusefulness
of this procedure depends on whether reasons for
applicantself-selection can be identified and effectively
measured.

A key distinction in conceptualizing RR is that between direct
andindirect restriction. In a selection context, direct RR occurs
when individ-uals were screened on the same procedure that is being
validated. Thiscan occur, for example, when a structured interview
is being validated ona sample of job incumbents who initially were
selected solely on the basisof the interview. In contrast, indirect
RR occurs when the procedure beingvalidated is correlated with one
or more of the procedures currently usedfor selection. For
instance, the same set of incumbents from the aboveexample also may
be given a biodata inventory as part of the validationstudy. If
biodata scores are correlated with performance in the interview
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on which incumbents were selected, then the relationship between
thebiodata inventory and the validation criteria (e.g., job
performance rat-ings) may be downwardly biased due to indirect
restriction vis-a-vis theinterview.

Because applicants are rarely selected in a strict topdown
manner us-ing a single procedure (a requirement for direct RR;
Schmidt, Oh, & Le,2006), and because researchers often validate
selection instruments priorto using them operationally, it has been
suggested that most RR in person-nel selection is indirect rather
than direct (Thorndike, 1949). However, theexisting correction
procedure for indirect restrictionThorndikes (1949)case 3
correctionrarely can be used given (a) the data assumptions
thatmust be met (e.g., topdown selection on a single predictor) and
(b) the(un)availability of information regarding the third
variable(s) on whichprior selection occurred. Thus, researchers
have had to use Thorndikescase 2 correction for direct restriction
in instances in which the restrictionactually is indirect.
Unfortunately, using this procedure in cases of indi-rect RR tends
to undercorrect the validity coefficient (Linn, Harnisch,
&Dunbar, 1981).

Recent studies by Schmidt and colleagues have clarified various
issuesinvolving corrections for both direct and indirect RR.
Hunter, Schmidt,and Le (2006) noted that under conditions of direct
RR, accurate correc-tions for both RR and measurement error require
a particular sequenceof corrections. Specifically, researchers
first should correct for unreliabil-ity in the criterion and then
correct for RR in the predictor. Hunter andcolleagues described the
input data and formulas required for each step.They also presented
a correction method for indirect RR that can be usedwhen the
information needed for Thorndikes (1949) case 3 correction isnot
available.

Schmidt et al. (2006) reanalyzed data from several previously
pub-lished validity generalization studies to compare validity
coefficients cor-rected using the case 2 formula (which assumes
direct restriction) to thoseobtained using their new correction
procedure for indirect restriction.Results suggested that the
direct restriction correction underestimated op-erational validity
by 21% for predicting job performance and by 28%for predicting
training performance. This suggests that prior research (inwhich
direct RR corrections were applied to situations involving
indi-rect restriction) may have substantially underestimated the
validity ofthe selection procedures (however, see Schmitt, 2007,
for an alternativeperspective on these findings).

Sackett, Lievens, Berry, and Landers (2007) discussed the
special casein which a researcher wants to correct the correlation
between two ormore predictors for RR when the predictors comprise a
composite usedfor selection. Suppose, for example, that applicants
were selected on a
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composite of a cognitive ability test and a personality measure,
and theresearcher wants to estimate the correlation between the two
predictorsin a sample of applicants who ultimately were selected.
Given the com-pensatory nature of the composite, applicants who
obtained low scoreson one predictor must have obtained very high
scores on the other pre-dictor in order to obtain a passing score
on the overall composite. Sackettand colleagues demonstrated how
this phenomenon can severely reduceobserved correlations between
predictors and how applying traditionalcorrections for direct RR
does not accurately estimate the populationcorrelation (though the
appropriate indirect correction would recover thepopulation value).
The underestimation of predictor correlations, in turn,can distort
conclusions regarding their incremental validity in relation tothe
criterion.

RR correction formulas assume that the unrestricted SD of
predictorscores can be estimated. When using commercially available
selectiontests, it is common for researchers to rely on normative
data reported intest manuals. Ones and Viswesvaran (2003)
investigated whether popu-lation norms are more heterogeneous than
job-specific applicant norms.They compared the variability in
scores on the comprehensive personalityprofile (Wonderlic Personnel
Test, 1998) within the general population tothe variability of
scores across 111 job-specific applicant samples. Theresearchers
concluded that use of population norm SDs to correct for RRmay not
appreciably inflate relationships between personality variablesand
validation criteria, and that the score variance in most applicant
pools,although affected by self-selection, represents a fairly
accurate estimateof the unrestricted variance. Of course, these
results may not generalizeto other personality variables (e.g., the
Big Five factors) or to measures ofother selection constructs
(e.g., see Sackett & Ostgaard, 1994).

Researchers have also noted that RR affects reliability
coefficients inthe same way it affects validity coefficients
(Callender & Osburn, 1980;Guion, 1998; Schmidt, Hunter, &
Urry, 1976). To the extent that RRdownwardly biases reliability
estimates, correcting validity coefficientsfor criterion
unreliability may overestimate validity. Sackett, Laczo, andArvey
(2002) investigated this issue with estimates of interrater
reliabil-ity. They examined three scenarios in which the range of
job performanceratings could be restricted: (a) indirect RR due to
truncation on the pre-dictor (e.g., selection on personality test
scores that are correlated withjob performance), (b) indirect RR
due to truncation on a third variable(e.g., retention decisions
based on employees performance during a pro-bationary period that
preceded collection of the performance ratings), and(c) direct RR
on the performance ratings (e.g., the ratings originally wereused
to make retention and/or promotion decisions and predictor data
arecollected from the surviving employees only).
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Results of a Monte Carlo simulation revealed that the
underestima-tion of interrater reliability was quite small under
the first scenario (i.e.,because predictor-criterion correlations
in validation research tend to berather modest), whereas there
often was substantial underestimation underthe latter two
scenarios. Interrater reliability was underestimated the mostwhen
there was direct RR on the performance ratings (i.e., scenario
C)and when the range of performance ratings was most restricted
(i.e., whenthe selection/retention ratio was low). In terms of the
effects of criterionRR on validity coefficient corrections,
restriction due to truncation on thepredictor (i.e., scenario A)
did not have a large influence on the correctedvalidities.
Overestimation of validity was more likely under the other
twoscenarios given the smaller interrater reliability estimates
that resultedfrom the RR, which, in turn, were used to correct the
observed validity co-efficients. Nonetheless, when direct RR exists
on the performance ratings(i.e., scenario C), researchers will
likely have the data (e.g., performanceratings on both retained and
terminated employees) to correct the reliabil-ity estimate for
restriction prior to using the estimate to correct the
validitycoefficients for attenuation.

LeBreton and colleagues (LeBreton, Burgess, Kaiser, Atchley,
&James, 2003) investigated the extent to which the modest
interrater re-liability estimates often found for job performance
ratings are due totrue discrepancies between raters (e.g., in terms
of opportunities to ob-serve certain job behaviors) or to
restricted between-target variance dueto a reduced amount of
variability in employee job performance resultingfrom various human
resources systems (e.g., selection). The researchersnoted that
whether low interrater estimates are due to rating discrep-ancies
or to lack of variance cannot be determined using correlation-based
approaches to estimating interrater reliability alone. Thus,
theyalso examined use of rwg (James, Demaree, & Wolf, 1984) to
estimateinterrater agreement, a statistic unaffected by
between-target variancerestrictions.

LeBreton and colleagues conducted a Monte Carlo simulation
todemonstrate the relationship between between-target variance and
esti-mates of interrater reliability. The simulation showed that
Pearson cor-relations decreased from .83 with no between-variance
restriction to .36with severe variance restriction. The researchers
then examined actual datafrom several multirater feedback studies.
Results revealed that estimatesof interrater reliability (i.e.,
Pearson correlations and ICCs) consistentlywere low (e.g., mean
single-rater estimates of .30) in the presence of low tomodest
between-target variance. In contrast, estimates of interrater
agree-ment (i.e., rwg coefficients) were moderate to high (e.g.,
mean = .71 basedon a slightly skewed distribution). Because the
agreement coefficientswere relatively high, LeBreton et al.
concluded that the results provided
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support for the restriction of variance hypothesis rather than
for the raterdiscrepancy hypothesis. We note, however, that
reduction in between-target variance will always decrease
interrater reliability estimates giventhe underlying equations and
that agreement estimates such as rwg willnever be affected by
between-target variance because of how they arecomputed.

Finally, corrected validity coefficients typically provide
closer approx-imations of the population validity than do
uncorrected coefficients. How-ever, there are a few assumptions
that, when violated, can lead to biasedestimates of corrected
validity. For instance, the Hunter et al. (2006)indirect RR
procedure assumes that the predictor of interest capturesall the
constructs that determine the criterion-related validity of
what-ever process or measures were used to make selection
decisions. Thisassumption may be violated in some validation
contexts. For example,an organization originally may have used a
combination of assessments(e.g., a cognitive ability test, a
semistructured interview, and recommen-dation letters) to select a
group of job incumbents. If the organizationlater wants to estimate
the criterion-related validity of the cognitive test,the range of
scores on that test will be indirectly restricted by the orig-inal
selection battery, and thus, the effect of the original battery on
thecriterion (e.g., job performance) cannot be fully accounted for
by thepredictor of interest. Le and Schmidt (2006) found that
although thisviolation results in an undercorrection for RR, use of
their procedurestill provides less biased validity estimates than
does the conventionalcorrection procedure based on the direct RR
model (i.e., Thorndikescase 2).

Another assumption of the Hunter et al. (2006) procedure is that
thereis no indirect RR on the criteria. However, if a restricted
range of criterionvalues is due to something other than RR on the
predictor (e.g., restrictionresulting from a third variable, such
as probationary period decisions;Sackett et al., 2002), then their
procedure, along with all other correctionprocedures, will
undercorrect the observed validity coefficient. Last, theThorndike
correction procedures (which one might use when predictorRR truly
is direct) require two basic assumptions: (a) There is a
linearrelationship between the predictor and criterion, and (b) the
conditionalvariance of scores on the criterion does not depend on
the value of thepredictor (i.e., there is homoscedasticity). If
either these assumptions isviolated, then corrected validities can
be underestimated (for a review, seeDunbar & Linn, 1991).

Conclusions and recommendations. There is convincing
evidencethat statistical artifacts such as measurement error and RR
can downwardlybias observed relationships between predictors and
criteria, and, in
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turn, affect the accuracy of conclusions regarding the validity
ofselection procedures. Although recent research has provided
valuableinsights, these studies also underscore how complicated it
can be to de-termine the specific artifacts affecting validity
coefficients. Furthermore,even when the relevant artifacts can be
identified, it is not always clearwhether they should be corrected,
and if so, the most appropriate way tomake the corrections. With
the hope of at least identifying the key issues,we recommend the
following.

(a) When feasible, report both observed validity coefficients
and thosecorrected for criterion unreliability and/or RR. Always
specify thetype of corrections performed, their sequence, and which
formulaswere used.

(b) There is disagreement regarding the appropriate correction
of rat-ings criteria for measurement error. Until the profession
reachessome consensus, report validity coefficients corrected for
inter-rater reliability (e.g., using an ICC; Bliese, 1998; McGraw
&Wong, 1996). Alternatively, it may be possible to compute
gen-eralizability coefficients that estimate unreliability due to
items,raters, and the combination of these two potential sources
oferror.

(c) Be aware that it may be difficult to obtain accurate
estimates ofcorrected validity coefficients when only one rater is
available toevaluate the job performance of each validation study
participant.Researchers would appear to have two main options,
althoughneither is ideal. First, they could correct validity
coefficients formeasurement error using current meta-analytic
estimates of inter-rater reliability. These values are .52 for
supervisor ratings and .42for peer ratings (Viswesvaran et al.,
1996). Second, researcherscould correct validity coefficients for
intrarater reliability, such asby computing coefficient alpha.
However, as discussed, this ap-proach will likely provide a
conservative estimate of corrected va-lidity because intrarater
statistics do not account for rater-specificerror and, in turn,
tend to overestimate the reliability of ratings cri-teria. In this
case, researchers might be advised to include multipleratings of
each performance dimension and then correct each va-lidity
coefficient using the internal consistency estimates of
theseunidimensional measures (Schmitt, 1996).

(d) Because employees often have only one supervisor, consider
col-lecting performance information from both supervisors and
peers.Although peer ratings may not be ideal for administrative
pur-poses, such ratings would seem to be appropriate for
validation
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purposes. Further, recent research suggests that rater level
effectsmight not be as strong as commonly thought (Viswesvaran et
al.,2002). Thus, collecting both supervisor and peer ratings may
allowvalidation researchers to combine the ratings and, in turn,
reducerater-specific error.

(e) Learn the basics of G-theory and consider likely sources of
mea-surement error when designing validation studies. When
possible,collect ratings criteria in a way that will allow you to
estimate therelative contribution of multiple sources to
measurement error inthe ratings.

(f) Compute measures of interrater agreement. Although we do
notadvocate using agreement coefficients to correct for
measurementerror, they can help determine the extent to which
limited between-ratee variance may contribute to low interrater
reliability estimates.Examination of within-rater SDs also can be
informative in thisregard.

(g) There are at least 11 different types of RR (Sackett &
Yang, 2000),and applying the wrong RR correction can influence
conclusionsregarding criterion-related validity. For example, using
correctionformulas that assume strict topdown selection when there
is notcan overestimate the amount of RR and, in turn, inflate
correctedvalidity estimates. Consult articles by Sackett (e.g.,
Sackett &Yang, 2000) and Schmidt and Hunter (e.g., Hunter et
al., 2006)to identify likely sources of RR and the appropriate
correctionprocedures.

(h) None of the standard predictor RR correction procedures
(e.g.,Hunter et al., 2006) consider whether restriction of range
exists inthe criterion. Thus, to the extent that there is RR
(direct or indirect)on one or more validation criteria due to
something other than therestriction on the predictor(s), all
standard correction procedureswill underestimate validity (Schmidt
et al., 2006). Therefore, ifcriterion RR is a concern, researchers
will have to correct reliabilityestimates for restriction prior to
using them to correct validitycoefficients for measurement error
(Sackett et al., 2002), assumingthat the information needed to
correct for criterion RR is available(e.g., variance of job
performance ratings from an unrestrictedsample).

(i) Be cognizant that there remain some concerns over the use
ofcorrections when reporting validity coefficients. At issue is
notwhether measurement error and RR exist but rather what spe-cific
corrections should be applied (see Schmitt, 2007). It mustbe
remembered that corrections are no substitute for using
goodvalidation designs and measures in the first place.
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Evaluation of Multiple Predictors

Organizations frequently use multiple predictors to assess job
ap-plicants. This is because job analysis results often reveal a
large num-ber of job-relevant knowledge, skills, abilities, and
other characteristics(KSAOs), which may be difficult or impossible
to capture with a singleassessment. In addition, use of multiple
predictors can increase the valid-ity of the overall selection
system beyond that of any individual predictor(Bobko, Roth, &
Potosky, 1999; Schmidt & Hunter, 1998). We discusstwo important
considerations for evaluating multiple predictors:
relativeimportance and cross-validity.

Estimating predictor relative importance. Relative importance
refersto the relative contribution each predictor makes to the
predictive powerof an overall regression model. Relative importance
statistics are usefulfor determining which predictors contribute
most to predictive validity, aswell as for evaluating the extent to
which a new predictor (or predictors)contributes to an existing
predictor battery. Perhaps the most common ap-proach for assessing
relative importance has been to examine the magni-tude and
statistical significance of the standardized regression
coefficientsfor individual predictors. When predictors are
uncorrelated, the squaredregression coefficient for each variable
represents the proportion of vari-ance in the criterion for which
that predictor accounts. However, whenthe predictors are correlated
(as often is the case in selection research),the squared regression
coefficients do not sum to the total variance ex-plained (i.e.,
R2), which makes conclusions concerning relative validityambiguous
and possibly misleading (Budescu & Azen, 2004; Johnson
&LeBreton, 2004).

Another common approach used to examine predictor relative
impor-tance is to determine the incremental validity of a given
predictor beyondthat provided by a different predictor(s). For
instance, a researcher mayneed to determine whether a new selection
procedure adds incrementalprediction of valued criteria beyond that
provided by existing procedures.However, as LeBreton, Hargis,
Griepentrog, Oswald, and Ployhart (2007)noted, new predictors often
account for relatively small portions of uniquevariance in the
criterion beyond that accounted for by the existing pre-dictors.
This is because incremental validity analyses assign any
sharedvariance (i.e., between the new predictor and the existing
predictors) tothe existing predictors, which reduces the amount of
validity attributed tothe new predictor. Such analyses do not
provide information concerningthe contribution the new predictor
makes to the overall regression model(i.e., R2) relative to the
other predictors.

Relative weight analysis (RWA; Johnson, 2000) and dominance
analy-sis (DA; Budescu, 1993) represent complementary methods for
assessing
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the relative importance of correlated predictors. These
statistics indicatethe contribution each predictor makes to the
regression model, consideringboth the predictors individual effect
and its effect when combined withthe other predictors in the model
(Budescu, 1993; Johnson & LeBreton,2004). In RWA, the original
predictors are transformed into a set of orthog-onal variables, the
orthogonal variables are related to the criterion, andthe
orthogonal variables are then related back to the original
predictors.These steps reveal the percentage of variance in the
criterion associatedwith each predictor. Similarly, DA yields a
weight for each predictorthat represents the predictors average
contribution to R2 (specifically, itsmean squared semipartial
correlation, or R2) across all possible subsetsof regression
models. The results of DA are practically indistinguishablefrom
those obtained from RWA (LeBreton, Ployhart, & Ladd, 2004).
Themain difference between the two approaches is that relative
weights canbe computed more quickly and easily, particularly when
analyzing a largeset of predictors (Johnson & LeBreton,
2004).

RWA and DA offer two main advantages over traditional methods
forassessing relative importance. First, these procedures provide
meaningfulestimates of relative importance in the presence of
multicollinearity. Sec-ond, they indicate the percentage of model
R2 attributable to each predictor.The percentage of R2 helps
determine the relative magnitude of predictorimportance, and it
provides researchers with a relatively straightforwardmetric to
communicate validation study results to decision makers.

Because these relative importance methods are relatively new,
onlya few empirical studies have examined their use. LeBreton et
al. (2004)used a Monte Carlo simulation to compare DA results to
those obtainedusing traditional methods (i.e., squared correlations
and squared regres-sion coefficients). Results revealed that as
predictor validity, predictorcollinearity, and number of predictors
increased, so did the divergencebetween the traditional and newer
relative importance approaches. Thesefindings led the researchers
to suggest caution when using correlation andregression
coefficients as indicators of relative importance. In a
relatedstudy, Johnson (2004) discussed the need to consider
sampling error andmeasurement error when interpreting the results
of relative importanceanalyses. His Monte Carlo simulation revealed
that conclusions regardingrelative importance can depend on whether
measures of the constructs ofinterest are corrected for
unreliability.

We found very few studies that have used RWA or DA to
evaluatethe relative importance of predictors within a selection
context. LeBretonet al. (2007) used DA to reanalyze data originally
reported by Mount, Witt,and Barrick (2000). Mount et al. examined
the incremental validity of bio-data scales beyond measures of
mental ability and the Big Five factors forpredicting performance
within a sample of clerical workers. The original
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incremental validity results suggested that the biodata scales
accountedfor relatively small increases in model R2. However, by
using relativeimportance analysis, LeBreton and colleagues showed
that biodata con-sistently emerged as the most important predictor
of performance. Ladd,Atchley, Gniatczyk, and Baumann (2002) also
assessed the relative im-portance of predictors within a selection
context. These researchers foundthat dimension-based assessment
center ratings tended to be relativelymore important to predicting
managerial success than did exercise-basedratings.

Estimating cross-validity. Cross-validation involves estimating
thevalidity of an existing predictor battery on a new sample. This
is impor-tant because when predictors are chosen on the basis of a
given sam-ple, validity estimates are likely to be higher than if
the same predictorswere administered to new samples (a phenomenon
known as shrinkage;Larson, 1931). The traditional approach for
estimating cross-validity hasbeen to split a sample into a
two-third development sample and one-thirdcross-validation sample.
However, splitting a sample creates less stableregression weights
(i.e., because it reduces sample size), and therefore,formula-based
estimation is preferable. Although a variety of formula-based
estimates exist, two recent studies have helped identify that
formulaswork best.

Schmitt and Ployhart (1999) used a Monte Carlo simulation to
examine11 different cross-validity formulas when stepwise
regression is usedto select and weight predictor composites. They
found that no singleformula consistently produced more accurate
cross-validity estimates thanthe other formulas in terms of the
discrepancy between the populationvalues and the obtained
estimates. However, when a reasonable samplesize-to-predictor ratio
is achieved (see below), a formula from Burket(1964) provided
slightly superior estimates. They also found that cross-validity
cannot be accurately estimated when sample sizes are small andthat
the ratio of sample size to number of predictors should be about
10:1for accurate cross-validity estimates.

Raju, Bilgic, Edwards, and Fleer (1999) compared a similar set
ofcross-validity formulas using data obtained from some 85,000 U.S.
AirForce enlistees. Consistent with the results of Schmitt and
Ployhart (1999),Burkets (1964) shrinkage formula provided the most
accurate estimatesof cross-validity when compared to empirical
cross-validity estimates inwhich the regression weights from one
randomly drawn sample wereapplied to another random sample.

Raju et al. (1999) also compared ordinary least squares (OLS)
andequal weights procedures for empirical cross-validation. In the
equalweights procedure, scores on each predictor are converted to z
scores,or each predictor is weighted by the reciprocal of its SD
(these approaches


	
888 PERSONNEL PSYCHOLOGY

yield identical multiple correlations; Raju, Bilgic, Edwards,
& Fleer,1997). Results revealed that differences between the
sample validitiesand the cross-validities were smaller for equal
weights than for OLS.Furthermore, although OLS consistently yielded
higher initial validities,the cross-validities always were higher
for the equal weights procedure.These findings are consistent with
earlier research (e.g., Schmidt, 1971)that showed that
unit-weighted predictors are as or more predictive thanOLS-weighted
predictors, particularly when samples sizes are small andwhen there
is an absence of suppressor variables.

Finally, we wish to clarify a common misconception concerning
cross-validity estimates provided by software programs such as SPSS
and SAS.Specifically, researchers sometimes report adjusted R2
values from theoutput of linear regression analysis as estimates of
cross-validity. Ac-tually, these values estimate the population
squared multiple correlationrather than the cross-validated squared
multiple correlation (Cattin, 1980).Therefore, we urge researchers
to refrain from using these adjusted R2 val-ues to estimate
cross-validity.

Conclusions and recommendations. Researchers must often choosea
subset of validated predictors for use in operational selection.
This taskis complicated because a variety of statistical methods
exist for determin-ing predictor relative importance and estimating
cross-validity. Recentresearch has helped clarify some of these
complex issues.

(a) Different statistics (e.g., zero-order correlations,
regression coef-ficients from incremental validity analyses,
relative importanceindices) provide different information
concerning predictor im-portance; they are not interchangeable.
Therefore, it is frequentlyuseful to consider multiple indices when
evaluating predictor im-portance.

(b) RWA and DA are useful supplements to the information
providedby traditional multiple regression analysis. These methods
canhelp determine which predictors contribute most to R2, and
theyare most useful when evaluating a large number of predictors
withmoderate-to-severe collinearity. For instance, if two
predictorsincrease validity by about the same amount and a
researcher wantsto keep only one of them, he or she could retain
the one with thelarger relative weight.

(c) Note, however, that RWA and DA were not intended for use
indeveloping regression equations for future prediction or for
iden-tifying the set of predictors that will yield the largest R2.
Multiplelinear regression analysis remains the preferred approach
for thesegoals.
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(d) Relatively little is known about how these methods function
inrelation to one another or to correlation and regression
approachesusing data from actual selection system validation
projects. There-fore, we suggest using relative importance
methodologies in con-junction with traditional statistics until
additional research evi-dence is available. LeBreton et al. (2007)
may be useful in thisregard, as the authors outlined a series of
steps for evaluatingpredictor importance.

(e) If statistical artifacts such as RR and criterion
unreliability are aconcern, use the corrected validities (and the
predictor intercorre-lations corrected for RR, as applicable) when
comparing predictorsand assessing incremental validity. This is
particularly importantwhen varying degrees of RR exist across the
predictors beingevaluated.

(f) Use Burkets (1964) formula to estimate the cross-validity of
pre-dictors. Never use the adjusted R2 values from SPSS and SAS
forthis purpose.

(g) Weighting predictors equally (rather than by OLS-based
weights)may provide larger and more accurate cross-validity
estimates,particularly when validation samples are modest (i.e., N
=150 or less) and when predictor-criterion relations are small
tomoderate.

Differential Prediction

An important aspect of any validation study is the examination
ofdifferential prediction. Differential prediction (also referred
to as predic-tive bias) occurs when the relationship between
predictor and criterionin the subgroups of interest (e.g., men vs.
women) cannot be accuratelydescribed by a common regression line
(SIOP, 2003). Differences in re-gression intercepts indicate that
members of one subgroup tend to obtainlower predicted scores than
members of another group, whereas regres-sion slope differences
indicate that the selection procedure predicts per-formance better
for one group than for another (Bartlett, Bobko, Mosier,&
Hannan, 1978; Cleary, 1968). Existence of differential prediction
typi-cally is examined using moderated multiple regression (MMR) in
whichthe criterion is regressed on the predictor score, a
dummy-coded variablerepresenting subgroup membership, and the
interaction term between thepredictor and subgroup variable. A
significant increase in R2 when thesubgroup variable is added to
the predictor indicates an intercept differ-ence between the two
groups, and a significant increase in R2 when theinteraction is
added indicates a difference in slopes.
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Recent studies have examined a variety of differential
predictionissues. Saad and Sackett (2002) investigated differential
prediction ofpersonality measures with regard to gender using data
from nine mili-tary occupational specialties collected during
Project A. The MMR re-sults revealed evidence of differential
prediction in about one-third of thepredictor-criterion
combinations. Most instances of differential prediction(about 85%)
were due to intercept differences rather than to slope
differ-ences. Interestingly, differential prediction appeared to be
more a functionof the criteria than of the predictors. Instances of
differential prediction forthree personality measures were roughly
equal across criteria, wherebythe intercepts for male scores tended
to be higher than the intercepts forfemale scores. This occurred
despite that fact that women tended to scorebetween one-third and
one-half SDs higher than men on a dependabilityscale (men scored
around one-third SDs higher than women on adjust-ment, and there
were small or no subgroup differences on achievementorientation).
In contrast, about 90% of the instances of differential predic-tion
involved the effort and leadership criterion (i.e., female
performancewas consistently overpredicted using a common regression
line).

Given these results, it is important to consider how subgroup
differ-ences on validation criteria may affect conclusions
researchers draw fromdifferential prediction analyses. Two recent
meta-analyses have examinedsubgroup differences on job performance
measures. Roth, Huffcutt, andBobko (2003) investigated WhiteBlack
and WhiteHispanic differencesacross various criteria. For ratings
of overall job performance, the meanobserved and corrected (for
measurement error) d values were .27 and .35for Whites versus
Blacks and .04 and .05 for Whites versus Hispanics.In terms of
moderator effects, differences between Whites and minoritiestended
to be larger for objective than for subjective criteria and larger
forwork samples and job knowledge tests than for promotion and
on-the-jobtraining performance.

McKay and McDaniel (2006) also examined WhiteBlack differencesin
performance. Across criteria, their results were nearly identical
to thoseof Roth et al. (2003). Specifically, the rated performance
of White employ-ees tends to be roughly one-third a SD higher than
that of Black employees(corrected d = .38). However, the
researchers found notable variation insubgroup differences among
the individual criteria, which ranged from.09 for accidents to .60
for job knowledge test scores. As for moderators,larger differences
were found for cognitively oriented criteria, data fromunpublished
sources, and performance measures that comprised multipleitems.

The above results lead to the question of whether criterion
subgroupdifferences in subjective criteria reflect true performance
disparities orrater bias. Rotundo and Sackett (1999) addressed this
issue by examining
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whether rater race influenced conclusions regarding differential
predictionof a cognitive ability composite. The researchers created
three subsamplesof data: White and Black employees rated by White
supervisors, Whiteand Black employees rated by a supervisor of the
same race, and Blackand White employees rated by both a White and a
Black supervisor.Results revealed no evidence of differential
prediction, which suggeststhat conclusions concerning predictive
bias were not a function of whetherperformance ratings were
provided by a supervisor of the same or adifferent race.

Other studies have investigated various methodological issues in
theassessment of differential prediction. The omitted variables
problem oc-curs when a variable that is related to the criterion
and to the other pre-dictor(s) is excluded from the regression
model (James, 1980). This canresult in a misspecified model in
which the regression coefficient for theincluded predictor(s) is
biased. This problem can also occur when exam-ining differential
prediction if the omitted predictor is related to both thecriterion
and subgroup membership. Using data from Project A, Sackett,Laczo,
and Lippe (2003) found that inclusion of a previously
omittedpredictor can change conclusions of differential prediction
analyses. Forexample, existence of significant intercept
differences when personalityvariables were used to predict core
task performance dropped from 100%to 25% when the omitted predictor
(i.e., a measure of general mentalability) was included in the
model.

Several studies have examined the issue of statistical power in
MMRanalysis. Insufficient power is particularly problematic in the
assessmentof differential prediction given the potential
consequences of test use.Aguinis and Stone-Romero (1997) conducted
a Monte Carlo study toexamine the extent to which various factors
influence power to detect astatistically significant categorical
moderator. Results indicated that fac-tors such as predictor RR,
total sample size, subgroup sample size, andpredictorsubgroup
correlations can have considerable effects on statisti-cal
power.

It often is difficult to obtain an individual validation sample
largeenough to provide sufficient power to detect differential
prediction. Tohelp address this problem, Johnson, Carter, Davison,
and Oliver (2001)developed a synthetic validity-based approach to
assess differential pre-diction. In synthetic validity,
justification for use of a selection procedureis based upon
relations between scores on the procedure and some as-sessment of
performance with respect to one or more domains of workwithin a
single job or across different jobs (SIOP, 2003). This
techniqueinvolves the identification of different jobs that have
common components(e.g., customer service), collecting data on the
same predictor and crite-rion measures from job applicants or
incumbents, and combining the data


	
892 PERSONNEL PSYCHOLOGY

across jobs to estimate an overall validity coefficient. Johnson
and col-leagues outlined the necessary formulas and data
requirements to conductdifferential prediction analyses within this
framework.

Finally, Aguinis and colleagues have developed several freely
availablecomputer programs that can aid in the assessment of
differential predic-tion. For instance, Aguinis, Boik, and Pierce
(2001) developed a programcalled MMRPOWER that allows researchers
to approximate power by in-putting parameters such as sample size,
predictor RR, predictorsubgroupcorrelations, and reliability of
measurement. Also, the MMR approach totesting for differential
prediction assumes that the variance in the criterionthat remains
after predicting the criterion from the predictor is roughlyequal
across subgroups. Violating this assumption can influence type
Ierror rates and reduce power, which, in turn, can lead to
inaccurate con-clusions regarding moderator effects (Aguinis,
Peterson, & Pierce, 1999;Oswald, Saad, & Sackett, 2000).
Aguinis et al. (1999) developed a program(i.e., ALTMMR) that
determines whether the assumption of homogene-ity of error variance
has been violated and, if so, computes alternativeinferential
statistics that test for a moderating effect. Last, Aguinis
andPierce (2006) described a program for computing the effect size
(f 2) of acategorical moderator.

Conclusions and recommendations. Accurate assessment of
differen-tial prediction is critically important for predictor
validation. Interestingly,recent research has tended to focus on
issues associated with detectingdifferential prediction rather than
estimating the differential predictionassociated with the
predictors themselves. One possible reason for this isthat many
researchers appear to have asserted earlier findings of no
differ-ential prediction for cognitive ability tests (e.g., Dunbar
& Novick, 1988;Houston & Novick, 1987; Schmidt, Pearlman,
& Hunter, 1981) onto otherpredictors and demographic group
comparisons other than BlackWhiteand malefemale. The results of our
review suggest that such assertionsmay be unfounded. With this in
mind, we offer the following recommen-dations.

(a) When technically feasible (e.g., when there is sufficient
statisticalpower, when unbiased criteria are available), conduct
differen-tial prediction analyses as a standard component of
validationresearch.

(b) Be aware that even predictor constructs with small subgroup
meandifferences (e.g., certain personality variables) can
contribute topredictive bias.

(c) Differential prediction may be as much a function of the
criteria asit is a function of the predictor(s) being validated
(Saad & Sackett,2002). Thus, think carefully about the choice
of validation criteria
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and always estimate and report criterion subgroup differences.
Ifthere is evidence of differential prediction, examine whether
itappears to be due to the predictors, criteria, or both.

(d) Avoid the omitted variables problem by including all
relevantpredictors in the MMR model. Furthermore, if a composite
ofpredictors is to be used, then the composite (and not the
individualpredictors that comprise it) should be the focus of the
differentialprediction analyses (Sackett et al., 2003).

(e) Use power analysis to determine the sample size required to
drawvalid inferences regarding differential prediction, and report
theactual level of power for all relevant analyses. Also, assess
possibleviolations of homogeneity of error variance, and report the
effectsize associated with the predictorsubgroup interaction
term(s).

Validation Sample Characteristics

Selection researchers have long been concerned about how
varioussample characteristics may affect conclusions regarding
criterion-relatedvalidity (e.g., Barrett, Philips, & Alexander,
1981; Dunnette, McCartney,Carlson, & Kirchner, 1962; Guion
& Cranny, 1982). The sampling issuesthat have received the most
recent research attention are the validationdesign/sample and the
inclusion of repeat applicants.

Validation design and sample. Validation design refers to when
thepredictor and criterion data are collected. In concurrent
designs, predic-tors and criteria are collected at the same time.
Conversely, in a predictivedesign, the predictors are administered
first and the criteria are collectedat a later point (see Guion
& Cranny, 1982, for a description of the variouskinds of
predictive designs). Validation sample refers to the individu-als
from whom the validation data are collected. The two main types
ofparticipants are job incumbents and job applicants. Generally
speaking,concurrent validation designs tend to use existing
employees, whereaspredictive designs tend to use job applicants.
However, data from incum-bents can be collected using a predictive
design. For example, incumbentsmay be administered an experimental
test battery during new hire trainingand then their job performance
is assessed after 6 months on the job. Thus,validation study design
and sample are not necessarily isomorphic, thoughresearchers often
treat them as such.

Validation design is an important issue because conclusions with
re-gard to relations between predictors and criteria can differ
dependingon when the variables are measured. For example, as we
discuss later,correlations between predictors and criteria can
decrease as the time lagbetween their measurement increases.
Validation sample is an importantissue because applicants and
incumbents may think and behave differently
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when completing predictor measures. For example, applicants are
likely tohave higher levels of test-taking motivation (Arvey,
Strickland, Drauden,& Martin, 1990) than incumbents because
they want to be selected. Thus,applicants may take assessments more
seriously than incumbents and, forexample, devote more careful
thought to their responses. Applicants arealso thought to be more
likely than incumbents to attempt to distort theirresponses (i.e.,
fake) on noncognitive predictors to increase their chancesof being
selected.

Meta-analysis has been the primary method by which recent
studieshave examined the effects of study design/sample on the
validity of se-lection constructs and methods. For example, Hough
(1998) reanalyzedpersonality data collected during Project A
(Hough, 1992). In addition tothe Big Five factors of Agreeableness,
Emotional Stability, and Openness,Hough compared validity estimates
for rugged individualism, the achieve-ment and dependability facets
of Conscientiousness, and the affiliation andpotency facets of
Extraversion. The criteria were job proficiency, train-ing success,
educational success, and counterproductive behavior.
Acrosscriteria, observed correlations were between .04 and .15
smaller for pre-dictive designs than for concurrent designs, with
an average difference of.07. Although small, a difference of .07
represents approximately half ofthe observed validity for
personality dimensions such as Conscientious-ness and Emotional
Stability (Ployhart, Schneider, & Schmitt, 2006).

Other studies have examined whether validation design affects
thecriterion validity of particular selection methods. For example,
McDanielet al. (2001) used meta-analysis to estimate the criterion
validity of sit-uational judgment tests (SJTs) in relation to job
performance. Resultsrevealed mean validity coefficients (corrected
for criterion unreliability)of .18 for predictive designs and .35
for concurrent designs. However,the predictive validity estimate
was based on only six studies and 346individuals (vs. k = 96 and N
= 10,294 for concurrent designs); thus, theresearchers urged
caution in interpreting this finding.

Huffcutt, Conway, Roth, and Klehe (2004) compared the validity
ofsituational and behavior description interviews (BDI) for
predicting over-all job performance. They discovered correlations
(corrected for predictorRR and criterion unreliability) of .38 and
.48 for predictive and concurrentdesigns, respectively. The mean
difference between the two validation de-signs was greater for BDI
studies (r = .33 vs. .54) than for situationalinterview studies (r
= .41 vs. .44). Nonetheless, these results should beinterpreted
cautiously because the .33 estimate for BDI predictive is basedon
three studies only. And most recently, Arthur et al. (2006)
examined thevalidity of selection-oriented measures of
personorganization (P-O) fit.In comparing validities based on
predictive versus concurrent designs, theresearchers found
correlations (corrected for unreliability in both predictor
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and criterion) of .12 and .14, respectively, in relation to job
performanceratings.

We found only two primary studies that examined the effects of
val-idation design/sample on criterion-related validity.4 Weekley,
Ployhart,and Harold (2004) compared the validity of SJTs and
measures of three ofthe Big Five factors (i.e., Agreeableness,
Conscientiousness, and Extraver-sion) across three predictive
studies with job applicants and five concurrentstudies with job
incumbents. The overall results revealed nonsignificantvalidity
differences between the applicant and incumbent samples.

Harold, McFarland, and Weekley (2006) estimated the validity of
abiodata inventory administered to incumbents during a concurrent
valida-tion study and to applicants as part of the selection
process. Supervisors ofthe incumbents and selected applicants
provided job performance ratings(though the time-lag between
predictor and criterion measurement wasnot reported). Observed
correlations with ratings of overall job perfor-mance were .30 and
.24, respectively, for the two groups. Interestingly,validity
coefficients for verifiable biodata items were comparable
betweenincumbents and applicants (r = .21 vs. .22), whereas the
validity of non-verifiable items was stronger in the incumbent
sample (r = .30 vs. .18).The researchers did not appear to correct
the incumbent biodata scores forRR. Thus, operational validity
differences between the two samples mayhave been even larger.

Inclusion of repeat applicants. Another validation sample issue
thathas received recent attention is the inclusion of repeat
applicants. This is animportant issue because many organizations
allow previously unsuccess-ful applicants to retake selection
tests. Indeed, current professional guide-lines state that
employers should provide opportunities for reassessmentand
reconsidering candidates whenever technically and
administrativelyfeasible (SIOP, 2003, p. 57). A pertinent question
becomes whether thevalidity of inferences drawn from the selection
procedures differs forfirst-time and repeat applicants. This
question addresses concerns such as

4Many recent studies have examined differences in the
psychometric properties ofnoncognitive predictors (e.g.,
personality measures) between applicant and nonapplicantgroups.
Some studies have found evidence of measurement invariance (e.g.,
Robie, Zickar,& Schmit, 2001; D. B. Smith & Ellingson,
2002; D. B. Smith, Hanges, & Dickson,2001), whereas other
studies have found nontrivial between-group differences, such asthe
existence of an ideal-employee factor among applicants but not
among nonappli-cants (e.g., Cellar, Miller, Doverspike, &
Klawsky, 1996; Schmit & Ryan, 1993). Oneconsistent finding is
that applicants tend to receive higher scores than do
incumbents(Birkeland, Kisamore, Brannick, & Smith, 2006).
Higher mean scores may affect criterion-related validity estimates
to the extent they reduce score variability on the predictor.
Highmean scores also can reduce the extent to which predictors
differentiate among appli-cants, result in an increased numbers of
tie scores, and create challenges for setting cutscores.
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whether repeat testtakers score higher (thereby changing rank
orderingand affecting validity), whether higher scores are due to
changes in the la-tent construct or to extraneous factors (e.g.,
practice effects), and whetherthe percentage of repeat testers in a
sample affects validity.

Several recent articles have addressed the issue of repeat
applicants.Hausknecht, Halpert, Di Paolo, and Moriarty Gerrard
(2007) used meta-analysis to estimate mean differences in cognitive
ability scores acrosstesting occasions (most data were obtained
from education settings). Testtakers increased their scores between
.18 and .51 SDs upon retesting. Scoreimprovements were larger when
respondents received coaching prior toretesting and when identical
(rather than alternate) test forms were used.Raymond, Neustel, and
Anderson (2007) reported somewhat larger meanscore gains (d = .79
and .48) in two samples of individuals who repeatedcertification
exams. Interestingly, score gains did not vary on the basis
ofwhether participants received an identical exam or a parallel
exam uponretesting.

Hausknecht, Trevor, and Farr (2002) investigated retesting
effects ona cognitive ability test and an oral presentation
exercise. Using scoreson a final training exam as criteria, results
revealed that the validity co-efficients were somewhat higher for
first-time than for repeat applicantson both the cognitive test (r
= .36 vs. .24) and the presentation exercise(r = .16 vs. .07). The
researchers also found that applicants tended toincrease their
scores upon retesting, such that the standardized mean dif-ference
between applicants initial cognitive scores and their second
andthird scores were .34 and .76, respectively. Given this,
Hausknecht andcolleagues speculated that the score improvements
likely did not representincreases in job-relevant KSAOs (i.e.,
because cognitive ability tends tobe fairly stable over time) but
rather some form of construct-irrelevantvariance (e.g., test
familiarity). Last, for both the cognitive test and theoral
presentation, the number of retests was positively related to
trainingperformance and negatively related to turnover. Thus,
persistence in testtaking may be an indication of an applicants
motivation and commitmentto the organization.

Lievens, Buyse, and Sackett (2005) examined retest effects in a
sampleof medical school applicants. The predictors were a science
knowledgetest, a cognitive ability test, and a SJT, and the
criterion was grade pointaverage (GPA). Retest status (i.e.,
first-time or repeat applicant) providedincremental prediction of
GPA beyond that provided by a composite ofthe above predictors.
Specifically, the corrected validity estimates tendedto be higher
for first-time applicants on the knowledge test (r = .54vs. .37)
and the cognitive test (r = .28 vs. .03), but not on the SJT(r =
.20 vs. .28). When comparing criterion validity within
repeatapplicants, Lievens and colleagues found that scores on the
most recentknowledge test were better predictors than were scores
on the initial test (r
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= .37 vs. .23), whereas nonsignificant validity differences were
observedfor the cognitive test and SJT.

In a subsequent study of these data, Lievens, Reeve, and
Heggestad(2007) examined the existence of measurement bias and
predictive bias onthe cognitive ability test. Results revealed a
lack of evidence of metric in-variance (i.e., the same factor
accounted for different amounts of variancein each of its
indicators across groups) and uniqueness invariance (i.e.,
in-dicator error terms differed across groups) upon retesting.
Consistent withthe results of their first study, there was also
evidence of predictive bias inthat initial test scores demonstrated
criterion-related validity (in relationto GPA), whereas retest
scores did not. Together, these results suggest thatthe constructs
measured by the cognitive test may have changed from theinitial
test to the retest. Indeed, Lievens and colleagues found that
retestscores were more correlated with scores on a memory
association testthan were initial test scores.

Finally, Hogan, Barrett, and Hogan (2007) examined retesting
effectson measures of the Big Five personality factors across
multiple samples.Applicants for a customer service job, who were
originally rejected be-cause they did not pass a battery of
selection tests, reapplied for the samejob and completed the same
set of tests. Results revealed mean scoreimprovements that neared
zero for all Big Five factors. In fact, changescores were normally
distributed across applicants, who were as likely toachieve lower
scores upon retesting as they were to achieve higher scores.In
addition, there was evidence that applicants who obtained higher
scoreson social skills and social desirability and lower scores on
integrity weresomewhat more likely to achieve higher retest
scores.

Conclusions and recommendations. The composition of
validationsamples can have important implications for conclusions
regarding thecriterion-related validity of selection procedures.
Recent research suggeststhis may be true not only for comparing
whether the sample comprisesapplicants or incumbents but also for
whether applicant samples comprisefirst-time and/or repeat test
takers. Furthermore, longitudinal research onrelations between
predictors and criteria over time (which we discusslater) suggests
that validation design (predictive vs. concurrent) also
mayinfluence validity. With these issues in mind, we recommend the
following.

(a) Criterion-related validity estimates based on incumbent
samplesmay overestimate the validity one can expect when the
predic-tor(s) are used for applicant selection. Validity estimates
derivedon the basis of predictive designs are slightly to
moderately lower(i.e., about .05 to .10) than concurrent designs
for personalityinventories, structured interviews, P-O fit
measures, and biodatainventories. Although based on a small number
of studies, pre-dictive designs may yield considerably lower
validity estimates
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for SJTs. We found no studies that examined the effects of
studydesign/sample on cognitive ability, though the results of
earlierresearch (e.g., Barrett et al., 1981) have suggested that
the effectstend to be negligible (although see Guion and Cranny,
1982, for acounterargument).

(b) Be precise in reporting sample characteristics, such as
whether theterm predictive design designates that the predictor
data werecollected prior to the criterion (and if so, what the
time-lag was)or whether this term represents a proxy for an
applicant sample.This is important because the extent to which some
of the afore-mentioned studies confounded validation design and
validationsample is unclear. Thus, it is uncertain whether some of
the ob-served validity differences are due to design differences,
sampledifferences, or some combination of the two.

(c) If the validation sample comprises job applicants, examine
theeffects of retesting on criterion validity (e.g., compare
validity ofinitial vs. subsequent test scores).

(d) Inclusion of repeat applicants in validity studies likely
will resultin higher mean scores but lower validity coefficients.
Therefore,estimating validity using a sample of first-time
applicants mayoverestimate the validity that will be obtained when
selection in-cludes repeat applicants. Retesting may also alter the
construct(s)assessed by the selection procedures. Nonetheless,
applicants whochoose to reenter the selection process can be
productive employ-ees, and their subsequent test scores can be as
or more predictivethan their initial scores.

Validation Criteria

One of the most noticeable recent trends in selection research
has beenthe increased attention given to the criterion domain. This
is a welcomedtrend because accurate specification and measurement
of criteria is vitalfor the effective selection, development, and
validation of predictors. Af-ter all, predictors derive their
importance from criteria (Wallace, 1965).Recent studies have
examined a wide range of criterion issues, and acomprehensive
treatment of this literature is well beyond the scope ofthis
article. Instead, we focus on key findings that have the most
directimplications for use of criteria in predictor validation.

Expanding the Performance Domain

In contrast to decades of research on task performance, studies
con-ducted during the past decade have increasingly focused on
expanding thecriterion domain to include behaviors that may fall
outside of job-specific
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task requirements. The main implication of the research for
validationwork is that these newer criteria may allow for (or
require) the devel-opment of different and/or additional
predictors. We discuss three typesof criteria: citizenship
performance, counterproductive performance, andadaptive
performance.

Citizenship performance. By far the most active line of recent
crite-rion research has concerned the consideration of citizenship
performance,which also has been referred to as contextual
performance (Borman & Mo-towidlo, 1993, 1997), organizational
citizenship behavior (C. A. Smith,Organ, & Near, 1983), and
prosocial organizational behavior (Brief &Motowidlo, 1986).
Task performance involves behaviors that are a formalpart of ones
job and that contribute directly to the products or servicesan
organization provides. It represents activities that differentiate
one jobfrom another. Citizenship performance, on the other hand,
involves be-haviors that support the organizational, social, and
psychological contextin which task behaviors are performed.
Examples of citizenship behaviorsinclude volunteering to complete
tasks not formally part of ones job,persisting with extra effort
and enthusiasm, helping and cooperating withcoworkers, following
company rules and procedures, and supporting anddefending the
organization (Borman & Motowidlo, 1993). Thus, whereastask
behaviors tend to vary from job-to-job, citizenship behaviors are
quitesimilar across jobs.

Although there is considerable overlap among the various
modelsof citizenship behavior, researchers have had differing views
concerningwhether such behaviors are required or discretionary. For
example, Or-gan (1988) originally indicated that organizational
citizenship behaviors(OCBs) were discretionary and not formally
rewarded, whereas Bormanand Motowidlo (1993) did not state that
contextual behaviors had to bediscretionary. However, Organ (1997)
revised his definition of OCB anddropped the discretionary aspect,
which resulted in a definition morealigned with that of contextual
performance (see Motowidlo, 2000).

The results of recent citizenship performance research have at
leasttwo key implications for validation research. First, research
suggests thatratings of task performance and citizenship
performance are moderatelyto strongly correlated, and that
correlations tend to increase when thesame individuals provide both
ratings (e.g., Chan & Schmitt, 2002; Con-way, 1999; Ferris,
Witt, & Hochwarter, 2001; Hattrup, OConnell, &Wingate,
1998; Johnson, 2001; McManus & Kelly, 1999; Morgeson, Rei-der,
& Campion, 2005; Van Scotter, Motowidlo, & Cross, 2000).
Hoffman,Blair, Meriac, and Woehr (2007) constructed a meta-analytic
correlationmatrix that included ratings of task performance (one
overall dimension)and ratings of Organs (1988) five OCBs, including
behaviors directedtoward the organization (three dimensions) and
behaviors directed to-ward individuals within the organization (two
dimensions). Results of a


	
900 PERSONNEL PSYCHOLOGY

confirmatory factor analysis (CFA) suggested that OCB is best
viewedas a single latent factor, rather than as two separate
factors that reflectorganizational- and individual-directed OCBs.
Further, although overallOCB ratings were highly correlated with
task performance ratings ( =.74), model fit was somewhat better
when the two types of performancecomprised separate factors.

Other research has investigated the relative contribution of
task andcitizenship behaviors to ratings of overall job
performance. In general, al-though supervisors tend to assign
greater weight to task performance, theyalso consider citizenship
performance when evaluating workers (Conway,1999; Johnson, 2001;
Rotundo & Sackett, 2002). Interestingly, Conway(1999) found
that supervisors may give more weight to task performance,whereas
peers may give more weight to citizenship performance. Therealso is
evidence that the two types of performance make
independentcontributions to employees attainment of rewards and
promotions (VanScotter et al., 2000).

A second implication of recent research on the task-citizenship
dis-tinction concerns whether the two performance dimensions have
differentantecedents. Because task performance concerns the
technical core ofones job, it is thought to be best predicted by
ability and experience-related individual differences.
Alternatively, because some dimensions ofcitizenship performance
are discretionary and/or interpersonally oriented,citizenship is
thought to be best predicted by dispositional constructs suchas
personality. The results of some studies have provided evidence
thattask and citizenship performance do have different correlates
(e.g., Hattrupet al., 1998; LePine & Van Dyne, 2001; Van
Scotter & Motowidlo, 1996).For example, Van Scotter and
Motowidlo found that job experience wasa significantly stronger
predictor of task performance than of citizenshipperformance.
Similarly, LePine and Van Dyne discovered that cognitiveability was
a better predictor of individual decision making than of
co-operation, whereas Agreeableness, Conscientiousness, and
Extraversionwere better predictors of cooperation.

Other researchers, however, have found less consistent support
fordifferent predictors of task and citizenship performance (e.g.,
Allworth& Hesketh, 1999; Ferris et al., 2001; Hurtz &
Donovan, 2000; Johnson,2001). When validity differences between
task and citizenship perfor-mance are found, they tend to be
specific to a given predictor or forvery specific predictors (i.e.,
rather than broad constructs, such as theBig Five factors). To
illustrate, Johnson (2001) examined the validity ofmeasures of
cognitive ability and personality (i.e., Agreeableness,
depend-ability, and achievement) in relation to dimensions of task,
citizenship, andadaptive performance. He found that cognitive
ability correlated strongerwith task than with citizenship
performance, though the differences were
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not consistently large, and ability was similarly related to
some facets oftask and citizenship performance. Further, although
Agreeableness tendedto be more related to citizenship performance
than to task performance,dependability and achievement were
similarly related to the two types ofperformance.

Counterproductive work behavior. The second major expansion
ofthe criterion space involves counterproductive work behavior
(CWB).CWBs reflect voluntary actions that violate organizational
norms andthreaten the well-being of the organization and/or its
members (Bennett &Robinson, 2000; Robinson & Bennett,
1995). Researchers have identifieda large number of CWBs, including
theft, property destruction, unsafebehavior, poor attendance, and
intentional poor performance. However,empirical research typically
has found evidence for a general CWB factor(e.g., Bennett &
Robinson, 2000; Lee & Allen, 2002), or for a small setof
subfactors (e.g., Gruys & Sackett, 2003; Sackett, Berry,
Wiemann, &Laczo, 2006). For example, Sackett et al. (2006)
found two CWB factors,one that reflected behaviors aimed at the
organization (i.e., organizationaldeviance) and another that
reflected behaviors aimed at other individualswithin the
organization (i.e., interpersonal deviance). Moreover, resultsof a
recent meta-analysis revealed that although highly related ( =
.62),interpersonal and organizational deviance had somewhat
different corre-lates (Berry, Ones, & Sackett, 2007). For
example, interpersonal deviancewas more strongly related to
Agreeableness, whereas organizational de-viance was more strongly
related to Conscientiousness and citizenshipbehaviors.

As with citizenship performance, an important issue for
researchers iswhether CWBs can be measured in such a way that they
provide perfor-mance information not captured by other criterion
measures. Preliminaryevidence suggests some reason for optimism in
this regard. For instance, ameta-analysis by Dalal (2005) revealed
a modest relationship ( = .32)between CWBs and citizenship
behaviors (though the relationship wasmuch stronger [ = .71] when
supervisors rated both sets of beha
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