


	
		×
		

	






    
        
            
                
                    
                        
                    
                

                
                    
                        
                            
                            
                        

                    

                

                
                    
                                                    Log in
                            Upload File
                                            

                

            


            	Most Popular
	Study
	Business
	Design
	Technology
	Travel
	Explore all categories


        

    





    
        
            
                
                    
                

                

                    
                        sequential monte carlo methods for...

                    


                    
                        
                            	Home
	Documents
	Sequential Monte Carlo Methods for Statisticalstatweb.stanford.edu/~cgates/PERSI/papers/sequential_tables.pdf · Sequential Monte Carlo Methods for Statistical Analysis of Tables


                        

                    


                    




    
        
            
                
                    
                        

                        
                        
                    

                    
                        
						1

12
                        
                    

                    
                        
                        100%
Actual Size
Fit Width
Fit Height
Fit Page
Automatic


                        
                    

					
                

            


            
                
                    
                    
                    
                

                
                    

                    

                    
                        
                         Match case
                         Limit results 1 per page
                        

                        
                        

                    

                

            

            
									
    
        
        

        

        

        
        
            Sequential Monte Carlo Methods for Statistical Analysis of Tables Yuguo CHEN, Persi DIACONIS, Susan P. HOLMES, and Jun S. LIU We describe a sequential importance sampling (SIS) procedure for analyzing two-way zero–one or contingency tables with ﬁxed marginal sums. An essential feature of the new method is that it samples the columns of the table progressively according to certain special distri- butions. Our method produces Monte Carlo samples that are remarkably close to the uniform distribution, enabling one to approximate closely the null distributions of various test statistics about these tables. Our method compares favorably with other existing Monte Carlo- based algorithms, and sometimes is a few orders of magnitude more efﬁcient. In particular, compared with Markov chain Monte Carlo (MCMC)-based approaches, our importance sampling method not only is more efﬁcient in terms of absolute running time and frees one from pondering over the mixing issue, but also provides an easy and accurate estimate of the total number of tables with ﬁxed marginal sums, which is far more difﬁcult for an MCMC method to achieve. KEY WORDS: Conditional inference; Contingency table; Counting problem; Exact test; Sequential importance sampling; Zero–one table. 1. INTRODUCTION 1.1 Darwin’s Finch Data In ecology, researchers are often interested in testing theo- ries about evolution and the competition among species. The zero–one table shown in Table 1 is called an occurrence ma- trix in ecological studies. The rows of the matrix correspond to species; the columns, to geological locations. A “1” or “0” in cell (i, j) represents the presence or absence of species i at location j. The occurrence matrix in Table 1 represents 13 species of ﬁnches inhabiting 17 islands of the Galápagos Islands (an archipelago in the East Paciﬁc). The data are known as “Darwin’s ﬁnches,” because Charles Darwin collected some of these species when he visited the Galápagos. Darwin sug- gests in The Voyage of the Beagle that his observation of the striking diversity in these species of ﬁnches started a train of thought that culminated in his theory of evolution. [However, Sullaway (1982) showed that Darwin did not realize the signif- icance of the ﬁnches until years after he visited the Galápagos.] Cook and Quinn (1995) cataloged many other occurrence ma- trices that have been collected. The ecological importance of the distribution of species over islands was described by Sanderson (2000) as follows: “Birds with differing beaks may live side by side because they can eat different things, whereas similarly en- dowed animals may not occupy the same territory because they compete with one another for the same kinds of food. Ecol- ogists have long debated whether such competition between similar species controls their distribution on island groups or whether the patterns found simply reﬂect chance events in the distant past.” From a statistical standpoint, the null hypothesis that the pat- tern of ﬁnches on islands is the result of chance rather than competitive pressures can be translated to the statement that the observed zero–one table is a “typical” sample drawn uniformly from the set of all tables with the observed row and column Yuguo Chen is Assistant Professor, Institute of Statistics and Decision Sci- ences, Duke University, Durham, NC 27708 (E-mail: [email protected]). Persi Diaconis is Mary V. Sunseri Professor and Susan P. Holmes is Asso- ciate Professor (E-mail: [email protected]), Department of Statistics, Stanford University, Stanford, CA 94305. Jun S. Liu is Professor, Department of Statistics and Department of Biostatistics, Harvard University, Cambridge, MA 02138 (E-mail: [email protected]). This work was supported in part by National Science Foundation grants DMS-02-03762, DMS-02-04674, and DMS-02-44638. The authors thank Arnab Chakraborty, Dylan Small, Charles Stein, the associate editor, and two referees for helpful discussions and valuable suggestions. marginal sums. The number of islands that each species inhab- its (the row sums) and the number of species on each island (the column sums) are kept ﬁxed under the null hypothesis to reﬂect the fact that some species are naturally more widespread than others and some islands are naturally more accommodating to a wide variety of species than others (Manly 1995; Connor and Simberloff 1979). For testing whether there is competition be- tween species, Roberts and Stone (1990) suggested the test sta- tistic ¯ S 2 = 1 m(m − 1)  i=j s 2 ij , (1) where m is the number of species, S = (s ij ) = AA T , and A = (a ij ) is the occurrence matrix. The null hypothesis is re- jected if ¯ S 2 is too large. Sanderson (2000) used the number of instances of two speciﬁc species living on the same island as the test statistic, which corresponds to focusing on two rows and counting the number of columns in which both of these rows contain a 1. More test statistics have been discussed by Connor and Simberloff (1979), Wilson (1987), Manly (1995), Sanderson, Moulton, and Selfridge (1998), and Sanderson (2000). Our methods apply to all of these approaches. A difﬁcult challenge in carrying out these tests is that there are no good analytic approximations to the null distributions of the corresponding test statistics. We show how to simulate the zero–one tables nearly uniformly, then adjust the samples using importance weights. We can thus obtain a good approxi- mation to the null distribution of any test statistic, as well as an estimate of the total number of the zero–one tables that satisfy marginal constraints. Although several methods for generating tables from the uniform distribution conditional on marginal sums have been proposed in the literature, most of them are inefﬁcient and some are incorrect (see Sec. 6.2). 1.2 Problem Formulation From magic squares to Darwin’s theory of evolution, prob- lems of counting the total number of tables and testing hypothe- ses about them arise in many ﬁelds, including mathematics, statistics, ecology, education, and sociology. Although ﬁxing the marginal sums makes these problems much more difﬁcult, © 2005 American Statistical Association Journal of the American Statistical Association March 2005, Vol. 100, No. 469, Theory and Methods DOI 10.1198/016214504000001303 109 
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Sequential Monte Carlo Methods for StatisticalAnalysis of Tables
 Yuguo CHEN Persi DIACONIS Susan P HOLMES and Jun S LIU
 We describe a sequential importance sampling (SIS) procedure for analyzing two-way zerondashone or contingency tables with fixed marginalsums An essential feature of the new method is that it samples the columns of the table progressively according to certain special distri-butions Our method produces Monte Carlo samples that are remarkably close to the uniform distribution enabling one to approximateclosely the null distributions of various test statistics about these tables Our method compares favorably with other existing Monte Carlo-based algorithms and sometimes is a few orders of magnitude more efficient In particular compared with Markov chain Monte Carlo(MCMC)-based approaches our importance sampling method not only is more efficient in terms of absolute running time and frees onefrom pondering over the mixing issue but also provides an easy and accurate estimate of the total number of tables with fixed marginalsums which is far more difficult for an MCMC method to achieve
 KEY WORDS Conditional inference Contingency table Counting problem Exact test Sequential importance sampling Zerondashone table
 1 INTRODUCTION
 11 Darwinrsquos Finch Data
 In ecology researchers are often interested in testing theo-ries about evolution and the competition among species Thezerondashone table shown in Table 1 is called an occurrence ma-trix in ecological studies The rows of the matrix correspondto species the columns to geological locations A ldquo1rdquo or ldquo0rdquoin cell (i j) represents the presence or absence of species iat location j The occurrence matrix in Table 1 represents13 species of finches inhabiting 17 islands of the GalaacutepagosIslands (an archipelago in the East Pacific) The data are knownas ldquoDarwinrsquos finchesrdquo because Charles Darwin collected someof these species when he visited the Galaacutepagos Darwin sug-gests in The Voyage of the Beagle that his observation of thestriking diversity in these species of finches started a train ofthought that culminated in his theory of evolution [HoweverSullaway (1982) showed that Darwin did not realize the signif-icance of the finches until years after he visited the Galaacutepagos]Cook and Quinn (1995) cataloged many other occurrence ma-trices that have been collected The ecological importance of thedistribution of species over islands was described by Sanderson(2000) as follows ldquoBirds with differing beaks may live side byside because they can eat different things whereas similarly en-dowed animals may not occupy the same territory because theycompete with one another for the same kinds of food Ecol-ogists have long debated whether such competition betweensimilar species controls their distribution on island groups orwhether the patterns found simply reflect chance events in thedistant pastrdquo
 From a statistical standpoint the null hypothesis that the pat-tern of finches on islands is the result of chance rather thancompetitive pressures can be translated to the statement that theobserved zerondashone table is a ldquotypicalrdquo sample drawn uniformlyfrom the set of all tables with the observed row and column
 Yuguo Chen is Assistant Professor Institute of Statistics and Decision Sci-ences Duke University Durham NC 27708 (E-mail yuguostatdukeedu)Persi Diaconis is Mary V Sunseri Professor and Susan P Holmes is Asso-ciate Professor (E-mail susanstatstanfordedu) Department of StatisticsStanford University Stanford CA 94305 Jun S Liu is Professor Departmentof Statistics and Department of Biostatistics Harvard University CambridgeMA 02138 (E-mail jliustatharvardedu) This work was supported in partby National Science Foundation grants DMS-02-03762 DMS-02-04674 andDMS-02-44638 The authors thank Arnab Chakraborty Dylan Small CharlesStein the associate editor and two referees for helpful discussions and valuablesuggestions
 marginal sums The number of islands that each species inhab-its (the row sums) and the number of species on each island (thecolumn sums) are kept fixed under the null hypothesis to reflectthe fact that some species are naturally more widespread thanothers and some islands are naturally more accommodating toa wide variety of species than others (Manly 1995 Connor andSimberloff 1979) For testing whether there is competition be-tween species Roberts and Stone (1990) suggested the test sta-tistic
 S2 = 1
 m(m minus 1)
 sum
 i =j
 s2ij (1)
 where m is the number of species S = (sij) = AAT andA = (aij) is the occurrence matrix The null hypothesis is re-jected if S2 is too large Sanderson (2000) used the number ofinstances of two specific species living on the same island asthe test statistic which corresponds to focusing on two rowsand counting the number of columns in which both of theserows contain a 1 More test statistics have been discussed byConnor and Simberloff (1979) Wilson (1987) Manly (1995)Sanderson Moulton and Selfridge (1998) and Sanderson(2000) Our methods apply to all of these approaches
 A difficult challenge in carrying out these tests is that thereare no good analytic approximations to the null distributionsof the corresponding test statistics We show how to simulatethe zerondashone tables nearly uniformly then adjust the samplesusing importance weights We can thus obtain a good approxi-mation to the null distribution of any test statistic as well as anestimate of the total number of the zerondashone tables that satisfymarginal constraints Although several methods for generatingtables from the uniform distribution conditional on marginalsums have been proposed in the literature most of them areinefficient and some are incorrect (see Sec 62)
 12 Problem Formulation
 From magic squares to Darwinrsquos theory of evolution prob-lems of counting the total number of tables and testing hypothe-ses about them arise in many fields including mathematicsstatistics ecology education and sociology Although fixingthe marginal sums makes these problems much more difficult
 copy 2005 American Statistical AssociationJournal of the American Statistical Association
 March 2005 Vol 100 No 469 Theory and MethodsDOI 101198016214504000001303
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 Table 1 Occurrence Matrix for Darwinrsquos Finch Data
 Island
 Finch A B C D E F G H I J K L M N O P Q
 Large ground finch 0 0 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1Medium ground finch 1 1 1 1 1 1 1 1 1 1 0 1 0 1 1 0 0Small ground finch 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 0 0Sharp-beaked ground finch 0 0 1 1 1 0 0 1 0 1 0 1 1 0 1 1 1Cactus ground finch 1 1 1 0 1 1 1 1 1 1 0 1 0 1 1 0 0Large cactus ground finch 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0Large tree finch 0 0 1 1 1 1 1 1 1 0 0 1 0 1 1 0 0Medium tree finch 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0Small tree finch 0 0 1 1 1 1 1 1 1 1 0 1 0 0 1 0 0Vegetarian finch 0 0 1 1 1 1 1 1 1 1 0 1 0 1 1 0 0Woodpecker finch 0 0 1 1 1 0 1 1 0 1 0 0 0 0 0 0 0Mangrove finch 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0Warbler finch 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
 NOTE Island name code A = Seymour B = Baltra C = Isabella D = Fernandina E = Santiago F = Raacutebida G = Pinzoacuten H = Santa Cruz I = Santa Fe J = San Cristoacutebal K = EspantildeolaL = Floreana M = Genovesa N = Marchena O = Pinta P = Darwin Q = Wolf
 it is important to do in many applications For statistical appli-cations in which the subjects are not obtained by a samplingscheme but are the only ones available to the researcher condi-tioning on the marginal sums of the table creates a probabilisticbasis for a test (Lehmann 1986 chap 47) In some other ap-plications such as those related to the Rasch (1960) model themarginal sums are sufficient statistics under the null hypothe-sis Conditioning on the marginal sums is a way to remove theeffect of nuisance parameters on tests (Lehmann 1986 chap 4Snijders 1991)
 Because the interactions among the row and column sumconstraints are complicated no truly satisfactory analyticalsolutions or approximations are available for distributions ofvarious test statistics (Snijders 1991) The table-counting prob-lem is slightly more approachable analytically although it ismore challenging algorithmically Several asymptotic methodshave been developed for approximating the count of zerondashone or contingency tables with fixed marginal sums (BeacutekeacutessyBeacutekeacutessy and Komlos 1972 Gail and Mantel 1977 Good andCrook 1977) however these formulas are usually not very ac-curate for tables of moderate size Wang (1988) provided anexact formula for counting zerondashone tables which was furtherimproved by Wang and Zhang (1998) However their exactformula is very complicated and both of those authors (by per-sonal communication) think that the formula would take toolong to compute for Table 1 which is only of moderate sizeamong our examples
 From a practical standpoint if we can simulate tables fromthe uniform or a nearly uniform distribution then we canboth estimate the total count of the tables and approximatethe distribution of any test statistic that is a function of thetable Several algorithms for generating uniform zerondashone ta-bles have been proposed (Connor and Simberloff 1979 Wilson1987 Besag and Clifford 1989 Rao Jana and Bandyopadhyay1996 Sanderson et al 1998 Sanderson 2000 Cobb and Chen2003) and an importance sampling idea has been suggestedby Snijders (1991) Algorithms for generating contingency ta-bles from the uniform distribution have also been developed(Balmer 1988 Boyett 1979 Patefield 1981) including a re-cent Markov chain Monte Carlo (MCMC) method by Diaconisand Gangolli (1995) Forster McDonald and Smith (1996) and
 Smith Forster and McDonald (1996) suggested a Gibbs sam-pling approach to sample multiway contingency tables whenthe underlying distribution is Poisson or multinomial Holmesand Jones (1996) used the rejection method both to sample con-tingency tables from the uniform distribution and to estimatethe total number of such tables with fixed margins In our expe-rience however all of these methods encounter difficulties forlarge sparse tables and are especially vulnerable or ineffectivewhen used to estimate the total number of tables
 We describe a sequential importance sampling (SIS) ap-proach for approximating statistics related to the uniform distri-bution on zerondashone and contingency tables with fixed marginsThe distinctive feature of the SIS approach is that the generationof each table proceeds sequentially column by column and thepartial importance weight is monitored along the way Section 2introduces the basic SIS methodology and the rules for evalu-ating the accuracy and efficiency of our estimates Section 3describes how we apply conditional-Poisson sampling togetherwith the SIS for generating zerondashone tables Section 4 proposesa more delicate SIS method that is guaranteed to always gen-erate proper tables Section 5 generalizes the SIS method fromzerondashone tables to contingency tables Section 6 shows someapplications and numerical examples including statistical eval-uation of Table 1 and a count of the number of tables with thesame row and column sums as Table 1 and Section 7 concludeswith a brief discussion on the method
 2 SEQUENTIAL IMPORTANCE SAMPLING
 Given the row sums r = (r1 r2 rm) and the column sumsc = (c1 c2 cn) we let rc denote the set of all m times n(zerondashone or contingency) tables with row sums r and columnsums c (assuming that rc is nonempty) Let p(T) = 1|rc| bethe uniform distribution over rc If we can simulate a tableT isin rc from a ldquotrial distributionrdquo q(middot) where q(T) gt 0 for allT isin rc then we have
 Eq
 [1
 q(T)
 ]=
 sum
 Tisinrc
 1
 q(T)q(T) = |rc|
 Hence we can estimate |rc| by
 |rc| = 1
 N
 Nsum
 i=1
 1
 q(Ti)
  Chen Diaconis Holmes and Liu Sequential Importance Sampling 111
 from N iid samples T1 TN drawn from q(T) Furthermoreif we are interested in evaluating micro = Epf (T) then we can usethe weighted average
 micro =sumN
 i=1 f (Ti)(p(Ti)q(Ti))sumNi=1(p(Ti)q(Ti))
 =sumN
 i=1 f (Ti)(1q(Ti))sumNi=1(1q(Ti))
 (2)
 as an estimate of micro For example if we let
 f (T) = 1χ2 statistic of Tges
 then (2) estimates the p value of the observed chi-square statis-tic s
 The standard error of micro can be simply estimated by furtherrepeated sampling A more analytical method is to approximatethe denominator of micro by the δ-method so that
 std(micro) asymp(
 varq
 f (T)
 p(T)
 q(T)
 + micro2 varq
 p(T)
 q(T)
 minus 2micro covq
 f (T)
 p(T)
 q(T)
 p(T)
 q(T)
 )12N12
 However because this standard deviation is dependent on theparticular function of interest it is also useful to considera ldquofunction-freerdquo criterion the effective sample size (ESS)(Kong Liu and Wong 1994) to measure the overall efficiencyof an importance sampling algorithm
 ESS = N
 1 + cv2
 where the coefficient of variation (CV) is defined as
 cv2 = varq p(T)q(T)E2
 q p(T)q(T)
 which is equal to varq1q(T)E2q1q(T) for the current
 problem The cv2 is simply the chi-square distance between thetwo distributions p and q the smaller it is the closer the twodistributions are Heuristically the ESS measures how many iidsamples are equivalent to the N weighted samples Throughoutthe article we use cv2 as a measure of efficiency for an im-portance sampling scheme In practice the theoretical value ofthe cv2 is unknown so its sample counterpart is used to esti-mate cv2 that is
 cv2 asympsumN
 i=11q(Ti) minus [sumNj=1 1q(Tj)]N2(N minus 1)
 [sumNj=1 1q(Tj)]N2
 where T1 TN are N iid samples drawn from q(T)A central problem in importance sampling is constructing
 a good trial distribution q(middot) Because the target space rc israther complicated it is not immediately clear what proposaldistribution q(T) can be used Note that
 q(T = (t1 tn)
 )
 = q(t1)q(t2|t1)q(t3|t2 t1) middot middot middotq(tn|tnminus1 t1) (3)
 where t1 tn denote the configurations of the columns of TThis factorization suggests that it is perhaps a fruitful strategyto generate the table sequentially column by column and usethe partially sampled table to guide the sampling of the next
 column More precisely the first column of the table is sam-pled conditional on its marginal sum c1 Conditional on the re-alization of the first column the row sums are updated and thesecond column is sampled in a similar manner This procedureis repeated until all of the columns are sampled The recursivenature of (3) gives rise to the name sequential importance sam-pling A general theoretical framework for SIS was given by Liuand Chen (1998) SIS is in fact just an importance sampling al-gorithm but the design of the proposal distribution is adaptivein nature
 3 SAMPLING ZEROndashONE TABLES THEORYAND IMPLEMENTATION
 To avoid triviality we assume throughout the article that noneof the row or column sums is 0 none of the row sums is n andnone of the column sums is m For the first column we needto choose c1 of the m possible positions to put 1rsquos in Supposethat the c1 rows that we choose are i1 ic1 Then we needconsider only the new m times (n minus 1) subtable The row sums ofthe new table are updated by subtracting the respective numbersin the first column from the original row sums Then the sameprocedure can be applied to sample the second column
 For convenience we let r(l)j j = 1 m denote the updated
 row sums after the first l minus 1 columns have been sampled Forexample r(1)
 j = rj and after sampling the positions i1 ic1
 for the first column we have
 r(2)j =
 r(1)
 j minus 1 if j = ik for some 1 le k le c1
 r(1)j otherwise
 (4)
 Let c(l)j j = 1 n minus (l minus 1) l = 1 n denote the updated
 column sums after we have sampled the first l minus 1 columnsThat is after sampling the first l minus 1 columns we update thelth column in the original table to the first ldquocurrent columnrdquo sothat (c(l)
 1 c(l)nminus(lminus1)) = (cl cn)
 A naive way to sample the c1 nonzero positions for thefirst column (and subsequently the other columns) is fromthe uniform distribution which can be rapidly executed Butthis method turns out to be very inefficient the cv2 routinelyexceeds 10000 making the effective sample size very smallAlthough it is perhaps helpful to apply the resampling idea (Liuand Chen 1998) a more direct way to improve efficiency is todesign a better sampling distribution Intuitively we want toput a ldquo1rdquo in position i if the row sum ri is very large and a ldquo0rdquootherwise To achieve this goal we adopt here the conditional-Poisson (CP) sampling method described by Brewer and Hanif(1983) and Chen Dempster and Liu (1994)
 31 Sampling From the Conditional Poisson Distribution
 Let
 Z = (Z1 Zm) (5)
 be independent Bernoulli trials with probability of successesp = (p1 pm) Then the random variable
 SZ = Z1 + middot middot middot + Zm
 is said to follow the Poisson-binomial distribution In the nextsection we provide some choices of the pi for the zerondashone table
  112 Journal of the American Statistical Association March 2005
 simulation The conditional distribution of Z given SZ is calledthe CP distribution If we let wi = pi(1 minus pi) then it is easy tosee that
 P(Z1 = z1 Zm = zm|SZ = c) propmprod
 k=1
 wzkk (6)
 Chen et al (1994) and Chen and Liu (1997) provided fiveschemes to sample from the CP distribution we adopt theirdrafting sampling method here Sampling from the CP distri-bution as defined in (6) can be described through sampling cunits without replacement from the set 1 m with proba-bility proportional to the product of each unitrsquos ldquoweightrdquo wi LetAk (k = 0 c) denote the set of selected units after k drawsThus A0 = empty and Ac is the final sample that we obtain At thekth step of the drafting sampling (k = 1 c) a unit j isin Ac
 kminus1is selected into the sample with probability
 P( jAckminus1) = wjR(c minus kAc
 kminus1 j)
 (c minus k + 1)R(c minus k + 1Ackminus1)
 where
 R(sA) =sum
 BsubA|B|=s
 (prod
 iisinB
 wi
 )
 Most of the computing time required by this sampling proce-dure is spent on calculating R(sA) through the recursive for-mula R(sA) = R(sAs)+wsR(sminus1As) and the wholeprocess is of order O(s|A|) (See Chen et al 1994 Chen and Liu1997 for more details on CP sampling and its applications)
 32 Justification of the Conditional-Poisson Sampling
 The following theorem the proof of which is given in Ap-pendix A provides some insight on why the CP distribution isdesirable in the sequential sampling of zerondashone tables
 Theorem 1 For the uniform distribution over all mtimesn zerondashone tables with given row sums r1 rm and first columnsum c1 the marginal distribution of the first column is thesame as the conditional distribution of Z [defined by (6)] givenSZ = c1 with pi = rin
 Because the desired (true) marginal distribution for thefirst column t1 is p(t1) = P(t1|r1 rm c1 cn) it isnatural to let the sampling distribution of t1 be q(t1) =P(t1|r1 rm c1) which is exactly the CP distribution withpi = rin Suppose that we have sampled the first l minus 1 columnsduring the process we then update the current number ofcolumns left nminus (lminus1) and the current row sums r(l)
 i and gen-erate column l with the CP sampling method using the weightsr(l)
 i [n minus (l minus 1) minus r(l)i ] Because the CP distribution q(t1) is not
 exactly the same as the true marginal distribution of t1 we maywant to adjust the weights to make q(t1) closer to p(t1) seeSection 7 for further discussion In our experience howeverCP sampling without any adjustment of the weights already ex-hibited very good performance (see the examples in Sec 6)During the sampling process if any row sum equals 0 (or thenumber of rows left) then one can fill that row by 0 (or 1) andremove it from further consideration
 One requirement for an importance sampling algorithm towork is that the support of the proposal distribution q(middot) must
 contain the support of the target distribution p(middot) It is easy tosee that for any zerondashone table T that satisfies the row and col-umn sum constraints its first column t1 has a nonzero sam-pling probability q(t1) The same argument applies recursivelyto q(t2|t1) and so on which shows that q(T) gt 0 In fact thesupport of q(middot) is larger than rc (see Sec 4) and a more del-icate SIS algorithm is provided in Section 4 guaranteeing thatthe support of the proposal distribution is the same as rc
 The asymptotic analysis of Good and Crook (1977) providedanother intuition for the use of CP sampling In particular theygave the following approximation to the number of zerondashonematrices with fixed row sums r = (r1 r2 rm) and columnsums c = (c1 c2 cn)
 |rc| sim rc equivprodm
 i=1
 (nri
 )prodnj=1
 (mcj
 )
 (mnM
 ) (7)
 where M = summi=1 ri = sumn
 j=1 cj Let v(i1 ic1) be the zerondashone vector of length m that has ikth component equal to 1 for1 le k le c1 and all other components equal to 0 For a particu-lar configuration of the first column t1 = v(i1 ic1) we letr(2) = (r(2)
 1 r(2)m ) and c(2) = (c2 cn) be the updated row
 and column sums as defined in (4) Then by approximation (7)we have
 p(t1 = v
 (i1 ic1
 )) asymp r(2)c(2)
 rcprop
 c1prod
 k=1
 rik
 n minus rik
 Thus this approximation also suggests that we should samplethe first column according to the CP distribution with weightsproportional to ri(n minus ri)
 Beacutekeacutessy et al (1972) gave another asymptotic result for |rc||rc| sim lowast
 rc equiv Mprodmi=1 riprodn
 j=1 cjeminusα(rc) (8)
 where
 α(r c) = 2[summ
 i=1
 (ri2
 )][sumnj=1
 (cj2
 )](summ
 i=1 ri)(sumn
 j=1 cj)
 = 1
 2M2
 msum
 i=1
 (r2i minus ri)
 nsum
 j=1
 (c2j minus cj)
 This approximation has been proven to work well for large andsparse zerondashone matrices By (8) we have
 p(t1 = v
 (i1 ic1
 )) asymp lowastr(2)c(2)
 lowastrc
 propc1prod
 k=1
 rik eminusα(r(2)c(2))
 We note that
 α(r(2) c(2)
 ) =sumn
 j=2(c2j minus cj)
 (M minus c1)2
 msum
 i=1
 (r(2)
 i
 2
 )
 andsumm
 i=1
 (r(2)i2
 ) = summi=1(r
 2i minus ri)2 + c1 minus sumc1
 k=1 rik Hence
 lowastr(2)c(2)
 lowastrc
 propc1prod
 k=1
 rik edrik
 where d = sumnj=2(c
 2j minus cj)(M minus c1)
 2 Thus another CP sam-pling distribution can be conducted with the weights propor-tional to riedri
  Chen Diaconis Holmes and Liu Sequential Importance Sampling 113
 Although it is not clear whether the approximations (7) or (8)are accurate for a given table we observed that these twoCP-based SIS methods performed similarly well in all of thesettings that we have tested and were extremely accurate whenthe marginal sums do not vary much For the rest of the arti-cle we focus on the CP sampling strategy based on approxi-mation (7) (see Chen 2001 for further discussion of differentsampling strategies for zerondashone tables)
 4 A MORE DELICATE SEQUENTIAL IMPORTANCESAMPLING METHOD
 Although the SIS procedure described in the previous sectionis already very effective we found that sometimes the samplingcannot proceed after a few columns have been generated be-cause no valid zerondashone table can be produced For examplesuppose that we want to sample tables with row sums 4 42 and 1 and column sums 3 3 3 1 and 1 If we happen todraw the first column as (1011)T and the second column as(1110)T then we would have no way to sample the thirdcolumn In the following we show that there exists an easy-to-check condition that guarantees the existence of subtables withthe updated row and column sums This condition helps us de-velop a more delicate SIS procedure for sampling more effi-ciently from rc Before we describe the procedure we firstprovide some background (see Marshall and Olkin 1979 formore details)
 Definition 1 For any x = (x1 xn) isin Rn we letx[1] ge middot middot middot ge x[n] denote the components of x in decreasing or-der For xy isinRn we define x ≺ y if
 ksum
 i=1
 x[i] leksum
 i=1
 y[i] k = 1 n minus 1
 nsum
 i=1
 x[i] =nsum
 i=1
 y[i]
 (9)
 When x ≺ y x is said to be majorized by y (y majorizes x)
 Lemma 1 Suppose that ( j1 jn) is a permutation of(1 n) Then x ≺ y implies that
 ksum
 i=1
 xji leksum
 i=1
 y[i] k = 1 n minus 1
 nsum
 i=1
 xji =nsum
 i=1
 y[i]
 (10)
 Proof Because x[1] ge middot middot middot ge x[n] are the components of x indecreasing order and ( j1 jn) is a permutation of (1 n)we have
 ksum
 i=1
 xji leksum
 i=1
 x[i] k = 1 n minus 1
 nsum
 i=1
 xji =nsum
 i=1
 x[i]
 (11)
 x ≺ y implies (9) The lemma follows immediately from(11) and (9)
 Definition 2 Let a1a2 an be nonnegative integers anddefine
 alowastj = ai ai ge j j = 12
 The sequence alowast1alowast
 2alowast3 is said to be conjugate to a1a2
 an Note that the conjugate sequence alowasti is always nonin-
 creasing and is independent of the order of the ai
 Lemma 2 (Gale 1957 Ryser 1957) Let r1 rm be non-negative integers not exceeding n and c1 cn be nonneg-ative integers not exceeding m A necessary and sufficientcondition for the existence of an m times n zerondashone table with rowsums r1 rm and column sums c1 cn is that
 c equiv (c1 cn) ≺ (rlowast1 rlowast
 n) equiv rlowast
 or equivalently r equiv (r1 rm) ≺ (clowast1 clowast
 m) equiv clowast
 Because the size of rc does not depend on the order of therow sums we can arrange that r1 ge middot middot middot ge rm without loss ofgenerality Let the conjugate of (c(1)
 1 c(1)n ) = (c1 cn)
 be (c(1)lowast1 c(1)lowast
 n ) The conjugate of (c(2)1 c(2)
 nminus1) denoted
 by (c(2)lowast1 c(2)lowast
 nminus1) is
 c(2)lowastj =
 c(1)lowast
 j minus 1 1 le j le c1
 c(1)lowastj j gt c1
 From Lemma 2 we know that a necessary and sufficient con-dition for the existence of an m times (n minus 1) zerondashone table withrow sums r(2)
 1 r(2)m and column sums c(2)
 1 c(2)nminus1 is that
 r(2) equiv (r(2)
 1 r(2)m
 ) ≺ (c(2)lowast
 1 c(2)lowastm
 ) equiv c(2)lowastthat is
 ksum
 i=1
 r(2)[i] le
 ksum
 i=1
 c(2)lowasti k = 1 m minus 1
 msum
 i=1
 r(2)[i] =
 msum
 i=1
 c(2)lowasti
 where r[i] denotes the components of r in decreasing orderFrom Lemma 1 we know that r(2) ≺ c(2)lowast implies that
 ksum
 i=1
 r(2)i le
 ksum
 i=1
 c(2)lowasti k = 1 m minus 1
 msum
 i=1
 r(2)i =
 msum
 i=1
 c(2)lowasti
 (12)
 Thus (12) is clearly a necessary condition for the existence ofthe subtable with new row sums and column sums We prove inthe following theorem that it is also a sufficient condition
 Theorem 2 Let aprime = (aprime1 aprime
 n) b = (b1 bn) Supposethat aprime
 1 ge middot middot middot ge aprimen and b1 ge middot middot middot ge bn are all nonnegative integers
 and there are d ge 1 nonzero components in b Pick any dprime 1 ledprime le d nonzero components from b say bk1 bkdprime Definebprime = (bprime
 1 bprimen) as
 bprimej =
 bj minus 1 if j = ki for some 1 le i le dprimebj otherwise
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 and suppose that bprime satisfies
 ksum
 i=1
 bprimei le
 ksum
 i=1
 aprimei k = 1 n minus 1
 nsum
 i=1
 bprimei =
 nsum
 i=1
 aprimei
 (13)
 Then bprime is majorized by aprime
 The proof of Theorem 2 is given in Appendix B The reasonthat this result is not entirely trivial is that bprime is not necessar-ily ordered For example if aprime = (4421) b = (4431)and dprime = 1 then bprime might be (3431) To see that the the-orem implies that condition (12) is necessary and sufficientwe let aprime = c(2)lowast b = r(1) (= r) and bprime = r(2) and let con-dition (12) hold Theorem 2 implies that bprime ≺ aprime or equiva-lently r(2) ≺ c(2)lowast which according to Lemma 2 guaranteesthat there exists some zerondashone subtable having the new rowsums r(2) and column sums c(2)
 Although we do not know r(2) before we sample thefirst column we can restate condition (12) from the currentr(1) and c(2)lowast For each 1 le k le m we compare
 sumki=1 ri andsumk
 i=1 c(2)lowasti
 bull Ifsumk
 i=1 ri gtsumk
 i=1 c(2)lowasti then we must put at leastsumk
 i=1 ri minus sumki=1 c(2)lowast
 i 1rsquos at or before the kth row in thefirst column For convenience we may call k a knot
 bull Ifsumk
 i=1 ri le sumki=1 c(2)lowast
 i then there is no restriction at thekth row
 These two conditions can be summarized by two vectorsone vector recording the positions of the knots denoted by(k[1] k[2] ) and the other vector recording how many 1rsquoswe must put at or before those knots denoted by (v[1]v[2] )To make the conditions easier to implement we eliminate someredundant knots
 a If v[ j] le v[i] for some j gt i then we ignore knot k[ j]b If v[ j] minus v[i] ge k[ j] minus k[i] for some j gt i then we ignore
 knot k[i] If the restriction on knot k[ j] is satisfied then it willguarantee that the restriction on knot k[i] is also satisfied
 Using the foregoing conditions we design the following moredelicate CP sampling strategy
 bull We are required to place at least v[1] but no more thanmin(k[1] c1) 1rsquos at or before row k[1] So we assign equalprobability to these choices that is
 q1(number of 1rsquos at or before row k[1]) = i
 = 1
 min(k[1] c1) minus v[1] + 1
 for v[1] le i le min(k[1] c1)bull After the number of 1rsquos o1 at or before row k[1] is chosen
 according to the foregoing distribution we pick the o1 po-sitions between row 1 and row k[1] using the CP samplingwith weights ri(n minus ri) (See Sec 7 for other choices ofweights Sampling uniformly instead of using the CP dis-tribution for this step can reduce the algorithmrsquos efficiencyby several orders of magnitude)
 bull After o1 positions have been chosen for knot 1 we con-sider knot 2 conditional on the 1rsquos that we have alreadyplaced at or before knot 1 Because we are required toplace at least v[2] 1rsquos at or before row k[2] the numberof 1rsquos o2 that we could put between knot 1 and knot 2ranges from max(v[2]minuso10) to min(k[2]minusk[1] c1minuso1)We assign equal probability to all of these choices for o2Then we pick the o2 positions between row k[1] and k[2]once again using CP sampling
 bull We continue the procedure until all of the knots in col-umn 1 have been considered
 bull After we have completed the first column we record theprobability q(t1) of getting such a sample for the firstcolumn update the row sums rearrange the updated rowsums in decreasing order and repeat the procedure withthe second column
 The foregoing more delicate CP sampling strategy improveson the basic CP sampling by checking the existence of sub-tables with the updated row and column sums when samplingeach column The support of the basic CP sampling strategyproposed in Section 32 is larger than rc (the set of all m times nzerondashone tables with row sums r and column sums c) Lemma 2and Theorem 2 guarantee that we can always have a valid tablein rc by the more delicate CP sampling Therefore the sup-port for the more delicate CP sampling strategy is the sameas rc This allows us to sample more efficiently from rcwithout generating any invalid tables The reader may want tolook ahead to Section 6 for examples
 5 SAMPLING CONTINGENCY TABLES
 Sampling from contingency tables is much easier to imple-ment than sampling from zerondashone tables because there arefewer restrictions on the values that each entry can take Fora contingency table given positive row sums r1 rm and col-umn sums c1 cn the necessary and sufficient condition forthe existence of a contingency table with such row and columnsums is
 r1 + r2 + middot middot middot + rm = c1 + c2 + middot middot middot + cn equiv M
 This is much simpler than the GalendashRyser condition whichmakes the whole procedure much simpler to implement
 We still sample column by column as we did for zerondashone ta-bles Suppose that the element at the ith row and the jth columnis aij We start from the first column We have that a11 mustsatisfy
 0 le a11 le r1
 c1 minusmsum
 i=2
 ri = c1 + r1 minus M le a11 le c1
 So combining the two equations we have
 max(0 c1 + r1 minus M) le a11 le min(r1 c1)
 It is also easy to see that this is the only condition that a11 needsto satisfy Recursively suppose that we have chosen ai1 = aprime
 i1
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 for 1 le i le k minus 1 Then the only restriction on ak1 is
 max
 (0
 (c1 minus
 kminus1sum
 i=1
 aprimei1
 )minus
 msum
 i=k+1
 ri
 )
 le ak1 le min
 (rk c1 minus
 kminus1sum
 i=1
 aprimei1
 )
 Thus we need to consider only the strategy for sampling a11and can apply the same strategy recursively to sample othercells
 If we collapse columns 2 to m and rows 2 to n to forma 2 times 2 table with a11 as the only variable then the uniformdistribution on all tables implies that a11 is uniform in itsrange [max(0 c1 + r1 minus M)min(r1 c1)] However if we con-sider both a11 and a21 simultaneously (ie the original tableis collapsed into a 3 times 2 table) then for each a11 = x thechoices of a21 range from max(0 c1 + r1 + r2 minus M minus x) tomin(r2 c1 minus x) Thus if our goal is to sample a 3 times 2 tableuniformly then we should have
 P(a11 = x)
 prop min(r2 c1 minus x) minus max(0 c1 + r1 + r2 minus M minus x) + 1
 An analog of conditional Poisson sampling could be developedOur examples in Section 6 show however that the simple uni-form sampling of a11 seems to have already worked very well
 6 APPLICATIONS AND SIMULATIONS
 In the examples in this section we generated zerondashone tablesby the more delicate CP sampling with weights proportionalto r(l)
 i [n minus (l minus 1) minus r(l)i ] (see Sec 4) which we call the CP
 sampling for abbreviation Contingency tables are generated bythe SIS algorithm proposed in Section 5 All examples werecoded in C language and run on an Athlon workstation witha 12-GHz processor
 61 Counting ZerondashOne Tables
 Here we apply the SIS procedure described in Section 4 toestimate the number of zerondashone tables with given row sumsr1 r2 rm and column sums c1 c2 cn Because the or-dering of the column or row sums does not affect the total num-ber of tables in the following examples we attempt to arrangethe rows and columns in such a way that the cv2 is made smallWe discuss some heuristic rules for arranging the rows andcolumns to achieve a low cv2 in Section 7
 We first tested our method on counting the number of 12times12zerondashone tables with all marginal sums equal to 2 which isa subset of the 12 times 12 ldquomagic squaresrdquo For CP sampling thecv2 of the weights was 04 It took about 1 second to obtain10000 tables and their weights using the delicate SIS proce-dure described in Section 4 The average of the weights givesrise to an estimate of (2196 plusmn 004) times 1016 where the numberafter the ldquoplusmnrdquo sign is the standard error For this table the ex-act answer of 21959547410077200 was given by Wang andZhang (1998) Although Wang and Zhangrsquos formula providesa fast answer to this problem it is often difficult to quickly com-pute their formula for larger zerondashone tables
 Figure 1 Histogram of 1000 Importance Weights
 Counting the number of tables with the same marginal sumsas the finch data (see Table 1) is a more challenging exerciseThe last row of the original table is removed because it consistsof all 1rsquos and will not affect the counting We ordered the 17 col-umn sums from the largest to the smallest and applied the CPsampling which gives a cv2 of around 1 With 10000 sampleswhich took about 10 seconds we estimated the total numberof zerondashone tables to be (672 plusmn 07) times 1016 As a verificationwe obtained a more accurate estimate of 67150 times 1016 basedon 108 samples Here the exact answer was computed for us byDavid desJardins using a clever divide-and-conquer algorithmHis program (confirmed by an independent check) gives exactly67149106137567626 tables We see that the SIS algorithmgives a very accurate approximation Figure 1 a histogram of1000 importance weights shows that the weights are tightlydistributed in a relatively small range The ratio of the maxi-mum weight over the median weight is about 10
 To further challenge our method we randomly generateda 50 times 50 table for which the probability for each cell to be 1is 2 The row sums of the table are
 10811111311109791016119
 1214127910106118981412
 5101087810101461071346
 89151112106
 and the column sums are
 9612119881191113710897
 83101113751110910139977
 681012812161215121313107
 1213611
 We ordered the column sums from largest to smallest andused CP sampling which gave a cv2 of around 03 Based on100 samples which took a few minutes to generate we esti-mated that the total number of zerondashone tables with these mar-ginal sums was (77 plusmn 1) times 10432
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 Because our method generally works well when the marginalsums do not vary much we tried another example for whichthe marginal sums were forced to vary considerably We gen-erated a 50 times 50 table with cell (i j) being 1 with probabilityexp(minus63(i + j minus 2)(m + n minus 2)) which gave rise to the rowsums
 14141918111212101316812
 6156712112385942414
 45233111211213313
 21112
 and the column sums
 141314131312148119108
 98471096765681663
 23545222324311132
 23525
 With the same SIS method as in the previous case we had a cv2
 of 2 Based on 1000 samples we estimated the total numberof zerondashone tables with these margins as (89 plusmn 1) times 10242Based on 10000 samples the estimate was improved to(878 plusmn 05) times 10242 Finally we estimated the total numberof 100 times 100 zerondashone tables with all marginal sums equal to 2to be (296 plusmn 03) times 10314 based on 100 Monte Carlo samplesThe cv2 in this case was 008 showing again that the SIS ap-proach is extremely efficient In comparison we know of noMCMC-based algorithm that can achieve a comparable accu-racy for counting tables of these sizes with a reasonable amountof computing time
 62 Testing ZerondashOne Tables in Ecology
 For the finch data the observed test statistic (1) as sug-gested by Roberts and Stone (1990) is 531 We applied theCP-based SIS to approximate the p value of this statistic Ouralgorithm took about 10 seconds to generate 10000 tablesbased on which we estimated the p value as (4 plusmn 28) times 10minus4A longer simulation of 1000000 SIS samples gave an estimateof (396plusmn 36)times10minus4 which took about 18 minutes Thus thereis strong evidence against the null hypothesis of a uniform dis-tribution conditional on the marginal sum The null distributionof the test statistic in the form of a histogram (computed usingthe weighted samples) is given in Figure 2
 The following MCMC algorithm has been proposed to sim-ulate from the uniform distribution of the tables and to estimatethe p value (Besag and Clifford 1989 Cobb and Chen 2003)Pick two rows and two columns at random if the intersectionof the two rows and two columns are one of the following twotypes
 1 0or
 0 10 1 1 0
 then switch to the other type otherwise stay at the orig-inal table Within 18 minutes this MCMC scheme gener-ated 15000000 samples giving an estimated p value of(356 plusmn 68) times 10minus4 Thus the SIS algorithm is about fourtimes more efficient than the MCMC algorithm (to achieve the
 Figure 2 Approximated Null Distribution of the Test Statistic Basedon 10000 Weighted Samples The vertical line indicates the ob-served S2(T0)
 same standard error) on this example We note that for morecomplex functionals say E(S2) the relative efficiency of SIScan be even higher
 Sanderson (2000) described a method for generating zerondashone tables with fixed margins which he applied to the finch datawith an implied belief that the tables obtained are uniformlydistributed His method does not produce uniformly distributedtables however For example for the set of 3 times 3 tables withmarginal sums (221) for both the columns and the rows wefound that the probability for Sandersonrsquos method of generatingone of the five possible configurations is 3321512 but that ofgenerating each of the remaining configurations is 2951512Because Sandersonrsquos sampling method does not generate tablesuniformly the conclusion of his statistical hypothesis testing isquestionable
 Many other occurrence matrices describing the distributionof birds reptiles and mammals on oceanic archipelagoes ormountain ranges have been collected (see eg Cook and Quinn1995) To compare the SIS method with the MCMC algorithmwe analyzed another dataset of the distribution of 23 land birdson the 15 southern islands in the Gulf of California (Cody1983) The occurrence matrix has row sums 14 14 14 125 13 9 11 11 11 11 11 7 8 8 7 2 4 2 3 2 2 and 2and column sums 21 19 18 19 14 15 12 15 12 12 125 4 4 and 1 Based on 100000 sampled tables using the SISalgorithm which took about 5 minutes we estimated that thep value for the test statistic (1) is 053 plusmn 003 The MCMC al-gorithm took about 6 minutes to generate 2000000 samplesand estimated a p value is 052 plusmn 006 (using 500000 samplesas burn-in) This shows that the SIS algorithm is more than fourtimes faster than the MCMC algorithm for this example A longsimulation of 1000000 samples based on the SIS method gavean estimate of 0527 for the p value
 To compare the SIS and MCMC methods on a larger tablewe randomly generated a 100 times 10 table for which the proba-bility for each cell to be 1 is 3 The row sums of the table are27 33 31 25 35 32 31 29 21 and 26 and the column sumsare 2 2 3 4 4 4 3 3 4 3 4 1 0 3 3 5 5 5 1 6 3 1
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 1 5 3 2 4 1 2 1 3 2 3 3 0 3 4 5 1 4 3 2 1 1 16 3 2 4 0 2 3 4 2 2 5 1 3 2 2 3 3 3 5 4 3 5 4 54 4 2 6 6 5 2 3 2 0 3 4 3 5 4 2 3 1 3 3 2 2 3 22 2 2 3 2 2 and 3 Based on 10000 sampled tables usingthe SIS method which took about 35 seconds we estimatedthat the p value is 8894 plusmn 0027 The MCMC algorithm tookabout 35 seconds to generate 200000 samples and estimateda p value of 8913 plusmn 0298 (using 50000 samples as burn-in)This shows that the SIS algorithm is more than 100 times fasterthan the MCMC algorithm on this example A long simulationof 1000000 samples based on the SIS method gave an esti-mated p value of 8868
 We note that the foregoing comparison between SIS andMCMC focuses only on their efficiency in approximating p val-ues (ie the expectation of a step function) The results maydiffer if the expectation of another function is considered Forexample the SIS method estimates E(S2) even more efficientlythan MCMC
 63 Testing the Rasch Model
 Rasch (1960) proposed a simple linear logistic model to mea-sure a personrsquos ability based on his or her answers to a dichoto-mous response test Suppose that n persons are asked to answerm questions (items) We can construct a zerondashone matrix basedon all of the answers A 1 in cell (i j) means that the ith personanswered the jth question correctly and a 0 means otherwiseThe Rasch model assumes that each personrsquos ability is charac-terized by a parameter θi each itemrsquos difficulty is characterizedby a parameter βj and
 P(xij = 1) = eθiminusβj
 1 + eθiminusβj (14)
 where xij is the ith personrsquos answer to the jth question Theresponses xij are assumed to be independent The numbers ofitems answered correctly by each person (the column sums)are minimal sufficient statistics for the ability parameters andthe numbers of people answering each item correctly (the rowsums) are minimal sufficient statistics for the item difficulty pa-rameters
 The Rasch model has numerous attractive features and iswidely used for constructing and scoring educational and psy-chological tests (Fischer and Molenaar 1995) There is a con-siderable literature on testing the goodness of fit of the Raschmodel (see Glas and Verhelst 1995 for an overview) The va-lidity of most of the proposed tests relies on asymptotic the-ory a reliance that Rasch did not feel very comfortable with(Andersen 1995) In his seminal book Rasch (1960) proposeda parameter-free ldquoexactrdquo test based on the conditional distrib-ution of the zerondashone matrix of responses with the observedmarginal sums fixed It is easy to see that under model (14) allof the zerondashone tables are uniformly distributed conditional onthe row and column sums Because of the difficulty of accu-rately approximating the distribution of test statistics under thisuniform distribution Rasch never implemented his approachBesag and Clifford (1989) and Ponocny (2001) have studied us-ing Monte Carlo methods to test the Rasch model The concep-tually simpler and more efficient SIS strategy developed in thisarticle is also ideally suited for implementing Raschrsquos ideas Forexample Chen and Small (2004) showed that in testing for item
 bias (Kelderman 1989) the uniformly most powerful (UMP)unbiased test resulting from Raschrsquos idea (Ponocny 2001) isboth ldquoexactrdquo and highly powerful In a simulation study with100 samples it was shown that the SIS-based UMP unbiasedtest had a power of 90 at the 05 significance level whereas thepopular MantelndashHaenszel test proposed by Holland and Thayer(1988) had only power 41 Chen and Small (2004) also re-ported that the SIS approach is more efficient and accurate thanthe Monte Carlo methods developed by Ponocny (2001) andSnijders (1991)
 Here we study an example of the test of item bias for whichthe exact p value is known A similar version of the follow-ing example was considered by Ponocny (2001) and Chen andSmall (2004) The zerondashone matrix of responses is 100times6 withall person scores (ie row sums) equal to 3 and all item totals(ie column sums) equal to 50 There are two subgroups thefirst one consisting of the first 50 students Consider testing thealternative hypothesis that item 1 is biased with the test statistic
 f (T) = students in first subgroup
 who answer item 1 correctlyWe want to calculate the p value for a table T0 with f (T0) = 30that is to calculate P( f (T) ge 30|r c) under the Rasch modelBecause of the symmetry of the marginals and the fact that allmarginals are given the number of correct answers on item 1among the first 50 students is hypergeometrically distributed inparticular P( f (T) ge 30|r c) = 03567 under the Rasch model
 Based on 1000 sampled tables which took about 2 sec-onds for the CP sampling method we estimated a p valueof 0353 plusmn 0048 The MCMC algorithm took about 2 sec-onds to generate 1000000 samples and estimated a p value of0348 plusmn 0051 (using 300000 samples as burn-in) The MCMCand SIS algorithms gave similar performance on this exampleNotice that the test statistic is the number of 1rsquos among the first50 entries of the first column The Markov chain may have lessautocorrelation for this simple test statistic
 64 Contingency Tables
 To illustrate the SIS method described in Section 5 for count-ing the number of contingency tables we consider the two ex-amples discussed by Diaconis and Gangolli (1995) The firstexample is a 5 times 3 table with row sums 10 62 13 11 and 39and column sums 65 25 and 45 We observed that the small-est cv2 (107) was achieved when the column sums are arrangedfrom the largest to the smallest and row sums are arranged fromthe smallest to the largest We obtained 100000 Monte Carlosamples which took less than 1 second and provided us with theestimate of (2393plusmn 007)times108 The true value of 239382173was given by Diaconis and Gangolli (1995)
 Besides counting the number of tables the SIS method isalso useful for carrying out certain hypothesis tests for contin-gency tables The conditional volume test proposed by Diaconisand Efron (1985) addresses the question of whether the Pearsonchi-square statistic of a contingency table is ldquoatypicalrdquo whenthe observed table is regarded as a draw from the uniformdistribution over tables with the given marginal sums The ob-served chi-square statistic for the 5 times 3 table described earlieris 721821 With 1000000 Monte Carlo samples produced by
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 our SIS method which took about 2 seconds we estimateda p value for the conditional volume test of 7610 plusmn 0005A random-walk-based MCMC algorithm was discussed byDiaconis and Gangolli (1995) and can be described as followsPick two rows and two columns uniformly at random then addor subtract 1 in the four entries at the intersection of the tworows and two columns according to the following pattern
 + minusor
 minus +minus + + minus
 The two patterns are chosen with equal probability The randomwalk stays at the original table if the operation generates a neg-ative table entry This MCMC algorithm generated 800000samples in 2 seconds and estimated a p value of 77 plusmn 02(with 100000 samples as burn-in) Thus the CP sampling is1600 times faster than the MCMC algorithm for this exam-ple Diaconis and Gangolli (1995) gave the true value as 76086based on a 12-hour exhaustive enumeration
 The second example is a 4 times 4 table with row sums 220215 93 and 64 and column sums 108 286 71 and 127Ordering the row sums from largest to smallest and the col-umn sums from smallest to largest works best and yieldeda cv2 around 37 The estimate (for the total number of ta-bles) based on 1000000 samples which took 2 seconds was(1225plusmn 002)times1015 The true value of 1225914276768514was given by Diaconis and Gangolli (1995) Diaconis and Efron(1985) gave a formula for approximately counting the num-ber of tables with given row and column sums that estimates1235 times 1016 tables for this example Holmes and Jones (1996)estimated 1226 times 1016 tables by the rejection method We alsoperformed the conditional volume test for this example Basedon the 1000000 Monte Carlo samples that we generated forestimating the total number of tables we estimated the p valueto be 1532 plusmn 0008 In contrast the MCMC algorithm took thesame amount of time (2 seconds) to generate 800000 samplesand estimated a p value of 166 plusmn 003 (with 100000 samplesas burn-in) Therefore the SIS approach is about 14 times fasterthan the MCMC method for this problem
 Holmes and Jones (1996) gave another example with fiverow sums 9 49 182 478 and 551 and four column sums 9309 355 and 596 and showed that the approximation formulaof Diaconis and Efron (1985) does not work well A distinctivefeature of their example is that both the row and column sumshave very small values We tried SIS on this example using theoriginal order of the rows and ordering the column sums in de-creasing order The cv2 was around 7 so that the effective sam-ple size was about N(1 + 7) = 125 times N Holmes and Jonesrsquofirst algorithm has an acceptance rate of 97 and the revisedone has an acceptance rate of 125 In terms of effective sam-ple size our algorithm is as efficient as their revised algorithmHowever the SIS approach is simpler to implement and easierto understand than the revised algorithm of Holmes and Joneswhich requires calculating the coefficients of a product of somevery large polynomials
 For the Holmes and Jones example we estimated the to-tal number of tables to be (3384 plusmn 009) times 1016 based on1000000 SIS samples This took about 1 second to pro-duce Several estimates based on 108 samples were all around3383 times 1016 In contrast the estimates given by Holmes andJones (1996) are 3346 times 1016 and 3365 times 1016 which we be-lieve underestimate the true number of tables
 7 DISCUSSION
 In this article we have developed a set of sequential impor-tance sampling strategies for computing with zerondashone or con-tingency tables Our results show that these approaches are bothvery efficient and simple to implement Two distinctive featuresof our approach to sampling zerondashone tables are (a) it guaran-tees that sequential procedure always produces a valid tablethus avoiding wasting computational resources and (b) it usesthe CP sampling as the trial distribution to greatly increase itsefficiency
 For CP sampling we used weights proportional to r(l)i [n minus
 (l minus 1) minus r(l)i ] Because the CP distribution q(t1) is not exactly
 the same as the target distribution p(t1) (the marginal distribu-tion of the first column) we may want to adjust the weights tomake q(t1) closer to p(t1) One easy adjustment is to use theset of weights r(l)
 i [n minus (l minus 1) minus r(l)i ]u where u gt 0 can be
 chosen by the user One may use a small sample size to estimatethe cv2 and choose the u that gives the lowest cv2 This shouldnot take more than a few seconds For all of the zerondashone tablesthat we have tested the choice of u = 1 has worked very wellAlthough some small variation of u (eg ranging from 8 to 12)improved the efficiency of SIS a little we did not observe anydramatic effect for the examples that we considered
 We used several different orderings of row sums and columnsums Our experience is that for zerondashone tables it is best to or-der the column sums from largest to smallest This makes intu-itive sense because when we start with columns with many 1rsquoswe do not have many choices and q(tl|tlminus1 t1) must beclose to p(tl|tlminus1 t1) After such columns have been sam-pled the updated row sums will be greatly reduced whichwill cause q(tl|tlminus1 t1) to be closer to p(tl|tlminus1 t1)Because of the way in which we do the sampling we need toorder the row sums from largest to smallest Another option isto sample rows instead of columns Our experience is that ifthe number of rows is greater than the number of columns thensampling rows gives better results
 For contingency tables we found that listing the columnsums in decreasing order and listing the row sums in increasingorder works best The intuition is similar to that for zerondashonetables A surprising fact for contingency tables is that givena certain ordering of the row and column sums sampling thecolumns is the same as sampling the rows It is not difficult tocheck this fact by carrying out our sampling method Thus wedo not need to worry about whether exchanging the roles ofrows and columns provides better performance
 Because the tables produced by the SIS approach describedhere have a distribution very close to the target one (as evi-denced by the low cv2 values) the SIS method is markedlybetter than the available MCMC approach which typically hasa very long autocorrelation time especially for large tablesThis advantage of the SIS is reflected not only by a moreaccurate Monte Carlo approximation but also by a more re-liable estimate of the standard error of this approximationTo achieve the same accuracy SIS usually needs fewer tablescompared with the MCMC method therefore SIS becomeseven more attractive when evaluating the test statistic itself istime-consuming Furthermore estimating the normalizing con-stant of the target distribution is a rather straightforward step for
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 the SIS method but is much more difficult for MCMC strate-gies For the table-counting problem to our knowledge thereare no MCMC algorithms that can achieve an accuracy evenclose to that of the SIS approach
 APPENDIX A PROOF OF THEOREM 1
 We start by giving an algorithm for generating tables uniformlyfrom all m times n zerondashone tables with given row sums r1 rm andfirst column sum c1
 Algorithm1 For i = 1 m randomly choose ri positions from the ith row
 and put 1rsquos in The choices of positions are independent acrossdifferent rows
 2 Accept those tables with given first column sum c1
 It is easy to see that tables generated by this algorithm are uni-formly distributed over all m times n zerondashone tables with given row sumsr1 rm and first column sum c1 We can derive the marginal distri-bution of the first column based on this algorithm At step 1 we choosethe first cell at the ith row [ie the cell at position (i1)] to put 1 inwith probability
 (n minus 1r1 minus 1
 )(nr1
 )= r1n
 Because the choices of positions are independent across different rowsafter step 1 the marginal distribution of the first column is the same asthe distribution of Z [defined by (5)] with pi = rin Step 2 rejects thetables whose first column sum is not c1 This implies that after step 2the marginal distribution of the first column is the same as the condi-tional distribution of Z [defined by (6)] given SZ = c1 with pi = rin
 APPENDIX B PROOF OF THEOREM 2
 Suppose that there are l distinct values among b1 bn and as-sume that i1 lt middot middot middot lt il are the jump points that is
 bikminus1+1 = middot middot middot = bik gt bik+1 k = 1 l minus 1
 bilminus1+1 = middot middot middot = bil
 where i0 = 0 il = n Because bprimei equals bi or bi minus 1 and b is or-
 dered from largest to smallest it is clear that if we have ikminus1 lt i le ikand ik lt j le ik+1 for any i j k then bprime
 i ge bprimej But within each block
 from bprimeik
 to bprimeik+1
 some of the bprimeirsquos are equal to bik and the others are
 equal to bik minus 1 In other words the bprimeirsquos may not be ordered from
 largest to smallest in each block If there is a j such that ikminus1 lt j lt ikand
 bprimej = bik minus 1 bprime
 j+1 = bik
 then we show in the following that we can switch bprimej and bprime
 j+1 and stillmaintain property (13) There are two different cases to consider
 Case (a)sumj
 i=1 bprimei lt
 sumji=1 aprime
 i In this case of course property (13)still holds after we switch bprime
 j and bprimej+1 and obtain
 bprimej = bik bprime
 j+1 = bik minus 1
 Case (b)sumj
 i=1 bprimei = sumj
 i=1 aprimei which we will show can never hap-
 pen Becausesumj+1
 i=1 bprimei le sumj+1
 i=1 aprimei we have aprime
 j+1 ge bprimej+1 = bik But
 because the aprimei are monotone nonincreasing we have
 aprimeikminus1+1 ge middot middot middot ge aprime
 j ge aprimej+1 ge bik
 Because bprimei le bik for ikminus1 + 1 le i lt j and bprime
 j = bik minus 1 we must have
 jsum
 i=ikminus1+1
 bprimei lt
 jsum
 i=ikminus1+1
 aprimei (B1)
 Combining (B1) with the fact thatsumikminus1
 i=1 bprimei le sumikminus1
 i=1 aprimei we finally
 have
 jsum
 i=1
 bprimei lt
 jsum
 i=1
 aprimei
 which contradicts the assumption thatsumj
 i=1 bprimei = sumj
 i=1 aprimei
 The preceding arguments imply that we can always switchbprime
 j and bprimej+1 and maintain (13) if
 bprimej = bik minus 1 bprime
 j+1 = bik
 After a finite number of such switches all of the birsquos in this block mustbe ordered from largest to smallest bprime
 ikminus1+1 ge middot middot middot ge bprimeik which easily
 leads to the conclusion that bprime ≺ aprime[Received September 2003 Revised June 2004]
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 Table 1 Occurrence Matrix for Darwinrsquos Finch Data
 Island
 Finch A B C D E F G H I J K L M N O P Q
 Large ground finch 0 0 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1Medium ground finch 1 1 1 1 1 1 1 1 1 1 0 1 0 1 1 0 0Small ground finch 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 0 0Sharp-beaked ground finch 0 0 1 1 1 0 0 1 0 1 0 1 1 0 1 1 1Cactus ground finch 1 1 1 0 1 1 1 1 1 1 0 1 0 1 1 0 0Large cactus ground finch 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0Large tree finch 0 0 1 1 1 1 1 1 1 0 0 1 0 1 1 0 0Medium tree finch 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0Small tree finch 0 0 1 1 1 1 1 1 1 1 0 1 0 0 1 0 0Vegetarian finch 0 0 1 1 1 1 1 1 1 1 0 1 0 1 1 0 0Woodpecker finch 0 0 1 1 1 0 1 1 0 1 0 0 0 0 0 0 0Mangrove finch 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0Warbler finch 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
 NOTE Island name code A = Seymour B = Baltra C = Isabella D = Fernandina E = Santiago F = Raacutebida G = Pinzoacuten H = Santa Cruz I = Santa Fe J = San Cristoacutebal K = EspantildeolaL = Floreana M = Genovesa N = Marchena O = Pinta P = Darwin Q = Wolf
 it is important to do in many applications For statistical appli-cations in which the subjects are not obtained by a samplingscheme but are the only ones available to the researcher condi-tioning on the marginal sums of the table creates a probabilisticbasis for a test (Lehmann 1986 chap 47) In some other ap-plications such as those related to the Rasch (1960) model themarginal sums are sufficient statistics under the null hypothe-sis Conditioning on the marginal sums is a way to remove theeffect of nuisance parameters on tests (Lehmann 1986 chap 4Snijders 1991)
 Because the interactions among the row and column sumconstraints are complicated no truly satisfactory analyticalsolutions or approximations are available for distributions ofvarious test statistics (Snijders 1991) The table-counting prob-lem is slightly more approachable analytically although it ismore challenging algorithmically Several asymptotic methodshave been developed for approximating the count of zerondashone or contingency tables with fixed marginal sums (BeacutekeacutessyBeacutekeacutessy and Komlos 1972 Gail and Mantel 1977 Good andCrook 1977) however these formulas are usually not very ac-curate for tables of moderate size Wang (1988) provided anexact formula for counting zerondashone tables which was furtherimproved by Wang and Zhang (1998) However their exactformula is very complicated and both of those authors (by per-sonal communication) think that the formula would take toolong to compute for Table 1 which is only of moderate sizeamong our examples
 From a practical standpoint if we can simulate tables fromthe uniform or a nearly uniform distribution then we canboth estimate the total count of the tables and approximatethe distribution of any test statistic that is a function of thetable Several algorithms for generating uniform zerondashone ta-bles have been proposed (Connor and Simberloff 1979 Wilson1987 Besag and Clifford 1989 Rao Jana and Bandyopadhyay1996 Sanderson et al 1998 Sanderson 2000 Cobb and Chen2003) and an importance sampling idea has been suggestedby Snijders (1991) Algorithms for generating contingency ta-bles from the uniform distribution have also been developed(Balmer 1988 Boyett 1979 Patefield 1981) including a re-cent Markov chain Monte Carlo (MCMC) method by Diaconisand Gangolli (1995) Forster McDonald and Smith (1996) and
 Smith Forster and McDonald (1996) suggested a Gibbs sam-pling approach to sample multiway contingency tables whenthe underlying distribution is Poisson or multinomial Holmesand Jones (1996) used the rejection method both to sample con-tingency tables from the uniform distribution and to estimatethe total number of such tables with fixed margins In our expe-rience however all of these methods encounter difficulties forlarge sparse tables and are especially vulnerable or ineffectivewhen used to estimate the total number of tables
 We describe a sequential importance sampling (SIS) ap-proach for approximating statistics related to the uniform distri-bution on zerondashone and contingency tables with fixed marginsThe distinctive feature of the SIS approach is that the generationof each table proceeds sequentially column by column and thepartial importance weight is monitored along the way Section 2introduces the basic SIS methodology and the rules for evalu-ating the accuracy and efficiency of our estimates Section 3describes how we apply conditional-Poisson sampling togetherwith the SIS for generating zerondashone tables Section 4 proposesa more delicate SIS method that is guaranteed to always gen-erate proper tables Section 5 generalizes the SIS method fromzerondashone tables to contingency tables Section 6 shows someapplications and numerical examples including statistical eval-uation of Table 1 and a count of the number of tables with thesame row and column sums as Table 1 and Section 7 concludeswith a brief discussion on the method
 2 SEQUENTIAL IMPORTANCE SAMPLING
 Given the row sums r = (r1 r2 rm) and the column sumsc = (c1 c2 cn) we let rc denote the set of all m times n(zerondashone or contingency) tables with row sums r and columnsums c (assuming that rc is nonempty) Let p(T) = 1|rc| bethe uniform distribution over rc If we can simulate a tableT isin rc from a ldquotrial distributionrdquo q(middot) where q(T) gt 0 for allT isin rc then we have
 Eq
 [1
 q(T)
 ]=
 sum
 Tisinrc
 1
 q(T)q(T) = |rc|
 Hence we can estimate |rc| by
 |rc| = 1
 N
 Nsum
 i=1
 1
 q(Ti)
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 from N iid samples T1 TN drawn from q(T) Furthermoreif we are interested in evaluating micro = Epf (T) then we can usethe weighted average
 micro =sumN
 i=1 f (Ti)(p(Ti)q(Ti))sumNi=1(p(Ti)q(Ti))
 =sumN
 i=1 f (Ti)(1q(Ti))sumNi=1(1q(Ti))
 (2)
 as an estimate of micro For example if we let
 f (T) = 1χ2 statistic of Tges
 then (2) estimates the p value of the observed chi-square statis-tic s
 The standard error of micro can be simply estimated by furtherrepeated sampling A more analytical method is to approximatethe denominator of micro by the δ-method so that
 std(micro) asymp(
 varq
 f (T)
 p(T)
 q(T)
 + micro2 varq
 p(T)
 q(T)
 minus 2micro covq
 f (T)
 p(T)
 q(T)
 p(T)
 q(T)
 )12N12
 However because this standard deviation is dependent on theparticular function of interest it is also useful to considera ldquofunction-freerdquo criterion the effective sample size (ESS)(Kong Liu and Wong 1994) to measure the overall efficiencyof an importance sampling algorithm
 ESS = N
 1 + cv2
 where the coefficient of variation (CV) is defined as
 cv2 = varq p(T)q(T)E2
 q p(T)q(T)
 which is equal to varq1q(T)E2q1q(T) for the current
 problem The cv2 is simply the chi-square distance between thetwo distributions p and q the smaller it is the closer the twodistributions are Heuristically the ESS measures how many iidsamples are equivalent to the N weighted samples Throughoutthe article we use cv2 as a measure of efficiency for an im-portance sampling scheme In practice the theoretical value ofthe cv2 is unknown so its sample counterpart is used to esti-mate cv2 that is
 cv2 asympsumN
 i=11q(Ti) minus [sumNj=1 1q(Tj)]N2(N minus 1)
 [sumNj=1 1q(Tj)]N2
 where T1 TN are N iid samples drawn from q(T)A central problem in importance sampling is constructing
 a good trial distribution q(middot) Because the target space rc israther complicated it is not immediately clear what proposaldistribution q(T) can be used Note that
 q(T = (t1 tn)
 )
 = q(t1)q(t2|t1)q(t3|t2 t1) middot middot middotq(tn|tnminus1 t1) (3)
 where t1 tn denote the configurations of the columns of TThis factorization suggests that it is perhaps a fruitful strategyto generate the table sequentially column by column and usethe partially sampled table to guide the sampling of the next
 column More precisely the first column of the table is sam-pled conditional on its marginal sum c1 Conditional on the re-alization of the first column the row sums are updated and thesecond column is sampled in a similar manner This procedureis repeated until all of the columns are sampled The recursivenature of (3) gives rise to the name sequential importance sam-pling A general theoretical framework for SIS was given by Liuand Chen (1998) SIS is in fact just an importance sampling al-gorithm but the design of the proposal distribution is adaptivein nature
 3 SAMPLING ZEROndashONE TABLES THEORYAND IMPLEMENTATION
 To avoid triviality we assume throughout the article that noneof the row or column sums is 0 none of the row sums is n andnone of the column sums is m For the first column we needto choose c1 of the m possible positions to put 1rsquos in Supposethat the c1 rows that we choose are i1 ic1 Then we needconsider only the new m times (n minus 1) subtable The row sums ofthe new table are updated by subtracting the respective numbersin the first column from the original row sums Then the sameprocedure can be applied to sample the second column
 For convenience we let r(l)j j = 1 m denote the updated
 row sums after the first l minus 1 columns have been sampled Forexample r(1)
 j = rj and after sampling the positions i1 ic1
 for the first column we have
 r(2)j =
 r(1)
 j minus 1 if j = ik for some 1 le k le c1
 r(1)j otherwise
 (4)
 Let c(l)j j = 1 n minus (l minus 1) l = 1 n denote the updated
 column sums after we have sampled the first l minus 1 columnsThat is after sampling the first l minus 1 columns we update thelth column in the original table to the first ldquocurrent columnrdquo sothat (c(l)
 1 c(l)nminus(lminus1)) = (cl cn)
 A naive way to sample the c1 nonzero positions for thefirst column (and subsequently the other columns) is fromthe uniform distribution which can be rapidly executed Butthis method turns out to be very inefficient the cv2 routinelyexceeds 10000 making the effective sample size very smallAlthough it is perhaps helpful to apply the resampling idea (Liuand Chen 1998) a more direct way to improve efficiency is todesign a better sampling distribution Intuitively we want toput a ldquo1rdquo in position i if the row sum ri is very large and a ldquo0rdquootherwise To achieve this goal we adopt here the conditional-Poisson (CP) sampling method described by Brewer and Hanif(1983) and Chen Dempster and Liu (1994)
 31 Sampling From the Conditional Poisson Distribution
 Let
 Z = (Z1 Zm) (5)
 be independent Bernoulli trials with probability of successesp = (p1 pm) Then the random variable
 SZ = Z1 + middot middot middot + Zm
 is said to follow the Poisson-binomial distribution In the nextsection we provide some choices of the pi for the zerondashone table
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 simulation The conditional distribution of Z given SZ is calledthe CP distribution If we let wi = pi(1 minus pi) then it is easy tosee that
 P(Z1 = z1 Zm = zm|SZ = c) propmprod
 k=1
 wzkk (6)
 Chen et al (1994) and Chen and Liu (1997) provided fiveschemes to sample from the CP distribution we adopt theirdrafting sampling method here Sampling from the CP distri-bution as defined in (6) can be described through sampling cunits without replacement from the set 1 m with proba-bility proportional to the product of each unitrsquos ldquoweightrdquo wi LetAk (k = 0 c) denote the set of selected units after k drawsThus A0 = empty and Ac is the final sample that we obtain At thekth step of the drafting sampling (k = 1 c) a unit j isin Ac
 kminus1is selected into the sample with probability
 P( jAckminus1) = wjR(c minus kAc
 kminus1 j)
 (c minus k + 1)R(c minus k + 1Ackminus1)
 where
 R(sA) =sum
 BsubA|B|=s
 (prod
 iisinB
 wi
 )
 Most of the computing time required by this sampling proce-dure is spent on calculating R(sA) through the recursive for-mula R(sA) = R(sAs)+wsR(sminus1As) and the wholeprocess is of order O(s|A|) (See Chen et al 1994 Chen and Liu1997 for more details on CP sampling and its applications)
 32 Justification of the Conditional-Poisson Sampling
 The following theorem the proof of which is given in Ap-pendix A provides some insight on why the CP distribution isdesirable in the sequential sampling of zerondashone tables
 Theorem 1 For the uniform distribution over all mtimesn zerondashone tables with given row sums r1 rm and first columnsum c1 the marginal distribution of the first column is thesame as the conditional distribution of Z [defined by (6)] givenSZ = c1 with pi = rin
 Because the desired (true) marginal distribution for thefirst column t1 is p(t1) = P(t1|r1 rm c1 cn) it isnatural to let the sampling distribution of t1 be q(t1) =P(t1|r1 rm c1) which is exactly the CP distribution withpi = rin Suppose that we have sampled the first l minus 1 columnsduring the process we then update the current number ofcolumns left nminus (lminus1) and the current row sums r(l)
 i and gen-erate column l with the CP sampling method using the weightsr(l)
 i [n minus (l minus 1) minus r(l)i ] Because the CP distribution q(t1) is not
 exactly the same as the true marginal distribution of t1 we maywant to adjust the weights to make q(t1) closer to p(t1) seeSection 7 for further discussion In our experience howeverCP sampling without any adjustment of the weights already ex-hibited very good performance (see the examples in Sec 6)During the sampling process if any row sum equals 0 (or thenumber of rows left) then one can fill that row by 0 (or 1) andremove it from further consideration
 One requirement for an importance sampling algorithm towork is that the support of the proposal distribution q(middot) must
 contain the support of the target distribution p(middot) It is easy tosee that for any zerondashone table T that satisfies the row and col-umn sum constraints its first column t1 has a nonzero sam-pling probability q(t1) The same argument applies recursivelyto q(t2|t1) and so on which shows that q(T) gt 0 In fact thesupport of q(middot) is larger than rc (see Sec 4) and a more del-icate SIS algorithm is provided in Section 4 guaranteeing thatthe support of the proposal distribution is the same as rc
 The asymptotic analysis of Good and Crook (1977) providedanother intuition for the use of CP sampling In particular theygave the following approximation to the number of zerondashonematrices with fixed row sums r = (r1 r2 rm) and columnsums c = (c1 c2 cn)
 |rc| sim rc equivprodm
 i=1
 (nri
 )prodnj=1
 (mcj
 )
 (mnM
 ) (7)
 where M = summi=1 ri = sumn
 j=1 cj Let v(i1 ic1) be the zerondashone vector of length m that has ikth component equal to 1 for1 le k le c1 and all other components equal to 0 For a particu-lar configuration of the first column t1 = v(i1 ic1) we letr(2) = (r(2)
 1 r(2)m ) and c(2) = (c2 cn) be the updated row
 and column sums as defined in (4) Then by approximation (7)we have
 p(t1 = v
 (i1 ic1
 )) asymp r(2)c(2)
 rcprop
 c1prod
 k=1
 rik
 n minus rik
 Thus this approximation also suggests that we should samplethe first column according to the CP distribution with weightsproportional to ri(n minus ri)
 Beacutekeacutessy et al (1972) gave another asymptotic result for |rc||rc| sim lowast
 rc equiv Mprodmi=1 riprodn
 j=1 cjeminusα(rc) (8)
 where
 α(r c) = 2[summ
 i=1
 (ri2
 )][sumnj=1
 (cj2
 )](summ
 i=1 ri)(sumn
 j=1 cj)
 = 1
 2M2
 msum
 i=1
 (r2i minus ri)
 nsum
 j=1
 (c2j minus cj)
 This approximation has been proven to work well for large andsparse zerondashone matrices By (8) we have
 p(t1 = v
 (i1 ic1
 )) asymp lowastr(2)c(2)
 lowastrc
 propc1prod
 k=1
 rik eminusα(r(2)c(2))
 We note that
 α(r(2) c(2)
 ) =sumn
 j=2(c2j minus cj)
 (M minus c1)2
 msum
 i=1
 (r(2)
 i
 2
 )
 andsumm
 i=1
 (r(2)i2
 ) = summi=1(r
 2i minus ri)2 + c1 minus sumc1
 k=1 rik Hence
 lowastr(2)c(2)
 lowastrc
 propc1prod
 k=1
 rik edrik
 where d = sumnj=2(c
 2j minus cj)(M minus c1)
 2 Thus another CP sam-pling distribution can be conducted with the weights propor-tional to riedri
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 Although it is not clear whether the approximations (7) or (8)are accurate for a given table we observed that these twoCP-based SIS methods performed similarly well in all of thesettings that we have tested and were extremely accurate whenthe marginal sums do not vary much For the rest of the arti-cle we focus on the CP sampling strategy based on approxi-mation (7) (see Chen 2001 for further discussion of differentsampling strategies for zerondashone tables)
 4 A MORE DELICATE SEQUENTIAL IMPORTANCESAMPLING METHOD
 Although the SIS procedure described in the previous sectionis already very effective we found that sometimes the samplingcannot proceed after a few columns have been generated be-cause no valid zerondashone table can be produced For examplesuppose that we want to sample tables with row sums 4 42 and 1 and column sums 3 3 3 1 and 1 If we happen todraw the first column as (1011)T and the second column as(1110)T then we would have no way to sample the thirdcolumn In the following we show that there exists an easy-to-check condition that guarantees the existence of subtables withthe updated row and column sums This condition helps us de-velop a more delicate SIS procedure for sampling more effi-ciently from rc Before we describe the procedure we firstprovide some background (see Marshall and Olkin 1979 formore details)
 Definition 1 For any x = (x1 xn) isin Rn we letx[1] ge middot middot middot ge x[n] denote the components of x in decreasing or-der For xy isinRn we define x ≺ y if
 ksum
 i=1
 x[i] leksum
 i=1
 y[i] k = 1 n minus 1
 nsum
 i=1
 x[i] =nsum
 i=1
 y[i]
 (9)
 When x ≺ y x is said to be majorized by y (y majorizes x)
 Lemma 1 Suppose that ( j1 jn) is a permutation of(1 n) Then x ≺ y implies that
 ksum
 i=1
 xji leksum
 i=1
 y[i] k = 1 n minus 1
 nsum
 i=1
 xji =nsum
 i=1
 y[i]
 (10)
 Proof Because x[1] ge middot middot middot ge x[n] are the components of x indecreasing order and ( j1 jn) is a permutation of (1 n)we have
 ksum
 i=1
 xji leksum
 i=1
 x[i] k = 1 n minus 1
 nsum
 i=1
 xji =nsum
 i=1
 x[i]
 (11)
 x ≺ y implies (9) The lemma follows immediately from(11) and (9)
 Definition 2 Let a1a2 an be nonnegative integers anddefine
 alowastj = ai ai ge j j = 12
 The sequence alowast1alowast
 2alowast3 is said to be conjugate to a1a2
 an Note that the conjugate sequence alowasti is always nonin-
 creasing and is independent of the order of the ai
 Lemma 2 (Gale 1957 Ryser 1957) Let r1 rm be non-negative integers not exceeding n and c1 cn be nonneg-ative integers not exceeding m A necessary and sufficientcondition for the existence of an m times n zerondashone table with rowsums r1 rm and column sums c1 cn is that
 c equiv (c1 cn) ≺ (rlowast1 rlowast
 n) equiv rlowast
 or equivalently r equiv (r1 rm) ≺ (clowast1 clowast
 m) equiv clowast
 Because the size of rc does not depend on the order of therow sums we can arrange that r1 ge middot middot middot ge rm without loss ofgenerality Let the conjugate of (c(1)
 1 c(1)n ) = (c1 cn)
 be (c(1)lowast1 c(1)lowast
 n ) The conjugate of (c(2)1 c(2)
 nminus1) denoted
 by (c(2)lowast1 c(2)lowast
 nminus1) is
 c(2)lowastj =
 c(1)lowast
 j minus 1 1 le j le c1
 c(1)lowastj j gt c1
 From Lemma 2 we know that a necessary and sufficient con-dition for the existence of an m times (n minus 1) zerondashone table withrow sums r(2)
 1 r(2)m and column sums c(2)
 1 c(2)nminus1 is that
 r(2) equiv (r(2)
 1 r(2)m
 ) ≺ (c(2)lowast
 1 c(2)lowastm
 ) equiv c(2)lowastthat is
 ksum
 i=1
 r(2)[i] le
 ksum
 i=1
 c(2)lowasti k = 1 m minus 1
 msum
 i=1
 r(2)[i] =
 msum
 i=1
 c(2)lowasti
 where r[i] denotes the components of r in decreasing orderFrom Lemma 1 we know that r(2) ≺ c(2)lowast implies that
 ksum
 i=1
 r(2)i le
 ksum
 i=1
 c(2)lowasti k = 1 m minus 1
 msum
 i=1
 r(2)i =
 msum
 i=1
 c(2)lowasti
 (12)
 Thus (12) is clearly a necessary condition for the existence ofthe subtable with new row sums and column sums We prove inthe following theorem that it is also a sufficient condition
 Theorem 2 Let aprime = (aprime1 aprime
 n) b = (b1 bn) Supposethat aprime
 1 ge middot middot middot ge aprimen and b1 ge middot middot middot ge bn are all nonnegative integers
 and there are d ge 1 nonzero components in b Pick any dprime 1 ledprime le d nonzero components from b say bk1 bkdprime Definebprime = (bprime
 1 bprimen) as
 bprimej =
 bj minus 1 if j = ki for some 1 le i le dprimebj otherwise
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 and suppose that bprime satisfies
 ksum
 i=1
 bprimei le
 ksum
 i=1
 aprimei k = 1 n minus 1
 nsum
 i=1
 bprimei =
 nsum
 i=1
 aprimei
 (13)
 Then bprime is majorized by aprime
 The proof of Theorem 2 is given in Appendix B The reasonthat this result is not entirely trivial is that bprime is not necessar-ily ordered For example if aprime = (4421) b = (4431)and dprime = 1 then bprime might be (3431) To see that the the-orem implies that condition (12) is necessary and sufficientwe let aprime = c(2)lowast b = r(1) (= r) and bprime = r(2) and let con-dition (12) hold Theorem 2 implies that bprime ≺ aprime or equiva-lently r(2) ≺ c(2)lowast which according to Lemma 2 guaranteesthat there exists some zerondashone subtable having the new rowsums r(2) and column sums c(2)
 Although we do not know r(2) before we sample thefirst column we can restate condition (12) from the currentr(1) and c(2)lowast For each 1 le k le m we compare
 sumki=1 ri andsumk
 i=1 c(2)lowasti
 bull Ifsumk
 i=1 ri gtsumk
 i=1 c(2)lowasti then we must put at leastsumk
 i=1 ri minus sumki=1 c(2)lowast
 i 1rsquos at or before the kth row in thefirst column For convenience we may call k a knot
 bull Ifsumk
 i=1 ri le sumki=1 c(2)lowast
 i then there is no restriction at thekth row
 These two conditions can be summarized by two vectorsone vector recording the positions of the knots denoted by(k[1] k[2] ) and the other vector recording how many 1rsquoswe must put at or before those knots denoted by (v[1]v[2] )To make the conditions easier to implement we eliminate someredundant knots
 a If v[ j] le v[i] for some j gt i then we ignore knot k[ j]b If v[ j] minus v[i] ge k[ j] minus k[i] for some j gt i then we ignore
 knot k[i] If the restriction on knot k[ j] is satisfied then it willguarantee that the restriction on knot k[i] is also satisfied
 Using the foregoing conditions we design the following moredelicate CP sampling strategy
 bull We are required to place at least v[1] but no more thanmin(k[1] c1) 1rsquos at or before row k[1] So we assign equalprobability to these choices that is
 q1(number of 1rsquos at or before row k[1]) = i
 = 1
 min(k[1] c1) minus v[1] + 1
 for v[1] le i le min(k[1] c1)bull After the number of 1rsquos o1 at or before row k[1] is chosen
 according to the foregoing distribution we pick the o1 po-sitions between row 1 and row k[1] using the CP samplingwith weights ri(n minus ri) (See Sec 7 for other choices ofweights Sampling uniformly instead of using the CP dis-tribution for this step can reduce the algorithmrsquos efficiencyby several orders of magnitude)
 bull After o1 positions have been chosen for knot 1 we con-sider knot 2 conditional on the 1rsquos that we have alreadyplaced at or before knot 1 Because we are required toplace at least v[2] 1rsquos at or before row k[2] the numberof 1rsquos o2 that we could put between knot 1 and knot 2ranges from max(v[2]minuso10) to min(k[2]minusk[1] c1minuso1)We assign equal probability to all of these choices for o2Then we pick the o2 positions between row k[1] and k[2]once again using CP sampling
 bull We continue the procedure until all of the knots in col-umn 1 have been considered
 bull After we have completed the first column we record theprobability q(t1) of getting such a sample for the firstcolumn update the row sums rearrange the updated rowsums in decreasing order and repeat the procedure withthe second column
 The foregoing more delicate CP sampling strategy improveson the basic CP sampling by checking the existence of sub-tables with the updated row and column sums when samplingeach column The support of the basic CP sampling strategyproposed in Section 32 is larger than rc (the set of all m times nzerondashone tables with row sums r and column sums c) Lemma 2and Theorem 2 guarantee that we can always have a valid tablein rc by the more delicate CP sampling Therefore the sup-port for the more delicate CP sampling strategy is the sameas rc This allows us to sample more efficiently from rcwithout generating any invalid tables The reader may want tolook ahead to Section 6 for examples
 5 SAMPLING CONTINGENCY TABLES
 Sampling from contingency tables is much easier to imple-ment than sampling from zerondashone tables because there arefewer restrictions on the values that each entry can take Fora contingency table given positive row sums r1 rm and col-umn sums c1 cn the necessary and sufficient condition forthe existence of a contingency table with such row and columnsums is
 r1 + r2 + middot middot middot + rm = c1 + c2 + middot middot middot + cn equiv M
 This is much simpler than the GalendashRyser condition whichmakes the whole procedure much simpler to implement
 We still sample column by column as we did for zerondashone ta-bles Suppose that the element at the ith row and the jth columnis aij We start from the first column We have that a11 mustsatisfy
 0 le a11 le r1
 c1 minusmsum
 i=2
 ri = c1 + r1 minus M le a11 le c1
 So combining the two equations we have
 max(0 c1 + r1 minus M) le a11 le min(r1 c1)
 It is also easy to see that this is the only condition that a11 needsto satisfy Recursively suppose that we have chosen ai1 = aprime
 i1
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 for 1 le i le k minus 1 Then the only restriction on ak1 is
 max
 (0
 (c1 minus
 kminus1sum
 i=1
 aprimei1
 )minus
 msum
 i=k+1
 ri
 )
 le ak1 le min
 (rk c1 minus
 kminus1sum
 i=1
 aprimei1
 )
 Thus we need to consider only the strategy for sampling a11and can apply the same strategy recursively to sample othercells
 If we collapse columns 2 to m and rows 2 to n to forma 2 times 2 table with a11 as the only variable then the uniformdistribution on all tables implies that a11 is uniform in itsrange [max(0 c1 + r1 minus M)min(r1 c1)] However if we con-sider both a11 and a21 simultaneously (ie the original tableis collapsed into a 3 times 2 table) then for each a11 = x thechoices of a21 range from max(0 c1 + r1 + r2 minus M minus x) tomin(r2 c1 minus x) Thus if our goal is to sample a 3 times 2 tableuniformly then we should have
 P(a11 = x)
 prop min(r2 c1 minus x) minus max(0 c1 + r1 + r2 minus M minus x) + 1
 An analog of conditional Poisson sampling could be developedOur examples in Section 6 show however that the simple uni-form sampling of a11 seems to have already worked very well
 6 APPLICATIONS AND SIMULATIONS
 In the examples in this section we generated zerondashone tablesby the more delicate CP sampling with weights proportionalto r(l)
 i [n minus (l minus 1) minus r(l)i ] (see Sec 4) which we call the CP
 sampling for abbreviation Contingency tables are generated bythe SIS algorithm proposed in Section 5 All examples werecoded in C language and run on an Athlon workstation witha 12-GHz processor
 61 Counting ZerondashOne Tables
 Here we apply the SIS procedure described in Section 4 toestimate the number of zerondashone tables with given row sumsr1 r2 rm and column sums c1 c2 cn Because the or-dering of the column or row sums does not affect the total num-ber of tables in the following examples we attempt to arrangethe rows and columns in such a way that the cv2 is made smallWe discuss some heuristic rules for arranging the rows andcolumns to achieve a low cv2 in Section 7
 We first tested our method on counting the number of 12times12zerondashone tables with all marginal sums equal to 2 which isa subset of the 12 times 12 ldquomagic squaresrdquo For CP sampling thecv2 of the weights was 04 It took about 1 second to obtain10000 tables and their weights using the delicate SIS proce-dure described in Section 4 The average of the weights givesrise to an estimate of (2196 plusmn 004) times 1016 where the numberafter the ldquoplusmnrdquo sign is the standard error For this table the ex-act answer of 21959547410077200 was given by Wang andZhang (1998) Although Wang and Zhangrsquos formula providesa fast answer to this problem it is often difficult to quickly com-pute their formula for larger zerondashone tables
 Figure 1 Histogram of 1000 Importance Weights
 Counting the number of tables with the same marginal sumsas the finch data (see Table 1) is a more challenging exerciseThe last row of the original table is removed because it consistsof all 1rsquos and will not affect the counting We ordered the 17 col-umn sums from the largest to the smallest and applied the CPsampling which gives a cv2 of around 1 With 10000 sampleswhich took about 10 seconds we estimated the total numberof zerondashone tables to be (672 plusmn 07) times 1016 As a verificationwe obtained a more accurate estimate of 67150 times 1016 basedon 108 samples Here the exact answer was computed for us byDavid desJardins using a clever divide-and-conquer algorithmHis program (confirmed by an independent check) gives exactly67149106137567626 tables We see that the SIS algorithmgives a very accurate approximation Figure 1 a histogram of1000 importance weights shows that the weights are tightlydistributed in a relatively small range The ratio of the maxi-mum weight over the median weight is about 10
 To further challenge our method we randomly generateda 50 times 50 table for which the probability for each cell to be 1is 2 The row sums of the table are
 10811111311109791016119
 1214127910106118981412
 5101087810101461071346
 89151112106
 and the column sums are
 9612119881191113710897
 83101113751110910139977
 681012812161215121313107
 1213611
 We ordered the column sums from largest to smallest andused CP sampling which gave a cv2 of around 03 Based on100 samples which took a few minutes to generate we esti-mated that the total number of zerondashone tables with these mar-ginal sums was (77 plusmn 1) times 10432
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 Because our method generally works well when the marginalsums do not vary much we tried another example for whichthe marginal sums were forced to vary considerably We gen-erated a 50 times 50 table with cell (i j) being 1 with probabilityexp(minus63(i + j minus 2)(m + n minus 2)) which gave rise to the rowsums
 14141918111212101316812
 6156712112385942414
 45233111211213313
 21112
 and the column sums
 141314131312148119108
 98471096765681663
 23545222324311132
 23525
 With the same SIS method as in the previous case we had a cv2
 of 2 Based on 1000 samples we estimated the total numberof zerondashone tables with these margins as (89 plusmn 1) times 10242Based on 10000 samples the estimate was improved to(878 plusmn 05) times 10242 Finally we estimated the total numberof 100 times 100 zerondashone tables with all marginal sums equal to 2to be (296 plusmn 03) times 10314 based on 100 Monte Carlo samplesThe cv2 in this case was 008 showing again that the SIS ap-proach is extremely efficient In comparison we know of noMCMC-based algorithm that can achieve a comparable accu-racy for counting tables of these sizes with a reasonable amountof computing time
 62 Testing ZerondashOne Tables in Ecology
 For the finch data the observed test statistic (1) as sug-gested by Roberts and Stone (1990) is 531 We applied theCP-based SIS to approximate the p value of this statistic Ouralgorithm took about 10 seconds to generate 10000 tablesbased on which we estimated the p value as (4 plusmn 28) times 10minus4A longer simulation of 1000000 SIS samples gave an estimateof (396plusmn 36)times10minus4 which took about 18 minutes Thus thereis strong evidence against the null hypothesis of a uniform dis-tribution conditional on the marginal sum The null distributionof the test statistic in the form of a histogram (computed usingthe weighted samples) is given in Figure 2
 The following MCMC algorithm has been proposed to sim-ulate from the uniform distribution of the tables and to estimatethe p value (Besag and Clifford 1989 Cobb and Chen 2003)Pick two rows and two columns at random if the intersectionof the two rows and two columns are one of the following twotypes
 1 0or
 0 10 1 1 0
 then switch to the other type otherwise stay at the orig-inal table Within 18 minutes this MCMC scheme gener-ated 15000000 samples giving an estimated p value of(356 plusmn 68) times 10minus4 Thus the SIS algorithm is about fourtimes more efficient than the MCMC algorithm (to achieve the
 Figure 2 Approximated Null Distribution of the Test Statistic Basedon 10000 Weighted Samples The vertical line indicates the ob-served S2(T0)
 same standard error) on this example We note that for morecomplex functionals say E(S2) the relative efficiency of SIScan be even higher
 Sanderson (2000) described a method for generating zerondashone tables with fixed margins which he applied to the finch datawith an implied belief that the tables obtained are uniformlydistributed His method does not produce uniformly distributedtables however For example for the set of 3 times 3 tables withmarginal sums (221) for both the columns and the rows wefound that the probability for Sandersonrsquos method of generatingone of the five possible configurations is 3321512 but that ofgenerating each of the remaining configurations is 2951512Because Sandersonrsquos sampling method does not generate tablesuniformly the conclusion of his statistical hypothesis testing isquestionable
 Many other occurrence matrices describing the distributionof birds reptiles and mammals on oceanic archipelagoes ormountain ranges have been collected (see eg Cook and Quinn1995) To compare the SIS method with the MCMC algorithmwe analyzed another dataset of the distribution of 23 land birdson the 15 southern islands in the Gulf of California (Cody1983) The occurrence matrix has row sums 14 14 14 125 13 9 11 11 11 11 11 7 8 8 7 2 4 2 3 2 2 and 2and column sums 21 19 18 19 14 15 12 15 12 12 125 4 4 and 1 Based on 100000 sampled tables using the SISalgorithm which took about 5 minutes we estimated that thep value for the test statistic (1) is 053 plusmn 003 The MCMC al-gorithm took about 6 minutes to generate 2000000 samplesand estimated a p value is 052 plusmn 006 (using 500000 samplesas burn-in) This shows that the SIS algorithm is more than fourtimes faster than the MCMC algorithm for this example A longsimulation of 1000000 samples based on the SIS method gavean estimate of 0527 for the p value
 To compare the SIS and MCMC methods on a larger tablewe randomly generated a 100 times 10 table for which the proba-bility for each cell to be 1 is 3 The row sums of the table are27 33 31 25 35 32 31 29 21 and 26 and the column sumsare 2 2 3 4 4 4 3 3 4 3 4 1 0 3 3 5 5 5 1 6 3 1
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 1 5 3 2 4 1 2 1 3 2 3 3 0 3 4 5 1 4 3 2 1 1 16 3 2 4 0 2 3 4 2 2 5 1 3 2 2 3 3 3 5 4 3 5 4 54 4 2 6 6 5 2 3 2 0 3 4 3 5 4 2 3 1 3 3 2 2 3 22 2 2 3 2 2 and 3 Based on 10000 sampled tables usingthe SIS method which took about 35 seconds we estimatedthat the p value is 8894 plusmn 0027 The MCMC algorithm tookabout 35 seconds to generate 200000 samples and estimateda p value of 8913 plusmn 0298 (using 50000 samples as burn-in)This shows that the SIS algorithm is more than 100 times fasterthan the MCMC algorithm on this example A long simulationof 1000000 samples based on the SIS method gave an esti-mated p value of 8868
 We note that the foregoing comparison between SIS andMCMC focuses only on their efficiency in approximating p val-ues (ie the expectation of a step function) The results maydiffer if the expectation of another function is considered Forexample the SIS method estimates E(S2) even more efficientlythan MCMC
 63 Testing the Rasch Model
 Rasch (1960) proposed a simple linear logistic model to mea-sure a personrsquos ability based on his or her answers to a dichoto-mous response test Suppose that n persons are asked to answerm questions (items) We can construct a zerondashone matrix basedon all of the answers A 1 in cell (i j) means that the ith personanswered the jth question correctly and a 0 means otherwiseThe Rasch model assumes that each personrsquos ability is charac-terized by a parameter θi each itemrsquos difficulty is characterizedby a parameter βj and
 P(xij = 1) = eθiminusβj
 1 + eθiminusβj (14)
 where xij is the ith personrsquos answer to the jth question Theresponses xij are assumed to be independent The numbers ofitems answered correctly by each person (the column sums)are minimal sufficient statistics for the ability parameters andthe numbers of people answering each item correctly (the rowsums) are minimal sufficient statistics for the item difficulty pa-rameters
 The Rasch model has numerous attractive features and iswidely used for constructing and scoring educational and psy-chological tests (Fischer and Molenaar 1995) There is a con-siderable literature on testing the goodness of fit of the Raschmodel (see Glas and Verhelst 1995 for an overview) The va-lidity of most of the proposed tests relies on asymptotic the-ory a reliance that Rasch did not feel very comfortable with(Andersen 1995) In his seminal book Rasch (1960) proposeda parameter-free ldquoexactrdquo test based on the conditional distrib-ution of the zerondashone matrix of responses with the observedmarginal sums fixed It is easy to see that under model (14) allof the zerondashone tables are uniformly distributed conditional onthe row and column sums Because of the difficulty of accu-rately approximating the distribution of test statistics under thisuniform distribution Rasch never implemented his approachBesag and Clifford (1989) and Ponocny (2001) have studied us-ing Monte Carlo methods to test the Rasch model The concep-tually simpler and more efficient SIS strategy developed in thisarticle is also ideally suited for implementing Raschrsquos ideas Forexample Chen and Small (2004) showed that in testing for item
 bias (Kelderman 1989) the uniformly most powerful (UMP)unbiased test resulting from Raschrsquos idea (Ponocny 2001) isboth ldquoexactrdquo and highly powerful In a simulation study with100 samples it was shown that the SIS-based UMP unbiasedtest had a power of 90 at the 05 significance level whereas thepopular MantelndashHaenszel test proposed by Holland and Thayer(1988) had only power 41 Chen and Small (2004) also re-ported that the SIS approach is more efficient and accurate thanthe Monte Carlo methods developed by Ponocny (2001) andSnijders (1991)
 Here we study an example of the test of item bias for whichthe exact p value is known A similar version of the follow-ing example was considered by Ponocny (2001) and Chen andSmall (2004) The zerondashone matrix of responses is 100times6 withall person scores (ie row sums) equal to 3 and all item totals(ie column sums) equal to 50 There are two subgroups thefirst one consisting of the first 50 students Consider testing thealternative hypothesis that item 1 is biased with the test statistic
 f (T) = students in first subgroup
 who answer item 1 correctlyWe want to calculate the p value for a table T0 with f (T0) = 30that is to calculate P( f (T) ge 30|r c) under the Rasch modelBecause of the symmetry of the marginals and the fact that allmarginals are given the number of correct answers on item 1among the first 50 students is hypergeometrically distributed inparticular P( f (T) ge 30|r c) = 03567 under the Rasch model
 Based on 1000 sampled tables which took about 2 sec-onds for the CP sampling method we estimated a p valueof 0353 plusmn 0048 The MCMC algorithm took about 2 sec-onds to generate 1000000 samples and estimated a p value of0348 plusmn 0051 (using 300000 samples as burn-in) The MCMCand SIS algorithms gave similar performance on this exampleNotice that the test statistic is the number of 1rsquos among the first50 entries of the first column The Markov chain may have lessautocorrelation for this simple test statistic
 64 Contingency Tables
 To illustrate the SIS method described in Section 5 for count-ing the number of contingency tables we consider the two ex-amples discussed by Diaconis and Gangolli (1995) The firstexample is a 5 times 3 table with row sums 10 62 13 11 and 39and column sums 65 25 and 45 We observed that the small-est cv2 (107) was achieved when the column sums are arrangedfrom the largest to the smallest and row sums are arranged fromthe smallest to the largest We obtained 100000 Monte Carlosamples which took less than 1 second and provided us with theestimate of (2393plusmn 007)times108 The true value of 239382173was given by Diaconis and Gangolli (1995)
 Besides counting the number of tables the SIS method isalso useful for carrying out certain hypothesis tests for contin-gency tables The conditional volume test proposed by Diaconisand Efron (1985) addresses the question of whether the Pearsonchi-square statistic of a contingency table is ldquoatypicalrdquo whenthe observed table is regarded as a draw from the uniformdistribution over tables with the given marginal sums The ob-served chi-square statistic for the 5 times 3 table described earlieris 721821 With 1000000 Monte Carlo samples produced by
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 our SIS method which took about 2 seconds we estimateda p value for the conditional volume test of 7610 plusmn 0005A random-walk-based MCMC algorithm was discussed byDiaconis and Gangolli (1995) and can be described as followsPick two rows and two columns uniformly at random then addor subtract 1 in the four entries at the intersection of the tworows and two columns according to the following pattern
 + minusor
 minus +minus + + minus
 The two patterns are chosen with equal probability The randomwalk stays at the original table if the operation generates a neg-ative table entry This MCMC algorithm generated 800000samples in 2 seconds and estimated a p value of 77 plusmn 02(with 100000 samples as burn-in) Thus the CP sampling is1600 times faster than the MCMC algorithm for this exam-ple Diaconis and Gangolli (1995) gave the true value as 76086based on a 12-hour exhaustive enumeration
 The second example is a 4 times 4 table with row sums 220215 93 and 64 and column sums 108 286 71 and 127Ordering the row sums from largest to smallest and the col-umn sums from smallest to largest works best and yieldeda cv2 around 37 The estimate (for the total number of ta-bles) based on 1000000 samples which took 2 seconds was(1225plusmn 002)times1015 The true value of 1225914276768514was given by Diaconis and Gangolli (1995) Diaconis and Efron(1985) gave a formula for approximately counting the num-ber of tables with given row and column sums that estimates1235 times 1016 tables for this example Holmes and Jones (1996)estimated 1226 times 1016 tables by the rejection method We alsoperformed the conditional volume test for this example Basedon the 1000000 Monte Carlo samples that we generated forestimating the total number of tables we estimated the p valueto be 1532 plusmn 0008 In contrast the MCMC algorithm took thesame amount of time (2 seconds) to generate 800000 samplesand estimated a p value of 166 plusmn 003 (with 100000 samplesas burn-in) Therefore the SIS approach is about 14 times fasterthan the MCMC method for this problem
 Holmes and Jones (1996) gave another example with fiverow sums 9 49 182 478 and 551 and four column sums 9309 355 and 596 and showed that the approximation formulaof Diaconis and Efron (1985) does not work well A distinctivefeature of their example is that both the row and column sumshave very small values We tried SIS on this example using theoriginal order of the rows and ordering the column sums in de-creasing order The cv2 was around 7 so that the effective sam-ple size was about N(1 + 7) = 125 times N Holmes and Jonesrsquofirst algorithm has an acceptance rate of 97 and the revisedone has an acceptance rate of 125 In terms of effective sam-ple size our algorithm is as efficient as their revised algorithmHowever the SIS approach is simpler to implement and easierto understand than the revised algorithm of Holmes and Joneswhich requires calculating the coefficients of a product of somevery large polynomials
 For the Holmes and Jones example we estimated the to-tal number of tables to be (3384 plusmn 009) times 1016 based on1000000 SIS samples This took about 1 second to pro-duce Several estimates based on 108 samples were all around3383 times 1016 In contrast the estimates given by Holmes andJones (1996) are 3346 times 1016 and 3365 times 1016 which we be-lieve underestimate the true number of tables
 7 DISCUSSION
 In this article we have developed a set of sequential impor-tance sampling strategies for computing with zerondashone or con-tingency tables Our results show that these approaches are bothvery efficient and simple to implement Two distinctive featuresof our approach to sampling zerondashone tables are (a) it guaran-tees that sequential procedure always produces a valid tablethus avoiding wasting computational resources and (b) it usesthe CP sampling as the trial distribution to greatly increase itsefficiency
 For CP sampling we used weights proportional to r(l)i [n minus
 (l minus 1) minus r(l)i ] Because the CP distribution q(t1) is not exactly
 the same as the target distribution p(t1) (the marginal distribu-tion of the first column) we may want to adjust the weights tomake q(t1) closer to p(t1) One easy adjustment is to use theset of weights r(l)
 i [n minus (l minus 1) minus r(l)i ]u where u gt 0 can be
 chosen by the user One may use a small sample size to estimatethe cv2 and choose the u that gives the lowest cv2 This shouldnot take more than a few seconds For all of the zerondashone tablesthat we have tested the choice of u = 1 has worked very wellAlthough some small variation of u (eg ranging from 8 to 12)improved the efficiency of SIS a little we did not observe anydramatic effect for the examples that we considered
 We used several different orderings of row sums and columnsums Our experience is that for zerondashone tables it is best to or-der the column sums from largest to smallest This makes intu-itive sense because when we start with columns with many 1rsquoswe do not have many choices and q(tl|tlminus1 t1) must beclose to p(tl|tlminus1 t1) After such columns have been sam-pled the updated row sums will be greatly reduced whichwill cause q(tl|tlminus1 t1) to be closer to p(tl|tlminus1 t1)Because of the way in which we do the sampling we need toorder the row sums from largest to smallest Another option isto sample rows instead of columns Our experience is that ifthe number of rows is greater than the number of columns thensampling rows gives better results
 For contingency tables we found that listing the columnsums in decreasing order and listing the row sums in increasingorder works best The intuition is similar to that for zerondashonetables A surprising fact for contingency tables is that givena certain ordering of the row and column sums sampling thecolumns is the same as sampling the rows It is not difficult tocheck this fact by carrying out our sampling method Thus wedo not need to worry about whether exchanging the roles ofrows and columns provides better performance
 Because the tables produced by the SIS approach describedhere have a distribution very close to the target one (as evi-denced by the low cv2 values) the SIS method is markedlybetter than the available MCMC approach which typically hasa very long autocorrelation time especially for large tablesThis advantage of the SIS is reflected not only by a moreaccurate Monte Carlo approximation but also by a more re-liable estimate of the standard error of this approximationTo achieve the same accuracy SIS usually needs fewer tablescompared with the MCMC method therefore SIS becomeseven more attractive when evaluating the test statistic itself istime-consuming Furthermore estimating the normalizing con-stant of the target distribution is a rather straightforward step for
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 the SIS method but is much more difficult for MCMC strate-gies For the table-counting problem to our knowledge thereare no MCMC algorithms that can achieve an accuracy evenclose to that of the SIS approach
 APPENDIX A PROOF OF THEOREM 1
 We start by giving an algorithm for generating tables uniformlyfrom all m times n zerondashone tables with given row sums r1 rm andfirst column sum c1
 Algorithm1 For i = 1 m randomly choose ri positions from the ith row
 and put 1rsquos in The choices of positions are independent acrossdifferent rows
 2 Accept those tables with given first column sum c1
 It is easy to see that tables generated by this algorithm are uni-formly distributed over all m times n zerondashone tables with given row sumsr1 rm and first column sum c1 We can derive the marginal distri-bution of the first column based on this algorithm At step 1 we choosethe first cell at the ith row [ie the cell at position (i1)] to put 1 inwith probability
 (n minus 1r1 minus 1
 )(nr1
 )= r1n
 Because the choices of positions are independent across different rowsafter step 1 the marginal distribution of the first column is the same asthe distribution of Z [defined by (5)] with pi = rin Step 2 rejects thetables whose first column sum is not c1 This implies that after step 2the marginal distribution of the first column is the same as the condi-tional distribution of Z [defined by (6)] given SZ = c1 with pi = rin
 APPENDIX B PROOF OF THEOREM 2
 Suppose that there are l distinct values among b1 bn and as-sume that i1 lt middot middot middot lt il are the jump points that is
 bikminus1+1 = middot middot middot = bik gt bik+1 k = 1 l minus 1
 bilminus1+1 = middot middot middot = bil
 where i0 = 0 il = n Because bprimei equals bi or bi minus 1 and b is or-
 dered from largest to smallest it is clear that if we have ikminus1 lt i le ikand ik lt j le ik+1 for any i j k then bprime
 i ge bprimej But within each block
 from bprimeik
 to bprimeik+1
 some of the bprimeirsquos are equal to bik and the others are
 equal to bik minus 1 In other words the bprimeirsquos may not be ordered from
 largest to smallest in each block If there is a j such that ikminus1 lt j lt ikand
 bprimej = bik minus 1 bprime
 j+1 = bik
 then we show in the following that we can switch bprimej and bprime
 j+1 and stillmaintain property (13) There are two different cases to consider
 Case (a)sumj
 i=1 bprimei lt
 sumji=1 aprime
 i In this case of course property (13)still holds after we switch bprime
 j and bprimej+1 and obtain
 bprimej = bik bprime
 j+1 = bik minus 1
 Case (b)sumj
 i=1 bprimei = sumj
 i=1 aprimei which we will show can never hap-
 pen Becausesumj+1
 i=1 bprimei le sumj+1
 i=1 aprimei we have aprime
 j+1 ge bprimej+1 = bik But
 because the aprimei are monotone nonincreasing we have
 aprimeikminus1+1 ge middot middot middot ge aprime
 j ge aprimej+1 ge bik
 Because bprimei le bik for ikminus1 + 1 le i lt j and bprime
 j = bik minus 1 we must have
 jsum
 i=ikminus1+1
 bprimei lt
 jsum
 i=ikminus1+1
 aprimei (B1)
 Combining (B1) with the fact thatsumikminus1
 i=1 bprimei le sumikminus1
 i=1 aprimei we finally
 have
 jsum
 i=1
 bprimei lt
 jsum
 i=1
 aprimei
 which contradicts the assumption thatsumj
 i=1 bprimei = sumj
 i=1 aprimei
 The preceding arguments imply that we can always switchbprime
 j and bprimej+1 and maintain (13) if
 bprimej = bik minus 1 bprime
 j+1 = bik
 After a finite number of such switches all of the birsquos in this block mustbe ordered from largest to smallest bprime
 ikminus1+1 ge middot middot middot ge bprimeik which easily
 leads to the conclusion that bprime ≺ aprime[Received September 2003 Revised June 2004]
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 from N iid samples T1 TN drawn from q(T) Furthermoreif we are interested in evaluating micro = Epf (T) then we can usethe weighted average
 micro =sumN
 i=1 f (Ti)(p(Ti)q(Ti))sumNi=1(p(Ti)q(Ti))
 =sumN
 i=1 f (Ti)(1q(Ti))sumNi=1(1q(Ti))
 (2)
 as an estimate of micro For example if we let
 f (T) = 1χ2 statistic of Tges
 then (2) estimates the p value of the observed chi-square statis-tic s
 The standard error of micro can be simply estimated by furtherrepeated sampling A more analytical method is to approximatethe denominator of micro by the δ-method so that
 std(micro) asymp(
 varq
 f (T)
 p(T)
 q(T)
 + micro2 varq
 p(T)
 q(T)
 minus 2micro covq
 f (T)
 p(T)
 q(T)
 p(T)
 q(T)
 )12N12
 However because this standard deviation is dependent on theparticular function of interest it is also useful to considera ldquofunction-freerdquo criterion the effective sample size (ESS)(Kong Liu and Wong 1994) to measure the overall efficiencyof an importance sampling algorithm
 ESS = N
 1 + cv2
 where the coefficient of variation (CV) is defined as
 cv2 = varq p(T)q(T)E2
 q p(T)q(T)
 which is equal to varq1q(T)E2q1q(T) for the current
 problem The cv2 is simply the chi-square distance between thetwo distributions p and q the smaller it is the closer the twodistributions are Heuristically the ESS measures how many iidsamples are equivalent to the N weighted samples Throughoutthe article we use cv2 as a measure of efficiency for an im-portance sampling scheme In practice the theoretical value ofthe cv2 is unknown so its sample counterpart is used to esti-mate cv2 that is
 cv2 asympsumN
 i=11q(Ti) minus [sumNj=1 1q(Tj)]N2(N minus 1)
 [sumNj=1 1q(Tj)]N2
 where T1 TN are N iid samples drawn from q(T)A central problem in importance sampling is constructing
 a good trial distribution q(middot) Because the target space rc israther complicated it is not immediately clear what proposaldistribution q(T) can be used Note that
 q(T = (t1 tn)
 )
 = q(t1)q(t2|t1)q(t3|t2 t1) middot middot middotq(tn|tnminus1 t1) (3)
 where t1 tn denote the configurations of the columns of TThis factorization suggests that it is perhaps a fruitful strategyto generate the table sequentially column by column and usethe partially sampled table to guide the sampling of the next
 column More precisely the first column of the table is sam-pled conditional on its marginal sum c1 Conditional on the re-alization of the first column the row sums are updated and thesecond column is sampled in a similar manner This procedureis repeated until all of the columns are sampled The recursivenature of (3) gives rise to the name sequential importance sam-pling A general theoretical framework for SIS was given by Liuand Chen (1998) SIS is in fact just an importance sampling al-gorithm but the design of the proposal distribution is adaptivein nature
 3 SAMPLING ZEROndashONE TABLES THEORYAND IMPLEMENTATION
 To avoid triviality we assume throughout the article that noneof the row or column sums is 0 none of the row sums is n andnone of the column sums is m For the first column we needto choose c1 of the m possible positions to put 1rsquos in Supposethat the c1 rows that we choose are i1 ic1 Then we needconsider only the new m times (n minus 1) subtable The row sums ofthe new table are updated by subtracting the respective numbersin the first column from the original row sums Then the sameprocedure can be applied to sample the second column
 For convenience we let r(l)j j = 1 m denote the updated
 row sums after the first l minus 1 columns have been sampled Forexample r(1)
 j = rj and after sampling the positions i1 ic1
 for the first column we have
 r(2)j =
 r(1)
 j minus 1 if j = ik for some 1 le k le c1
 r(1)j otherwise
 (4)
 Let c(l)j j = 1 n minus (l minus 1) l = 1 n denote the updated
 column sums after we have sampled the first l minus 1 columnsThat is after sampling the first l minus 1 columns we update thelth column in the original table to the first ldquocurrent columnrdquo sothat (c(l)
 1 c(l)nminus(lminus1)) = (cl cn)
 A naive way to sample the c1 nonzero positions for thefirst column (and subsequently the other columns) is fromthe uniform distribution which can be rapidly executed Butthis method turns out to be very inefficient the cv2 routinelyexceeds 10000 making the effective sample size very smallAlthough it is perhaps helpful to apply the resampling idea (Liuand Chen 1998) a more direct way to improve efficiency is todesign a better sampling distribution Intuitively we want toput a ldquo1rdquo in position i if the row sum ri is very large and a ldquo0rdquootherwise To achieve this goal we adopt here the conditional-Poisson (CP) sampling method described by Brewer and Hanif(1983) and Chen Dempster and Liu (1994)
 31 Sampling From the Conditional Poisson Distribution
 Let
 Z = (Z1 Zm) (5)
 be independent Bernoulli trials with probability of successesp = (p1 pm) Then the random variable
 SZ = Z1 + middot middot middot + Zm
 is said to follow the Poisson-binomial distribution In the nextsection we provide some choices of the pi for the zerondashone table
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 simulation The conditional distribution of Z given SZ is calledthe CP distribution If we let wi = pi(1 minus pi) then it is easy tosee that
 P(Z1 = z1 Zm = zm|SZ = c) propmprod
 k=1
 wzkk (6)
 Chen et al (1994) and Chen and Liu (1997) provided fiveschemes to sample from the CP distribution we adopt theirdrafting sampling method here Sampling from the CP distri-bution as defined in (6) can be described through sampling cunits without replacement from the set 1 m with proba-bility proportional to the product of each unitrsquos ldquoweightrdquo wi LetAk (k = 0 c) denote the set of selected units after k drawsThus A0 = empty and Ac is the final sample that we obtain At thekth step of the drafting sampling (k = 1 c) a unit j isin Ac
 kminus1is selected into the sample with probability
 P( jAckminus1) = wjR(c minus kAc
 kminus1 j)
 (c minus k + 1)R(c minus k + 1Ackminus1)
 where
 R(sA) =sum
 BsubA|B|=s
 (prod
 iisinB
 wi
 )
 Most of the computing time required by this sampling proce-dure is spent on calculating R(sA) through the recursive for-mula R(sA) = R(sAs)+wsR(sminus1As) and the wholeprocess is of order O(s|A|) (See Chen et al 1994 Chen and Liu1997 for more details on CP sampling and its applications)
 32 Justification of the Conditional-Poisson Sampling
 The following theorem the proof of which is given in Ap-pendix A provides some insight on why the CP distribution isdesirable in the sequential sampling of zerondashone tables
 Theorem 1 For the uniform distribution over all mtimesn zerondashone tables with given row sums r1 rm and first columnsum c1 the marginal distribution of the first column is thesame as the conditional distribution of Z [defined by (6)] givenSZ = c1 with pi = rin
 Because the desired (true) marginal distribution for thefirst column t1 is p(t1) = P(t1|r1 rm c1 cn) it isnatural to let the sampling distribution of t1 be q(t1) =P(t1|r1 rm c1) which is exactly the CP distribution withpi = rin Suppose that we have sampled the first l minus 1 columnsduring the process we then update the current number ofcolumns left nminus (lminus1) and the current row sums r(l)
 i and gen-erate column l with the CP sampling method using the weightsr(l)
 i [n minus (l minus 1) minus r(l)i ] Because the CP distribution q(t1) is not
 exactly the same as the true marginal distribution of t1 we maywant to adjust the weights to make q(t1) closer to p(t1) seeSection 7 for further discussion In our experience howeverCP sampling without any adjustment of the weights already ex-hibited very good performance (see the examples in Sec 6)During the sampling process if any row sum equals 0 (or thenumber of rows left) then one can fill that row by 0 (or 1) andremove it from further consideration
 One requirement for an importance sampling algorithm towork is that the support of the proposal distribution q(middot) must
 contain the support of the target distribution p(middot) It is easy tosee that for any zerondashone table T that satisfies the row and col-umn sum constraints its first column t1 has a nonzero sam-pling probability q(t1) The same argument applies recursivelyto q(t2|t1) and so on which shows that q(T) gt 0 In fact thesupport of q(middot) is larger than rc (see Sec 4) and a more del-icate SIS algorithm is provided in Section 4 guaranteeing thatthe support of the proposal distribution is the same as rc
 The asymptotic analysis of Good and Crook (1977) providedanother intuition for the use of CP sampling In particular theygave the following approximation to the number of zerondashonematrices with fixed row sums r = (r1 r2 rm) and columnsums c = (c1 c2 cn)
 |rc| sim rc equivprodm
 i=1
 (nri
 )prodnj=1
 (mcj
 )
 (mnM
 ) (7)
 where M = summi=1 ri = sumn
 j=1 cj Let v(i1 ic1) be the zerondashone vector of length m that has ikth component equal to 1 for1 le k le c1 and all other components equal to 0 For a particu-lar configuration of the first column t1 = v(i1 ic1) we letr(2) = (r(2)
 1 r(2)m ) and c(2) = (c2 cn) be the updated row
 and column sums as defined in (4) Then by approximation (7)we have
 p(t1 = v
 (i1 ic1
 )) asymp r(2)c(2)
 rcprop
 c1prod
 k=1
 rik
 n minus rik
 Thus this approximation also suggests that we should samplethe first column according to the CP distribution with weightsproportional to ri(n minus ri)
 Beacutekeacutessy et al (1972) gave another asymptotic result for |rc||rc| sim lowast
 rc equiv Mprodmi=1 riprodn
 j=1 cjeminusα(rc) (8)
 where
 α(r c) = 2[summ
 i=1
 (ri2
 )][sumnj=1
 (cj2
 )](summ
 i=1 ri)(sumn
 j=1 cj)
 = 1
 2M2
 msum
 i=1
 (r2i minus ri)
 nsum
 j=1
 (c2j minus cj)
 This approximation has been proven to work well for large andsparse zerondashone matrices By (8) we have
 p(t1 = v
 (i1 ic1
 )) asymp lowastr(2)c(2)
 lowastrc
 propc1prod
 k=1
 rik eminusα(r(2)c(2))
 We note that
 α(r(2) c(2)
 ) =sumn
 j=2(c2j minus cj)
 (M minus c1)2
 msum
 i=1
 (r(2)
 i
 2
 )
 andsumm
 i=1
 (r(2)i2
 ) = summi=1(r
 2i minus ri)2 + c1 minus sumc1
 k=1 rik Hence
 lowastr(2)c(2)
 lowastrc
 propc1prod
 k=1
 rik edrik
 where d = sumnj=2(c
 2j minus cj)(M minus c1)
 2 Thus another CP sam-pling distribution can be conducted with the weights propor-tional to riedri
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 Although it is not clear whether the approximations (7) or (8)are accurate for a given table we observed that these twoCP-based SIS methods performed similarly well in all of thesettings that we have tested and were extremely accurate whenthe marginal sums do not vary much For the rest of the arti-cle we focus on the CP sampling strategy based on approxi-mation (7) (see Chen 2001 for further discussion of differentsampling strategies for zerondashone tables)
 4 A MORE DELICATE SEQUENTIAL IMPORTANCESAMPLING METHOD
 Although the SIS procedure described in the previous sectionis already very effective we found that sometimes the samplingcannot proceed after a few columns have been generated be-cause no valid zerondashone table can be produced For examplesuppose that we want to sample tables with row sums 4 42 and 1 and column sums 3 3 3 1 and 1 If we happen todraw the first column as (1011)T and the second column as(1110)T then we would have no way to sample the thirdcolumn In the following we show that there exists an easy-to-check condition that guarantees the existence of subtables withthe updated row and column sums This condition helps us de-velop a more delicate SIS procedure for sampling more effi-ciently from rc Before we describe the procedure we firstprovide some background (see Marshall and Olkin 1979 formore details)
 Definition 1 For any x = (x1 xn) isin Rn we letx[1] ge middot middot middot ge x[n] denote the components of x in decreasing or-der For xy isinRn we define x ≺ y if
 ksum
 i=1
 x[i] leksum
 i=1
 y[i] k = 1 n minus 1
 nsum
 i=1
 x[i] =nsum
 i=1
 y[i]
 (9)
 When x ≺ y x is said to be majorized by y (y majorizes x)
 Lemma 1 Suppose that ( j1 jn) is a permutation of(1 n) Then x ≺ y implies that
 ksum
 i=1
 xji leksum
 i=1
 y[i] k = 1 n minus 1
 nsum
 i=1
 xji =nsum
 i=1
 y[i]
 (10)
 Proof Because x[1] ge middot middot middot ge x[n] are the components of x indecreasing order and ( j1 jn) is a permutation of (1 n)we have
 ksum
 i=1
 xji leksum
 i=1
 x[i] k = 1 n minus 1
 nsum
 i=1
 xji =nsum
 i=1
 x[i]
 (11)
 x ≺ y implies (9) The lemma follows immediately from(11) and (9)
 Definition 2 Let a1a2 an be nonnegative integers anddefine
 alowastj = ai ai ge j j = 12
 The sequence alowast1alowast
 2alowast3 is said to be conjugate to a1a2
 an Note that the conjugate sequence alowasti is always nonin-
 creasing and is independent of the order of the ai
 Lemma 2 (Gale 1957 Ryser 1957) Let r1 rm be non-negative integers not exceeding n and c1 cn be nonneg-ative integers not exceeding m A necessary and sufficientcondition for the existence of an m times n zerondashone table with rowsums r1 rm and column sums c1 cn is that
 c equiv (c1 cn) ≺ (rlowast1 rlowast
 n) equiv rlowast
 or equivalently r equiv (r1 rm) ≺ (clowast1 clowast
 m) equiv clowast
 Because the size of rc does not depend on the order of therow sums we can arrange that r1 ge middot middot middot ge rm without loss ofgenerality Let the conjugate of (c(1)
 1 c(1)n ) = (c1 cn)
 be (c(1)lowast1 c(1)lowast
 n ) The conjugate of (c(2)1 c(2)
 nminus1) denoted
 by (c(2)lowast1 c(2)lowast
 nminus1) is
 c(2)lowastj =
 c(1)lowast
 j minus 1 1 le j le c1
 c(1)lowastj j gt c1
 From Lemma 2 we know that a necessary and sufficient con-dition for the existence of an m times (n minus 1) zerondashone table withrow sums r(2)
 1 r(2)m and column sums c(2)
 1 c(2)nminus1 is that
 r(2) equiv (r(2)
 1 r(2)m
 ) ≺ (c(2)lowast
 1 c(2)lowastm
 ) equiv c(2)lowastthat is
 ksum
 i=1
 r(2)[i] le
 ksum
 i=1
 c(2)lowasti k = 1 m minus 1
 msum
 i=1
 r(2)[i] =
 msum
 i=1
 c(2)lowasti
 where r[i] denotes the components of r in decreasing orderFrom Lemma 1 we know that r(2) ≺ c(2)lowast implies that
 ksum
 i=1
 r(2)i le
 ksum
 i=1
 c(2)lowasti k = 1 m minus 1
 msum
 i=1
 r(2)i =
 msum
 i=1
 c(2)lowasti
 (12)
 Thus (12) is clearly a necessary condition for the existence ofthe subtable with new row sums and column sums We prove inthe following theorem that it is also a sufficient condition
 Theorem 2 Let aprime = (aprime1 aprime
 n) b = (b1 bn) Supposethat aprime
 1 ge middot middot middot ge aprimen and b1 ge middot middot middot ge bn are all nonnegative integers
 and there are d ge 1 nonzero components in b Pick any dprime 1 ledprime le d nonzero components from b say bk1 bkdprime Definebprime = (bprime
 1 bprimen) as
 bprimej =
 bj minus 1 if j = ki for some 1 le i le dprimebj otherwise
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 and suppose that bprime satisfies
 ksum
 i=1
 bprimei le
 ksum
 i=1
 aprimei k = 1 n minus 1
 nsum
 i=1
 bprimei =
 nsum
 i=1
 aprimei
 (13)
 Then bprime is majorized by aprime
 The proof of Theorem 2 is given in Appendix B The reasonthat this result is not entirely trivial is that bprime is not necessar-ily ordered For example if aprime = (4421) b = (4431)and dprime = 1 then bprime might be (3431) To see that the the-orem implies that condition (12) is necessary and sufficientwe let aprime = c(2)lowast b = r(1) (= r) and bprime = r(2) and let con-dition (12) hold Theorem 2 implies that bprime ≺ aprime or equiva-lently r(2) ≺ c(2)lowast which according to Lemma 2 guaranteesthat there exists some zerondashone subtable having the new rowsums r(2) and column sums c(2)
 Although we do not know r(2) before we sample thefirst column we can restate condition (12) from the currentr(1) and c(2)lowast For each 1 le k le m we compare
 sumki=1 ri andsumk
 i=1 c(2)lowasti
 bull Ifsumk
 i=1 ri gtsumk
 i=1 c(2)lowasti then we must put at leastsumk
 i=1 ri minus sumki=1 c(2)lowast
 i 1rsquos at or before the kth row in thefirst column For convenience we may call k a knot
 bull Ifsumk
 i=1 ri le sumki=1 c(2)lowast
 i then there is no restriction at thekth row
 These two conditions can be summarized by two vectorsone vector recording the positions of the knots denoted by(k[1] k[2] ) and the other vector recording how many 1rsquoswe must put at or before those knots denoted by (v[1]v[2] )To make the conditions easier to implement we eliminate someredundant knots
 a If v[ j] le v[i] for some j gt i then we ignore knot k[ j]b If v[ j] minus v[i] ge k[ j] minus k[i] for some j gt i then we ignore
 knot k[i] If the restriction on knot k[ j] is satisfied then it willguarantee that the restriction on knot k[i] is also satisfied
 Using the foregoing conditions we design the following moredelicate CP sampling strategy
 bull We are required to place at least v[1] but no more thanmin(k[1] c1) 1rsquos at or before row k[1] So we assign equalprobability to these choices that is
 q1(number of 1rsquos at or before row k[1]) = i
 = 1
 min(k[1] c1) minus v[1] + 1
 for v[1] le i le min(k[1] c1)bull After the number of 1rsquos o1 at or before row k[1] is chosen
 according to the foregoing distribution we pick the o1 po-sitions between row 1 and row k[1] using the CP samplingwith weights ri(n minus ri) (See Sec 7 for other choices ofweights Sampling uniformly instead of using the CP dis-tribution for this step can reduce the algorithmrsquos efficiencyby several orders of magnitude)
 bull After o1 positions have been chosen for knot 1 we con-sider knot 2 conditional on the 1rsquos that we have alreadyplaced at or before knot 1 Because we are required toplace at least v[2] 1rsquos at or before row k[2] the numberof 1rsquos o2 that we could put between knot 1 and knot 2ranges from max(v[2]minuso10) to min(k[2]minusk[1] c1minuso1)We assign equal probability to all of these choices for o2Then we pick the o2 positions between row k[1] and k[2]once again using CP sampling
 bull We continue the procedure until all of the knots in col-umn 1 have been considered
 bull After we have completed the first column we record theprobability q(t1) of getting such a sample for the firstcolumn update the row sums rearrange the updated rowsums in decreasing order and repeat the procedure withthe second column
 The foregoing more delicate CP sampling strategy improveson the basic CP sampling by checking the existence of sub-tables with the updated row and column sums when samplingeach column The support of the basic CP sampling strategyproposed in Section 32 is larger than rc (the set of all m times nzerondashone tables with row sums r and column sums c) Lemma 2and Theorem 2 guarantee that we can always have a valid tablein rc by the more delicate CP sampling Therefore the sup-port for the more delicate CP sampling strategy is the sameas rc This allows us to sample more efficiently from rcwithout generating any invalid tables The reader may want tolook ahead to Section 6 for examples
 5 SAMPLING CONTINGENCY TABLES
 Sampling from contingency tables is much easier to imple-ment than sampling from zerondashone tables because there arefewer restrictions on the values that each entry can take Fora contingency table given positive row sums r1 rm and col-umn sums c1 cn the necessary and sufficient condition forthe existence of a contingency table with such row and columnsums is
 r1 + r2 + middot middot middot + rm = c1 + c2 + middot middot middot + cn equiv M
 This is much simpler than the GalendashRyser condition whichmakes the whole procedure much simpler to implement
 We still sample column by column as we did for zerondashone ta-bles Suppose that the element at the ith row and the jth columnis aij We start from the first column We have that a11 mustsatisfy
 0 le a11 le r1
 c1 minusmsum
 i=2
 ri = c1 + r1 minus M le a11 le c1
 So combining the two equations we have
 max(0 c1 + r1 minus M) le a11 le min(r1 c1)
 It is also easy to see that this is the only condition that a11 needsto satisfy Recursively suppose that we have chosen ai1 = aprime
 i1
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 for 1 le i le k minus 1 Then the only restriction on ak1 is
 max
 (0
 (c1 minus
 kminus1sum
 i=1
 aprimei1
 )minus
 msum
 i=k+1
 ri
 )
 le ak1 le min
 (rk c1 minus
 kminus1sum
 i=1
 aprimei1
 )
 Thus we need to consider only the strategy for sampling a11and can apply the same strategy recursively to sample othercells
 If we collapse columns 2 to m and rows 2 to n to forma 2 times 2 table with a11 as the only variable then the uniformdistribution on all tables implies that a11 is uniform in itsrange [max(0 c1 + r1 minus M)min(r1 c1)] However if we con-sider both a11 and a21 simultaneously (ie the original tableis collapsed into a 3 times 2 table) then for each a11 = x thechoices of a21 range from max(0 c1 + r1 + r2 minus M minus x) tomin(r2 c1 minus x) Thus if our goal is to sample a 3 times 2 tableuniformly then we should have
 P(a11 = x)
 prop min(r2 c1 minus x) minus max(0 c1 + r1 + r2 minus M minus x) + 1
 An analog of conditional Poisson sampling could be developedOur examples in Section 6 show however that the simple uni-form sampling of a11 seems to have already worked very well
 6 APPLICATIONS AND SIMULATIONS
 In the examples in this section we generated zerondashone tablesby the more delicate CP sampling with weights proportionalto r(l)
 i [n minus (l minus 1) minus r(l)i ] (see Sec 4) which we call the CP
 sampling for abbreviation Contingency tables are generated bythe SIS algorithm proposed in Section 5 All examples werecoded in C language and run on an Athlon workstation witha 12-GHz processor
 61 Counting ZerondashOne Tables
 Here we apply the SIS procedure described in Section 4 toestimate the number of zerondashone tables with given row sumsr1 r2 rm and column sums c1 c2 cn Because the or-dering of the column or row sums does not affect the total num-ber of tables in the following examples we attempt to arrangethe rows and columns in such a way that the cv2 is made smallWe discuss some heuristic rules for arranging the rows andcolumns to achieve a low cv2 in Section 7
 We first tested our method on counting the number of 12times12zerondashone tables with all marginal sums equal to 2 which isa subset of the 12 times 12 ldquomagic squaresrdquo For CP sampling thecv2 of the weights was 04 It took about 1 second to obtain10000 tables and their weights using the delicate SIS proce-dure described in Section 4 The average of the weights givesrise to an estimate of (2196 plusmn 004) times 1016 where the numberafter the ldquoplusmnrdquo sign is the standard error For this table the ex-act answer of 21959547410077200 was given by Wang andZhang (1998) Although Wang and Zhangrsquos formula providesa fast answer to this problem it is often difficult to quickly com-pute their formula for larger zerondashone tables
 Figure 1 Histogram of 1000 Importance Weights
 Counting the number of tables with the same marginal sumsas the finch data (see Table 1) is a more challenging exerciseThe last row of the original table is removed because it consistsof all 1rsquos and will not affect the counting We ordered the 17 col-umn sums from the largest to the smallest and applied the CPsampling which gives a cv2 of around 1 With 10000 sampleswhich took about 10 seconds we estimated the total numberof zerondashone tables to be (672 plusmn 07) times 1016 As a verificationwe obtained a more accurate estimate of 67150 times 1016 basedon 108 samples Here the exact answer was computed for us byDavid desJardins using a clever divide-and-conquer algorithmHis program (confirmed by an independent check) gives exactly67149106137567626 tables We see that the SIS algorithmgives a very accurate approximation Figure 1 a histogram of1000 importance weights shows that the weights are tightlydistributed in a relatively small range The ratio of the maxi-mum weight over the median weight is about 10
 To further challenge our method we randomly generateda 50 times 50 table for which the probability for each cell to be 1is 2 The row sums of the table are
 10811111311109791016119
 1214127910106118981412
 5101087810101461071346
 89151112106
 and the column sums are
 9612119881191113710897
 83101113751110910139977
 681012812161215121313107
 1213611
 We ordered the column sums from largest to smallest andused CP sampling which gave a cv2 of around 03 Based on100 samples which took a few minutes to generate we esti-mated that the total number of zerondashone tables with these mar-ginal sums was (77 plusmn 1) times 10432
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 Because our method generally works well when the marginalsums do not vary much we tried another example for whichthe marginal sums were forced to vary considerably We gen-erated a 50 times 50 table with cell (i j) being 1 with probabilityexp(minus63(i + j minus 2)(m + n minus 2)) which gave rise to the rowsums
 14141918111212101316812
 6156712112385942414
 45233111211213313
 21112
 and the column sums
 141314131312148119108
 98471096765681663
 23545222324311132
 23525
 With the same SIS method as in the previous case we had a cv2
 of 2 Based on 1000 samples we estimated the total numberof zerondashone tables with these margins as (89 plusmn 1) times 10242Based on 10000 samples the estimate was improved to(878 plusmn 05) times 10242 Finally we estimated the total numberof 100 times 100 zerondashone tables with all marginal sums equal to 2to be (296 plusmn 03) times 10314 based on 100 Monte Carlo samplesThe cv2 in this case was 008 showing again that the SIS ap-proach is extremely efficient In comparison we know of noMCMC-based algorithm that can achieve a comparable accu-racy for counting tables of these sizes with a reasonable amountof computing time
 62 Testing ZerondashOne Tables in Ecology
 For the finch data the observed test statistic (1) as sug-gested by Roberts and Stone (1990) is 531 We applied theCP-based SIS to approximate the p value of this statistic Ouralgorithm took about 10 seconds to generate 10000 tablesbased on which we estimated the p value as (4 plusmn 28) times 10minus4A longer simulation of 1000000 SIS samples gave an estimateof (396plusmn 36)times10minus4 which took about 18 minutes Thus thereis strong evidence against the null hypothesis of a uniform dis-tribution conditional on the marginal sum The null distributionof the test statistic in the form of a histogram (computed usingthe weighted samples) is given in Figure 2
 The following MCMC algorithm has been proposed to sim-ulate from the uniform distribution of the tables and to estimatethe p value (Besag and Clifford 1989 Cobb and Chen 2003)Pick two rows and two columns at random if the intersectionof the two rows and two columns are one of the following twotypes
 1 0or
 0 10 1 1 0
 then switch to the other type otherwise stay at the orig-inal table Within 18 minutes this MCMC scheme gener-ated 15000000 samples giving an estimated p value of(356 plusmn 68) times 10minus4 Thus the SIS algorithm is about fourtimes more efficient than the MCMC algorithm (to achieve the
 Figure 2 Approximated Null Distribution of the Test Statistic Basedon 10000 Weighted Samples The vertical line indicates the ob-served S2(T0)
 same standard error) on this example We note that for morecomplex functionals say E(S2) the relative efficiency of SIScan be even higher
 Sanderson (2000) described a method for generating zerondashone tables with fixed margins which he applied to the finch datawith an implied belief that the tables obtained are uniformlydistributed His method does not produce uniformly distributedtables however For example for the set of 3 times 3 tables withmarginal sums (221) for both the columns and the rows wefound that the probability for Sandersonrsquos method of generatingone of the five possible configurations is 3321512 but that ofgenerating each of the remaining configurations is 2951512Because Sandersonrsquos sampling method does not generate tablesuniformly the conclusion of his statistical hypothesis testing isquestionable
 Many other occurrence matrices describing the distributionof birds reptiles and mammals on oceanic archipelagoes ormountain ranges have been collected (see eg Cook and Quinn1995) To compare the SIS method with the MCMC algorithmwe analyzed another dataset of the distribution of 23 land birdson the 15 southern islands in the Gulf of California (Cody1983) The occurrence matrix has row sums 14 14 14 125 13 9 11 11 11 11 11 7 8 8 7 2 4 2 3 2 2 and 2and column sums 21 19 18 19 14 15 12 15 12 12 125 4 4 and 1 Based on 100000 sampled tables using the SISalgorithm which took about 5 minutes we estimated that thep value for the test statistic (1) is 053 plusmn 003 The MCMC al-gorithm took about 6 minutes to generate 2000000 samplesand estimated a p value is 052 plusmn 006 (using 500000 samplesas burn-in) This shows that the SIS algorithm is more than fourtimes faster than the MCMC algorithm for this example A longsimulation of 1000000 samples based on the SIS method gavean estimate of 0527 for the p value
 To compare the SIS and MCMC methods on a larger tablewe randomly generated a 100 times 10 table for which the proba-bility for each cell to be 1 is 3 The row sums of the table are27 33 31 25 35 32 31 29 21 and 26 and the column sumsare 2 2 3 4 4 4 3 3 4 3 4 1 0 3 3 5 5 5 1 6 3 1
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 1 5 3 2 4 1 2 1 3 2 3 3 0 3 4 5 1 4 3 2 1 1 16 3 2 4 0 2 3 4 2 2 5 1 3 2 2 3 3 3 5 4 3 5 4 54 4 2 6 6 5 2 3 2 0 3 4 3 5 4 2 3 1 3 3 2 2 3 22 2 2 3 2 2 and 3 Based on 10000 sampled tables usingthe SIS method which took about 35 seconds we estimatedthat the p value is 8894 plusmn 0027 The MCMC algorithm tookabout 35 seconds to generate 200000 samples and estimateda p value of 8913 plusmn 0298 (using 50000 samples as burn-in)This shows that the SIS algorithm is more than 100 times fasterthan the MCMC algorithm on this example A long simulationof 1000000 samples based on the SIS method gave an esti-mated p value of 8868
 We note that the foregoing comparison between SIS andMCMC focuses only on their efficiency in approximating p val-ues (ie the expectation of a step function) The results maydiffer if the expectation of another function is considered Forexample the SIS method estimates E(S2) even more efficientlythan MCMC
 63 Testing the Rasch Model
 Rasch (1960) proposed a simple linear logistic model to mea-sure a personrsquos ability based on his or her answers to a dichoto-mous response test Suppose that n persons are asked to answerm questions (items) We can construct a zerondashone matrix basedon all of the answers A 1 in cell (i j) means that the ith personanswered the jth question correctly and a 0 means otherwiseThe Rasch model assumes that each personrsquos ability is charac-terized by a parameter θi each itemrsquos difficulty is characterizedby a parameter βj and
 P(xij = 1) = eθiminusβj
 1 + eθiminusβj (14)
 where xij is the ith personrsquos answer to the jth question Theresponses xij are assumed to be independent The numbers ofitems answered correctly by each person (the column sums)are minimal sufficient statistics for the ability parameters andthe numbers of people answering each item correctly (the rowsums) are minimal sufficient statistics for the item difficulty pa-rameters
 The Rasch model has numerous attractive features and iswidely used for constructing and scoring educational and psy-chological tests (Fischer and Molenaar 1995) There is a con-siderable literature on testing the goodness of fit of the Raschmodel (see Glas and Verhelst 1995 for an overview) The va-lidity of most of the proposed tests relies on asymptotic the-ory a reliance that Rasch did not feel very comfortable with(Andersen 1995) In his seminal book Rasch (1960) proposeda parameter-free ldquoexactrdquo test based on the conditional distrib-ution of the zerondashone matrix of responses with the observedmarginal sums fixed It is easy to see that under model (14) allof the zerondashone tables are uniformly distributed conditional onthe row and column sums Because of the difficulty of accu-rately approximating the distribution of test statistics under thisuniform distribution Rasch never implemented his approachBesag and Clifford (1989) and Ponocny (2001) have studied us-ing Monte Carlo methods to test the Rasch model The concep-tually simpler and more efficient SIS strategy developed in thisarticle is also ideally suited for implementing Raschrsquos ideas Forexample Chen and Small (2004) showed that in testing for item
 bias (Kelderman 1989) the uniformly most powerful (UMP)unbiased test resulting from Raschrsquos idea (Ponocny 2001) isboth ldquoexactrdquo and highly powerful In a simulation study with100 samples it was shown that the SIS-based UMP unbiasedtest had a power of 90 at the 05 significance level whereas thepopular MantelndashHaenszel test proposed by Holland and Thayer(1988) had only power 41 Chen and Small (2004) also re-ported that the SIS approach is more efficient and accurate thanthe Monte Carlo methods developed by Ponocny (2001) andSnijders (1991)
 Here we study an example of the test of item bias for whichthe exact p value is known A similar version of the follow-ing example was considered by Ponocny (2001) and Chen andSmall (2004) The zerondashone matrix of responses is 100times6 withall person scores (ie row sums) equal to 3 and all item totals(ie column sums) equal to 50 There are two subgroups thefirst one consisting of the first 50 students Consider testing thealternative hypothesis that item 1 is biased with the test statistic
 f (T) = students in first subgroup
 who answer item 1 correctlyWe want to calculate the p value for a table T0 with f (T0) = 30that is to calculate P( f (T) ge 30|r c) under the Rasch modelBecause of the symmetry of the marginals and the fact that allmarginals are given the number of correct answers on item 1among the first 50 students is hypergeometrically distributed inparticular P( f (T) ge 30|r c) = 03567 under the Rasch model
 Based on 1000 sampled tables which took about 2 sec-onds for the CP sampling method we estimated a p valueof 0353 plusmn 0048 The MCMC algorithm took about 2 sec-onds to generate 1000000 samples and estimated a p value of0348 plusmn 0051 (using 300000 samples as burn-in) The MCMCand SIS algorithms gave similar performance on this exampleNotice that the test statistic is the number of 1rsquos among the first50 entries of the first column The Markov chain may have lessautocorrelation for this simple test statistic
 64 Contingency Tables
 To illustrate the SIS method described in Section 5 for count-ing the number of contingency tables we consider the two ex-amples discussed by Diaconis and Gangolli (1995) The firstexample is a 5 times 3 table with row sums 10 62 13 11 and 39and column sums 65 25 and 45 We observed that the small-est cv2 (107) was achieved when the column sums are arrangedfrom the largest to the smallest and row sums are arranged fromthe smallest to the largest We obtained 100000 Monte Carlosamples which took less than 1 second and provided us with theestimate of (2393plusmn 007)times108 The true value of 239382173was given by Diaconis and Gangolli (1995)
 Besides counting the number of tables the SIS method isalso useful for carrying out certain hypothesis tests for contin-gency tables The conditional volume test proposed by Diaconisand Efron (1985) addresses the question of whether the Pearsonchi-square statistic of a contingency table is ldquoatypicalrdquo whenthe observed table is regarded as a draw from the uniformdistribution over tables with the given marginal sums The ob-served chi-square statistic for the 5 times 3 table described earlieris 721821 With 1000000 Monte Carlo samples produced by
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 our SIS method which took about 2 seconds we estimateda p value for the conditional volume test of 7610 plusmn 0005A random-walk-based MCMC algorithm was discussed byDiaconis and Gangolli (1995) and can be described as followsPick two rows and two columns uniformly at random then addor subtract 1 in the four entries at the intersection of the tworows and two columns according to the following pattern
 + minusor
 minus +minus + + minus
 The two patterns are chosen with equal probability The randomwalk stays at the original table if the operation generates a neg-ative table entry This MCMC algorithm generated 800000samples in 2 seconds and estimated a p value of 77 plusmn 02(with 100000 samples as burn-in) Thus the CP sampling is1600 times faster than the MCMC algorithm for this exam-ple Diaconis and Gangolli (1995) gave the true value as 76086based on a 12-hour exhaustive enumeration
 The second example is a 4 times 4 table with row sums 220215 93 and 64 and column sums 108 286 71 and 127Ordering the row sums from largest to smallest and the col-umn sums from smallest to largest works best and yieldeda cv2 around 37 The estimate (for the total number of ta-bles) based on 1000000 samples which took 2 seconds was(1225plusmn 002)times1015 The true value of 1225914276768514was given by Diaconis and Gangolli (1995) Diaconis and Efron(1985) gave a formula for approximately counting the num-ber of tables with given row and column sums that estimates1235 times 1016 tables for this example Holmes and Jones (1996)estimated 1226 times 1016 tables by the rejection method We alsoperformed the conditional volume test for this example Basedon the 1000000 Monte Carlo samples that we generated forestimating the total number of tables we estimated the p valueto be 1532 plusmn 0008 In contrast the MCMC algorithm took thesame amount of time (2 seconds) to generate 800000 samplesand estimated a p value of 166 plusmn 003 (with 100000 samplesas burn-in) Therefore the SIS approach is about 14 times fasterthan the MCMC method for this problem
 Holmes and Jones (1996) gave another example with fiverow sums 9 49 182 478 and 551 and four column sums 9309 355 and 596 and showed that the approximation formulaof Diaconis and Efron (1985) does not work well A distinctivefeature of their example is that both the row and column sumshave very small values We tried SIS on this example using theoriginal order of the rows and ordering the column sums in de-creasing order The cv2 was around 7 so that the effective sam-ple size was about N(1 + 7) = 125 times N Holmes and Jonesrsquofirst algorithm has an acceptance rate of 97 and the revisedone has an acceptance rate of 125 In terms of effective sam-ple size our algorithm is as efficient as their revised algorithmHowever the SIS approach is simpler to implement and easierto understand than the revised algorithm of Holmes and Joneswhich requires calculating the coefficients of a product of somevery large polynomials
 For the Holmes and Jones example we estimated the to-tal number of tables to be (3384 plusmn 009) times 1016 based on1000000 SIS samples This took about 1 second to pro-duce Several estimates based on 108 samples were all around3383 times 1016 In contrast the estimates given by Holmes andJones (1996) are 3346 times 1016 and 3365 times 1016 which we be-lieve underestimate the true number of tables
 7 DISCUSSION
 In this article we have developed a set of sequential impor-tance sampling strategies for computing with zerondashone or con-tingency tables Our results show that these approaches are bothvery efficient and simple to implement Two distinctive featuresof our approach to sampling zerondashone tables are (a) it guaran-tees that sequential procedure always produces a valid tablethus avoiding wasting computational resources and (b) it usesthe CP sampling as the trial distribution to greatly increase itsefficiency
 For CP sampling we used weights proportional to r(l)i [n minus
 (l minus 1) minus r(l)i ] Because the CP distribution q(t1) is not exactly
 the same as the target distribution p(t1) (the marginal distribu-tion of the first column) we may want to adjust the weights tomake q(t1) closer to p(t1) One easy adjustment is to use theset of weights r(l)
 i [n minus (l minus 1) minus r(l)i ]u where u gt 0 can be
 chosen by the user One may use a small sample size to estimatethe cv2 and choose the u that gives the lowest cv2 This shouldnot take more than a few seconds For all of the zerondashone tablesthat we have tested the choice of u = 1 has worked very wellAlthough some small variation of u (eg ranging from 8 to 12)improved the efficiency of SIS a little we did not observe anydramatic effect for the examples that we considered
 We used several different orderings of row sums and columnsums Our experience is that for zerondashone tables it is best to or-der the column sums from largest to smallest This makes intu-itive sense because when we start with columns with many 1rsquoswe do not have many choices and q(tl|tlminus1 t1) must beclose to p(tl|tlminus1 t1) After such columns have been sam-pled the updated row sums will be greatly reduced whichwill cause q(tl|tlminus1 t1) to be closer to p(tl|tlminus1 t1)Because of the way in which we do the sampling we need toorder the row sums from largest to smallest Another option isto sample rows instead of columns Our experience is that ifthe number of rows is greater than the number of columns thensampling rows gives better results
 For contingency tables we found that listing the columnsums in decreasing order and listing the row sums in increasingorder works best The intuition is similar to that for zerondashonetables A surprising fact for contingency tables is that givena certain ordering of the row and column sums sampling thecolumns is the same as sampling the rows It is not difficult tocheck this fact by carrying out our sampling method Thus wedo not need to worry about whether exchanging the roles ofrows and columns provides better performance
 Because the tables produced by the SIS approach describedhere have a distribution very close to the target one (as evi-denced by the low cv2 values) the SIS method is markedlybetter than the available MCMC approach which typically hasa very long autocorrelation time especially for large tablesThis advantage of the SIS is reflected not only by a moreaccurate Monte Carlo approximation but also by a more re-liable estimate of the standard error of this approximationTo achieve the same accuracy SIS usually needs fewer tablescompared with the MCMC method therefore SIS becomeseven more attractive when evaluating the test statistic itself istime-consuming Furthermore estimating the normalizing con-stant of the target distribution is a rather straightforward step for
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 the SIS method but is much more difficult for MCMC strate-gies For the table-counting problem to our knowledge thereare no MCMC algorithms that can achieve an accuracy evenclose to that of the SIS approach
 APPENDIX A PROOF OF THEOREM 1
 We start by giving an algorithm for generating tables uniformlyfrom all m times n zerondashone tables with given row sums r1 rm andfirst column sum c1
 Algorithm1 For i = 1 m randomly choose ri positions from the ith row
 and put 1rsquos in The choices of positions are independent acrossdifferent rows
 2 Accept those tables with given first column sum c1
 It is easy to see that tables generated by this algorithm are uni-formly distributed over all m times n zerondashone tables with given row sumsr1 rm and first column sum c1 We can derive the marginal distri-bution of the first column based on this algorithm At step 1 we choosethe first cell at the ith row [ie the cell at position (i1)] to put 1 inwith probability
 (n minus 1r1 minus 1
 )(nr1
 )= r1n
 Because the choices of positions are independent across different rowsafter step 1 the marginal distribution of the first column is the same asthe distribution of Z [defined by (5)] with pi = rin Step 2 rejects thetables whose first column sum is not c1 This implies that after step 2the marginal distribution of the first column is the same as the condi-tional distribution of Z [defined by (6)] given SZ = c1 with pi = rin
 APPENDIX B PROOF OF THEOREM 2
 Suppose that there are l distinct values among b1 bn and as-sume that i1 lt middot middot middot lt il are the jump points that is
 bikminus1+1 = middot middot middot = bik gt bik+1 k = 1 l minus 1
 bilminus1+1 = middot middot middot = bil
 where i0 = 0 il = n Because bprimei equals bi or bi minus 1 and b is or-
 dered from largest to smallest it is clear that if we have ikminus1 lt i le ikand ik lt j le ik+1 for any i j k then bprime
 i ge bprimej But within each block
 from bprimeik
 to bprimeik+1
 some of the bprimeirsquos are equal to bik and the others are
 equal to bik minus 1 In other words the bprimeirsquos may not be ordered from
 largest to smallest in each block If there is a j such that ikminus1 lt j lt ikand
 bprimej = bik minus 1 bprime
 j+1 = bik
 then we show in the following that we can switch bprimej and bprime
 j+1 and stillmaintain property (13) There are two different cases to consider
 Case (a)sumj
 i=1 bprimei lt
 sumji=1 aprime
 i In this case of course property (13)still holds after we switch bprime
 j and bprimej+1 and obtain
 bprimej = bik bprime
 j+1 = bik minus 1
 Case (b)sumj
 i=1 bprimei = sumj
 i=1 aprimei which we will show can never hap-
 pen Becausesumj+1
 i=1 bprimei le sumj+1
 i=1 aprimei we have aprime
 j+1 ge bprimej+1 = bik But
 because the aprimei are monotone nonincreasing we have
 aprimeikminus1+1 ge middot middot middot ge aprime
 j ge aprimej+1 ge bik
 Because bprimei le bik for ikminus1 + 1 le i lt j and bprime
 j = bik minus 1 we must have
 jsum
 i=ikminus1+1
 bprimei lt
 jsum
 i=ikminus1+1
 aprimei (B1)
 Combining (B1) with the fact thatsumikminus1
 i=1 bprimei le sumikminus1
 i=1 aprimei we finally
 have
 jsum
 i=1
 bprimei lt
 jsum
 i=1
 aprimei
 which contradicts the assumption thatsumj
 i=1 bprimei = sumj
 i=1 aprimei
 The preceding arguments imply that we can always switchbprime
 j and bprimej+1 and maintain (13) if
 bprimej = bik minus 1 bprime
 j+1 = bik
 After a finite number of such switches all of the birsquos in this block mustbe ordered from largest to smallest bprime
 ikminus1+1 ge middot middot middot ge bprimeik which easily
 leads to the conclusion that bprime ≺ aprime[Received September 2003 Revised June 2004]
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 simulation The conditional distribution of Z given SZ is calledthe CP distribution If we let wi = pi(1 minus pi) then it is easy tosee that
 P(Z1 = z1 Zm = zm|SZ = c) propmprod
 k=1
 wzkk (6)
 Chen et al (1994) and Chen and Liu (1997) provided fiveschemes to sample from the CP distribution we adopt theirdrafting sampling method here Sampling from the CP distri-bution as defined in (6) can be described through sampling cunits without replacement from the set 1 m with proba-bility proportional to the product of each unitrsquos ldquoweightrdquo wi LetAk (k = 0 c) denote the set of selected units after k drawsThus A0 = empty and Ac is the final sample that we obtain At thekth step of the drafting sampling (k = 1 c) a unit j isin Ac
 kminus1is selected into the sample with probability
 P( jAckminus1) = wjR(c minus kAc
 kminus1 j)
 (c minus k + 1)R(c minus k + 1Ackminus1)
 where
 R(sA) =sum
 BsubA|B|=s
 (prod
 iisinB
 wi
 )
 Most of the computing time required by this sampling proce-dure is spent on calculating R(sA) through the recursive for-mula R(sA) = R(sAs)+wsR(sminus1As) and the wholeprocess is of order O(s|A|) (See Chen et al 1994 Chen and Liu1997 for more details on CP sampling and its applications)
 32 Justification of the Conditional-Poisson Sampling
 The following theorem the proof of which is given in Ap-pendix A provides some insight on why the CP distribution isdesirable in the sequential sampling of zerondashone tables
 Theorem 1 For the uniform distribution over all mtimesn zerondashone tables with given row sums r1 rm and first columnsum c1 the marginal distribution of the first column is thesame as the conditional distribution of Z [defined by (6)] givenSZ = c1 with pi = rin
 Because the desired (true) marginal distribution for thefirst column t1 is p(t1) = P(t1|r1 rm c1 cn) it isnatural to let the sampling distribution of t1 be q(t1) =P(t1|r1 rm c1) which is exactly the CP distribution withpi = rin Suppose that we have sampled the first l minus 1 columnsduring the process we then update the current number ofcolumns left nminus (lminus1) and the current row sums r(l)
 i and gen-erate column l with the CP sampling method using the weightsr(l)
 i [n minus (l minus 1) minus r(l)i ] Because the CP distribution q(t1) is not
 exactly the same as the true marginal distribution of t1 we maywant to adjust the weights to make q(t1) closer to p(t1) seeSection 7 for further discussion In our experience howeverCP sampling without any adjustment of the weights already ex-hibited very good performance (see the examples in Sec 6)During the sampling process if any row sum equals 0 (or thenumber of rows left) then one can fill that row by 0 (or 1) andremove it from further consideration
 One requirement for an importance sampling algorithm towork is that the support of the proposal distribution q(middot) must
 contain the support of the target distribution p(middot) It is easy tosee that for any zerondashone table T that satisfies the row and col-umn sum constraints its first column t1 has a nonzero sam-pling probability q(t1) The same argument applies recursivelyto q(t2|t1) and so on which shows that q(T) gt 0 In fact thesupport of q(middot) is larger than rc (see Sec 4) and a more del-icate SIS algorithm is provided in Section 4 guaranteeing thatthe support of the proposal distribution is the same as rc
 The asymptotic analysis of Good and Crook (1977) providedanother intuition for the use of CP sampling In particular theygave the following approximation to the number of zerondashonematrices with fixed row sums r = (r1 r2 rm) and columnsums c = (c1 c2 cn)
 |rc| sim rc equivprodm
 i=1
 (nri
 )prodnj=1
 (mcj
 )
 (mnM
 ) (7)
 where M = summi=1 ri = sumn
 j=1 cj Let v(i1 ic1) be the zerondashone vector of length m that has ikth component equal to 1 for1 le k le c1 and all other components equal to 0 For a particu-lar configuration of the first column t1 = v(i1 ic1) we letr(2) = (r(2)
 1 r(2)m ) and c(2) = (c2 cn) be the updated row
 and column sums as defined in (4) Then by approximation (7)we have
 p(t1 = v
 (i1 ic1
 )) asymp r(2)c(2)
 rcprop
 c1prod
 k=1
 rik
 n minus rik
 Thus this approximation also suggests that we should samplethe first column according to the CP distribution with weightsproportional to ri(n minus ri)
 Beacutekeacutessy et al (1972) gave another asymptotic result for |rc||rc| sim lowast
 rc equiv Mprodmi=1 riprodn
 j=1 cjeminusα(rc) (8)
 where
 α(r c) = 2[summ
 i=1
 (ri2
 )][sumnj=1
 (cj2
 )](summ
 i=1 ri)(sumn
 j=1 cj)
 = 1
 2M2
 msum
 i=1
 (r2i minus ri)
 nsum
 j=1
 (c2j minus cj)
 This approximation has been proven to work well for large andsparse zerondashone matrices By (8) we have
 p(t1 = v
 (i1 ic1
 )) asymp lowastr(2)c(2)
 lowastrc
 propc1prod
 k=1
 rik eminusα(r(2)c(2))
 We note that
 α(r(2) c(2)
 ) =sumn
 j=2(c2j minus cj)
 (M minus c1)2
 msum
 i=1
 (r(2)
 i
 2
 )
 andsumm
 i=1
 (r(2)i2
 ) = summi=1(r
 2i minus ri)2 + c1 minus sumc1
 k=1 rik Hence
 lowastr(2)c(2)
 lowastrc
 propc1prod
 k=1
 rik edrik
 where d = sumnj=2(c
 2j minus cj)(M minus c1)
 2 Thus another CP sam-pling distribution can be conducted with the weights propor-tional to riedri
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 Although it is not clear whether the approximations (7) or (8)are accurate for a given table we observed that these twoCP-based SIS methods performed similarly well in all of thesettings that we have tested and were extremely accurate whenthe marginal sums do not vary much For the rest of the arti-cle we focus on the CP sampling strategy based on approxi-mation (7) (see Chen 2001 for further discussion of differentsampling strategies for zerondashone tables)
 4 A MORE DELICATE SEQUENTIAL IMPORTANCESAMPLING METHOD
 Although the SIS procedure described in the previous sectionis already very effective we found that sometimes the samplingcannot proceed after a few columns have been generated be-cause no valid zerondashone table can be produced For examplesuppose that we want to sample tables with row sums 4 42 and 1 and column sums 3 3 3 1 and 1 If we happen todraw the first column as (1011)T and the second column as(1110)T then we would have no way to sample the thirdcolumn In the following we show that there exists an easy-to-check condition that guarantees the existence of subtables withthe updated row and column sums This condition helps us de-velop a more delicate SIS procedure for sampling more effi-ciently from rc Before we describe the procedure we firstprovide some background (see Marshall and Olkin 1979 formore details)
 Definition 1 For any x = (x1 xn) isin Rn we letx[1] ge middot middot middot ge x[n] denote the components of x in decreasing or-der For xy isinRn we define x ≺ y if
 ksum
 i=1
 x[i] leksum
 i=1
 y[i] k = 1 n minus 1
 nsum
 i=1
 x[i] =nsum
 i=1
 y[i]
 (9)
 When x ≺ y x is said to be majorized by y (y majorizes x)
 Lemma 1 Suppose that ( j1 jn) is a permutation of(1 n) Then x ≺ y implies that
 ksum
 i=1
 xji leksum
 i=1
 y[i] k = 1 n minus 1
 nsum
 i=1
 xji =nsum
 i=1
 y[i]
 (10)
 Proof Because x[1] ge middot middot middot ge x[n] are the components of x indecreasing order and ( j1 jn) is a permutation of (1 n)we have
 ksum
 i=1
 xji leksum
 i=1
 x[i] k = 1 n minus 1
 nsum
 i=1
 xji =nsum
 i=1
 x[i]
 (11)
 x ≺ y implies (9) The lemma follows immediately from(11) and (9)
 Definition 2 Let a1a2 an be nonnegative integers anddefine
 alowastj = ai ai ge j j = 12
 The sequence alowast1alowast
 2alowast3 is said to be conjugate to a1a2
 an Note that the conjugate sequence alowasti is always nonin-
 creasing and is independent of the order of the ai
 Lemma 2 (Gale 1957 Ryser 1957) Let r1 rm be non-negative integers not exceeding n and c1 cn be nonneg-ative integers not exceeding m A necessary and sufficientcondition for the existence of an m times n zerondashone table with rowsums r1 rm and column sums c1 cn is that
 c equiv (c1 cn) ≺ (rlowast1 rlowast
 n) equiv rlowast
 or equivalently r equiv (r1 rm) ≺ (clowast1 clowast
 m) equiv clowast
 Because the size of rc does not depend on the order of therow sums we can arrange that r1 ge middot middot middot ge rm without loss ofgenerality Let the conjugate of (c(1)
 1 c(1)n ) = (c1 cn)
 be (c(1)lowast1 c(1)lowast
 n ) The conjugate of (c(2)1 c(2)
 nminus1) denoted
 by (c(2)lowast1 c(2)lowast
 nminus1) is
 c(2)lowastj =
 c(1)lowast
 j minus 1 1 le j le c1
 c(1)lowastj j gt c1
 From Lemma 2 we know that a necessary and sufficient con-dition for the existence of an m times (n minus 1) zerondashone table withrow sums r(2)
 1 r(2)m and column sums c(2)
 1 c(2)nminus1 is that
 r(2) equiv (r(2)
 1 r(2)m
 ) ≺ (c(2)lowast
 1 c(2)lowastm
 ) equiv c(2)lowastthat is
 ksum
 i=1
 r(2)[i] le
 ksum
 i=1
 c(2)lowasti k = 1 m minus 1
 msum
 i=1
 r(2)[i] =
 msum
 i=1
 c(2)lowasti
 where r[i] denotes the components of r in decreasing orderFrom Lemma 1 we know that r(2) ≺ c(2)lowast implies that
 ksum
 i=1
 r(2)i le
 ksum
 i=1
 c(2)lowasti k = 1 m minus 1
 msum
 i=1
 r(2)i =
 msum
 i=1
 c(2)lowasti
 (12)
 Thus (12) is clearly a necessary condition for the existence ofthe subtable with new row sums and column sums We prove inthe following theorem that it is also a sufficient condition
 Theorem 2 Let aprime = (aprime1 aprime
 n) b = (b1 bn) Supposethat aprime
 1 ge middot middot middot ge aprimen and b1 ge middot middot middot ge bn are all nonnegative integers
 and there are d ge 1 nonzero components in b Pick any dprime 1 ledprime le d nonzero components from b say bk1 bkdprime Definebprime = (bprime
 1 bprimen) as
 bprimej =
 bj minus 1 if j = ki for some 1 le i le dprimebj otherwise
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 and suppose that bprime satisfies
 ksum
 i=1
 bprimei le
 ksum
 i=1
 aprimei k = 1 n minus 1
 nsum
 i=1
 bprimei =
 nsum
 i=1
 aprimei
 (13)
 Then bprime is majorized by aprime
 The proof of Theorem 2 is given in Appendix B The reasonthat this result is not entirely trivial is that bprime is not necessar-ily ordered For example if aprime = (4421) b = (4431)and dprime = 1 then bprime might be (3431) To see that the the-orem implies that condition (12) is necessary and sufficientwe let aprime = c(2)lowast b = r(1) (= r) and bprime = r(2) and let con-dition (12) hold Theorem 2 implies that bprime ≺ aprime or equiva-lently r(2) ≺ c(2)lowast which according to Lemma 2 guaranteesthat there exists some zerondashone subtable having the new rowsums r(2) and column sums c(2)
 Although we do not know r(2) before we sample thefirst column we can restate condition (12) from the currentr(1) and c(2)lowast For each 1 le k le m we compare
 sumki=1 ri andsumk
 i=1 c(2)lowasti
 bull Ifsumk
 i=1 ri gtsumk
 i=1 c(2)lowasti then we must put at leastsumk
 i=1 ri minus sumki=1 c(2)lowast
 i 1rsquos at or before the kth row in thefirst column For convenience we may call k a knot
 bull Ifsumk
 i=1 ri le sumki=1 c(2)lowast
 i then there is no restriction at thekth row
 These two conditions can be summarized by two vectorsone vector recording the positions of the knots denoted by(k[1] k[2] ) and the other vector recording how many 1rsquoswe must put at or before those knots denoted by (v[1]v[2] )To make the conditions easier to implement we eliminate someredundant knots
 a If v[ j] le v[i] for some j gt i then we ignore knot k[ j]b If v[ j] minus v[i] ge k[ j] minus k[i] for some j gt i then we ignore
 knot k[i] If the restriction on knot k[ j] is satisfied then it willguarantee that the restriction on knot k[i] is also satisfied
 Using the foregoing conditions we design the following moredelicate CP sampling strategy
 bull We are required to place at least v[1] but no more thanmin(k[1] c1) 1rsquos at or before row k[1] So we assign equalprobability to these choices that is
 q1(number of 1rsquos at or before row k[1]) = i
 = 1
 min(k[1] c1) minus v[1] + 1
 for v[1] le i le min(k[1] c1)bull After the number of 1rsquos o1 at or before row k[1] is chosen
 according to the foregoing distribution we pick the o1 po-sitions between row 1 and row k[1] using the CP samplingwith weights ri(n minus ri) (See Sec 7 for other choices ofweights Sampling uniformly instead of using the CP dis-tribution for this step can reduce the algorithmrsquos efficiencyby several orders of magnitude)
 bull After o1 positions have been chosen for knot 1 we con-sider knot 2 conditional on the 1rsquos that we have alreadyplaced at or before knot 1 Because we are required toplace at least v[2] 1rsquos at or before row k[2] the numberof 1rsquos o2 that we could put between knot 1 and knot 2ranges from max(v[2]minuso10) to min(k[2]minusk[1] c1minuso1)We assign equal probability to all of these choices for o2Then we pick the o2 positions between row k[1] and k[2]once again using CP sampling
 bull We continue the procedure until all of the knots in col-umn 1 have been considered
 bull After we have completed the first column we record theprobability q(t1) of getting such a sample for the firstcolumn update the row sums rearrange the updated rowsums in decreasing order and repeat the procedure withthe second column
 The foregoing more delicate CP sampling strategy improveson the basic CP sampling by checking the existence of sub-tables with the updated row and column sums when samplingeach column The support of the basic CP sampling strategyproposed in Section 32 is larger than rc (the set of all m times nzerondashone tables with row sums r and column sums c) Lemma 2and Theorem 2 guarantee that we can always have a valid tablein rc by the more delicate CP sampling Therefore the sup-port for the more delicate CP sampling strategy is the sameas rc This allows us to sample more efficiently from rcwithout generating any invalid tables The reader may want tolook ahead to Section 6 for examples
 5 SAMPLING CONTINGENCY TABLES
 Sampling from contingency tables is much easier to imple-ment than sampling from zerondashone tables because there arefewer restrictions on the values that each entry can take Fora contingency table given positive row sums r1 rm and col-umn sums c1 cn the necessary and sufficient condition forthe existence of a contingency table with such row and columnsums is
 r1 + r2 + middot middot middot + rm = c1 + c2 + middot middot middot + cn equiv M
 This is much simpler than the GalendashRyser condition whichmakes the whole procedure much simpler to implement
 We still sample column by column as we did for zerondashone ta-bles Suppose that the element at the ith row and the jth columnis aij We start from the first column We have that a11 mustsatisfy
 0 le a11 le r1
 c1 minusmsum
 i=2
 ri = c1 + r1 minus M le a11 le c1
 So combining the two equations we have
 max(0 c1 + r1 minus M) le a11 le min(r1 c1)
 It is also easy to see that this is the only condition that a11 needsto satisfy Recursively suppose that we have chosen ai1 = aprime
 i1
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 for 1 le i le k minus 1 Then the only restriction on ak1 is
 max
 (0
 (c1 minus
 kminus1sum
 i=1
 aprimei1
 )minus
 msum
 i=k+1
 ri
 )
 le ak1 le min
 (rk c1 minus
 kminus1sum
 i=1
 aprimei1
 )
 Thus we need to consider only the strategy for sampling a11and can apply the same strategy recursively to sample othercells
 If we collapse columns 2 to m and rows 2 to n to forma 2 times 2 table with a11 as the only variable then the uniformdistribution on all tables implies that a11 is uniform in itsrange [max(0 c1 + r1 minus M)min(r1 c1)] However if we con-sider both a11 and a21 simultaneously (ie the original tableis collapsed into a 3 times 2 table) then for each a11 = x thechoices of a21 range from max(0 c1 + r1 + r2 minus M minus x) tomin(r2 c1 minus x) Thus if our goal is to sample a 3 times 2 tableuniformly then we should have
 P(a11 = x)
 prop min(r2 c1 minus x) minus max(0 c1 + r1 + r2 minus M minus x) + 1
 An analog of conditional Poisson sampling could be developedOur examples in Section 6 show however that the simple uni-form sampling of a11 seems to have already worked very well
 6 APPLICATIONS AND SIMULATIONS
 In the examples in this section we generated zerondashone tablesby the more delicate CP sampling with weights proportionalto r(l)
 i [n minus (l minus 1) minus r(l)i ] (see Sec 4) which we call the CP
 sampling for abbreviation Contingency tables are generated bythe SIS algorithm proposed in Section 5 All examples werecoded in C language and run on an Athlon workstation witha 12-GHz processor
 61 Counting ZerondashOne Tables
 Here we apply the SIS procedure described in Section 4 toestimate the number of zerondashone tables with given row sumsr1 r2 rm and column sums c1 c2 cn Because the or-dering of the column or row sums does not affect the total num-ber of tables in the following examples we attempt to arrangethe rows and columns in such a way that the cv2 is made smallWe discuss some heuristic rules for arranging the rows andcolumns to achieve a low cv2 in Section 7
 We first tested our method on counting the number of 12times12zerondashone tables with all marginal sums equal to 2 which isa subset of the 12 times 12 ldquomagic squaresrdquo For CP sampling thecv2 of the weights was 04 It took about 1 second to obtain10000 tables and their weights using the delicate SIS proce-dure described in Section 4 The average of the weights givesrise to an estimate of (2196 plusmn 004) times 1016 where the numberafter the ldquoplusmnrdquo sign is the standard error For this table the ex-act answer of 21959547410077200 was given by Wang andZhang (1998) Although Wang and Zhangrsquos formula providesa fast answer to this problem it is often difficult to quickly com-pute their formula for larger zerondashone tables
 Figure 1 Histogram of 1000 Importance Weights
 Counting the number of tables with the same marginal sumsas the finch data (see Table 1) is a more challenging exerciseThe last row of the original table is removed because it consistsof all 1rsquos and will not affect the counting We ordered the 17 col-umn sums from the largest to the smallest and applied the CPsampling which gives a cv2 of around 1 With 10000 sampleswhich took about 10 seconds we estimated the total numberof zerondashone tables to be (672 plusmn 07) times 1016 As a verificationwe obtained a more accurate estimate of 67150 times 1016 basedon 108 samples Here the exact answer was computed for us byDavid desJardins using a clever divide-and-conquer algorithmHis program (confirmed by an independent check) gives exactly67149106137567626 tables We see that the SIS algorithmgives a very accurate approximation Figure 1 a histogram of1000 importance weights shows that the weights are tightlydistributed in a relatively small range The ratio of the maxi-mum weight over the median weight is about 10
 To further challenge our method we randomly generateda 50 times 50 table for which the probability for each cell to be 1is 2 The row sums of the table are
 10811111311109791016119
 1214127910106118981412
 5101087810101461071346
 89151112106
 and the column sums are
 9612119881191113710897
 83101113751110910139977
 681012812161215121313107
 1213611
 We ordered the column sums from largest to smallest andused CP sampling which gave a cv2 of around 03 Based on100 samples which took a few minutes to generate we esti-mated that the total number of zerondashone tables with these mar-ginal sums was (77 plusmn 1) times 10432
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 Because our method generally works well when the marginalsums do not vary much we tried another example for whichthe marginal sums were forced to vary considerably We gen-erated a 50 times 50 table with cell (i j) being 1 with probabilityexp(minus63(i + j minus 2)(m + n minus 2)) which gave rise to the rowsums
 14141918111212101316812
 6156712112385942414
 45233111211213313
 21112
 and the column sums
 141314131312148119108
 98471096765681663
 23545222324311132
 23525
 With the same SIS method as in the previous case we had a cv2
 of 2 Based on 1000 samples we estimated the total numberof zerondashone tables with these margins as (89 plusmn 1) times 10242Based on 10000 samples the estimate was improved to(878 plusmn 05) times 10242 Finally we estimated the total numberof 100 times 100 zerondashone tables with all marginal sums equal to 2to be (296 plusmn 03) times 10314 based on 100 Monte Carlo samplesThe cv2 in this case was 008 showing again that the SIS ap-proach is extremely efficient In comparison we know of noMCMC-based algorithm that can achieve a comparable accu-racy for counting tables of these sizes with a reasonable amountof computing time
 62 Testing ZerondashOne Tables in Ecology
 For the finch data the observed test statistic (1) as sug-gested by Roberts and Stone (1990) is 531 We applied theCP-based SIS to approximate the p value of this statistic Ouralgorithm took about 10 seconds to generate 10000 tablesbased on which we estimated the p value as (4 plusmn 28) times 10minus4A longer simulation of 1000000 SIS samples gave an estimateof (396plusmn 36)times10minus4 which took about 18 minutes Thus thereis strong evidence against the null hypothesis of a uniform dis-tribution conditional on the marginal sum The null distributionof the test statistic in the form of a histogram (computed usingthe weighted samples) is given in Figure 2
 The following MCMC algorithm has been proposed to sim-ulate from the uniform distribution of the tables and to estimatethe p value (Besag and Clifford 1989 Cobb and Chen 2003)Pick two rows and two columns at random if the intersectionof the two rows and two columns are one of the following twotypes
 1 0or
 0 10 1 1 0
 then switch to the other type otherwise stay at the orig-inal table Within 18 minutes this MCMC scheme gener-ated 15000000 samples giving an estimated p value of(356 plusmn 68) times 10minus4 Thus the SIS algorithm is about fourtimes more efficient than the MCMC algorithm (to achieve the
 Figure 2 Approximated Null Distribution of the Test Statistic Basedon 10000 Weighted Samples The vertical line indicates the ob-served S2(T0)
 same standard error) on this example We note that for morecomplex functionals say E(S2) the relative efficiency of SIScan be even higher
 Sanderson (2000) described a method for generating zerondashone tables with fixed margins which he applied to the finch datawith an implied belief that the tables obtained are uniformlydistributed His method does not produce uniformly distributedtables however For example for the set of 3 times 3 tables withmarginal sums (221) for both the columns and the rows wefound that the probability for Sandersonrsquos method of generatingone of the five possible configurations is 3321512 but that ofgenerating each of the remaining configurations is 2951512Because Sandersonrsquos sampling method does not generate tablesuniformly the conclusion of his statistical hypothesis testing isquestionable
 Many other occurrence matrices describing the distributionof birds reptiles and mammals on oceanic archipelagoes ormountain ranges have been collected (see eg Cook and Quinn1995) To compare the SIS method with the MCMC algorithmwe analyzed another dataset of the distribution of 23 land birdson the 15 southern islands in the Gulf of California (Cody1983) The occurrence matrix has row sums 14 14 14 125 13 9 11 11 11 11 11 7 8 8 7 2 4 2 3 2 2 and 2and column sums 21 19 18 19 14 15 12 15 12 12 125 4 4 and 1 Based on 100000 sampled tables using the SISalgorithm which took about 5 minutes we estimated that thep value for the test statistic (1) is 053 plusmn 003 The MCMC al-gorithm took about 6 minutes to generate 2000000 samplesand estimated a p value is 052 plusmn 006 (using 500000 samplesas burn-in) This shows that the SIS algorithm is more than fourtimes faster than the MCMC algorithm for this example A longsimulation of 1000000 samples based on the SIS method gavean estimate of 0527 for the p value
 To compare the SIS and MCMC methods on a larger tablewe randomly generated a 100 times 10 table for which the proba-bility for each cell to be 1 is 3 The row sums of the table are27 33 31 25 35 32 31 29 21 and 26 and the column sumsare 2 2 3 4 4 4 3 3 4 3 4 1 0 3 3 5 5 5 1 6 3 1
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 1 5 3 2 4 1 2 1 3 2 3 3 0 3 4 5 1 4 3 2 1 1 16 3 2 4 0 2 3 4 2 2 5 1 3 2 2 3 3 3 5 4 3 5 4 54 4 2 6 6 5 2 3 2 0 3 4 3 5 4 2 3 1 3 3 2 2 3 22 2 2 3 2 2 and 3 Based on 10000 sampled tables usingthe SIS method which took about 35 seconds we estimatedthat the p value is 8894 plusmn 0027 The MCMC algorithm tookabout 35 seconds to generate 200000 samples and estimateda p value of 8913 plusmn 0298 (using 50000 samples as burn-in)This shows that the SIS algorithm is more than 100 times fasterthan the MCMC algorithm on this example A long simulationof 1000000 samples based on the SIS method gave an esti-mated p value of 8868
 We note that the foregoing comparison between SIS andMCMC focuses only on their efficiency in approximating p val-ues (ie the expectation of a step function) The results maydiffer if the expectation of another function is considered Forexample the SIS method estimates E(S2) even more efficientlythan MCMC
 63 Testing the Rasch Model
 Rasch (1960) proposed a simple linear logistic model to mea-sure a personrsquos ability based on his or her answers to a dichoto-mous response test Suppose that n persons are asked to answerm questions (items) We can construct a zerondashone matrix basedon all of the answers A 1 in cell (i j) means that the ith personanswered the jth question correctly and a 0 means otherwiseThe Rasch model assumes that each personrsquos ability is charac-terized by a parameter θi each itemrsquos difficulty is characterizedby a parameter βj and
 P(xij = 1) = eθiminusβj
 1 + eθiminusβj (14)
 where xij is the ith personrsquos answer to the jth question Theresponses xij are assumed to be independent The numbers ofitems answered correctly by each person (the column sums)are minimal sufficient statistics for the ability parameters andthe numbers of people answering each item correctly (the rowsums) are minimal sufficient statistics for the item difficulty pa-rameters
 The Rasch model has numerous attractive features and iswidely used for constructing and scoring educational and psy-chological tests (Fischer and Molenaar 1995) There is a con-siderable literature on testing the goodness of fit of the Raschmodel (see Glas and Verhelst 1995 for an overview) The va-lidity of most of the proposed tests relies on asymptotic the-ory a reliance that Rasch did not feel very comfortable with(Andersen 1995) In his seminal book Rasch (1960) proposeda parameter-free ldquoexactrdquo test based on the conditional distrib-ution of the zerondashone matrix of responses with the observedmarginal sums fixed It is easy to see that under model (14) allof the zerondashone tables are uniformly distributed conditional onthe row and column sums Because of the difficulty of accu-rately approximating the distribution of test statistics under thisuniform distribution Rasch never implemented his approachBesag and Clifford (1989) and Ponocny (2001) have studied us-ing Monte Carlo methods to test the Rasch model The concep-tually simpler and more efficient SIS strategy developed in thisarticle is also ideally suited for implementing Raschrsquos ideas Forexample Chen and Small (2004) showed that in testing for item
 bias (Kelderman 1989) the uniformly most powerful (UMP)unbiased test resulting from Raschrsquos idea (Ponocny 2001) isboth ldquoexactrdquo and highly powerful In a simulation study with100 samples it was shown that the SIS-based UMP unbiasedtest had a power of 90 at the 05 significance level whereas thepopular MantelndashHaenszel test proposed by Holland and Thayer(1988) had only power 41 Chen and Small (2004) also re-ported that the SIS approach is more efficient and accurate thanthe Monte Carlo methods developed by Ponocny (2001) andSnijders (1991)
 Here we study an example of the test of item bias for whichthe exact p value is known A similar version of the follow-ing example was considered by Ponocny (2001) and Chen andSmall (2004) The zerondashone matrix of responses is 100times6 withall person scores (ie row sums) equal to 3 and all item totals(ie column sums) equal to 50 There are two subgroups thefirst one consisting of the first 50 students Consider testing thealternative hypothesis that item 1 is biased with the test statistic
 f (T) = students in first subgroup
 who answer item 1 correctlyWe want to calculate the p value for a table T0 with f (T0) = 30that is to calculate P( f (T) ge 30|r c) under the Rasch modelBecause of the symmetry of the marginals and the fact that allmarginals are given the number of correct answers on item 1among the first 50 students is hypergeometrically distributed inparticular P( f (T) ge 30|r c) = 03567 under the Rasch model
 Based on 1000 sampled tables which took about 2 sec-onds for the CP sampling method we estimated a p valueof 0353 plusmn 0048 The MCMC algorithm took about 2 sec-onds to generate 1000000 samples and estimated a p value of0348 plusmn 0051 (using 300000 samples as burn-in) The MCMCand SIS algorithms gave similar performance on this exampleNotice that the test statistic is the number of 1rsquos among the first50 entries of the first column The Markov chain may have lessautocorrelation for this simple test statistic
 64 Contingency Tables
 To illustrate the SIS method described in Section 5 for count-ing the number of contingency tables we consider the two ex-amples discussed by Diaconis and Gangolli (1995) The firstexample is a 5 times 3 table with row sums 10 62 13 11 and 39and column sums 65 25 and 45 We observed that the small-est cv2 (107) was achieved when the column sums are arrangedfrom the largest to the smallest and row sums are arranged fromthe smallest to the largest We obtained 100000 Monte Carlosamples which took less than 1 second and provided us with theestimate of (2393plusmn 007)times108 The true value of 239382173was given by Diaconis and Gangolli (1995)
 Besides counting the number of tables the SIS method isalso useful for carrying out certain hypothesis tests for contin-gency tables The conditional volume test proposed by Diaconisand Efron (1985) addresses the question of whether the Pearsonchi-square statistic of a contingency table is ldquoatypicalrdquo whenthe observed table is regarded as a draw from the uniformdistribution over tables with the given marginal sums The ob-served chi-square statistic for the 5 times 3 table described earlieris 721821 With 1000000 Monte Carlo samples produced by
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 our SIS method which took about 2 seconds we estimateda p value for the conditional volume test of 7610 plusmn 0005A random-walk-based MCMC algorithm was discussed byDiaconis and Gangolli (1995) and can be described as followsPick two rows and two columns uniformly at random then addor subtract 1 in the four entries at the intersection of the tworows and two columns according to the following pattern
 + minusor
 minus +minus + + minus
 The two patterns are chosen with equal probability The randomwalk stays at the original table if the operation generates a neg-ative table entry This MCMC algorithm generated 800000samples in 2 seconds and estimated a p value of 77 plusmn 02(with 100000 samples as burn-in) Thus the CP sampling is1600 times faster than the MCMC algorithm for this exam-ple Diaconis and Gangolli (1995) gave the true value as 76086based on a 12-hour exhaustive enumeration
 The second example is a 4 times 4 table with row sums 220215 93 and 64 and column sums 108 286 71 and 127Ordering the row sums from largest to smallest and the col-umn sums from smallest to largest works best and yieldeda cv2 around 37 The estimate (for the total number of ta-bles) based on 1000000 samples which took 2 seconds was(1225plusmn 002)times1015 The true value of 1225914276768514was given by Diaconis and Gangolli (1995) Diaconis and Efron(1985) gave a formula for approximately counting the num-ber of tables with given row and column sums that estimates1235 times 1016 tables for this example Holmes and Jones (1996)estimated 1226 times 1016 tables by the rejection method We alsoperformed the conditional volume test for this example Basedon the 1000000 Monte Carlo samples that we generated forestimating the total number of tables we estimated the p valueto be 1532 plusmn 0008 In contrast the MCMC algorithm took thesame amount of time (2 seconds) to generate 800000 samplesand estimated a p value of 166 plusmn 003 (with 100000 samplesas burn-in) Therefore the SIS approach is about 14 times fasterthan the MCMC method for this problem
 Holmes and Jones (1996) gave another example with fiverow sums 9 49 182 478 and 551 and four column sums 9309 355 and 596 and showed that the approximation formulaof Diaconis and Efron (1985) does not work well A distinctivefeature of their example is that both the row and column sumshave very small values We tried SIS on this example using theoriginal order of the rows and ordering the column sums in de-creasing order The cv2 was around 7 so that the effective sam-ple size was about N(1 + 7) = 125 times N Holmes and Jonesrsquofirst algorithm has an acceptance rate of 97 and the revisedone has an acceptance rate of 125 In terms of effective sam-ple size our algorithm is as efficient as their revised algorithmHowever the SIS approach is simpler to implement and easierto understand than the revised algorithm of Holmes and Joneswhich requires calculating the coefficients of a product of somevery large polynomials
 For the Holmes and Jones example we estimated the to-tal number of tables to be (3384 plusmn 009) times 1016 based on1000000 SIS samples This took about 1 second to pro-duce Several estimates based on 108 samples were all around3383 times 1016 In contrast the estimates given by Holmes andJones (1996) are 3346 times 1016 and 3365 times 1016 which we be-lieve underestimate the true number of tables
 7 DISCUSSION
 In this article we have developed a set of sequential impor-tance sampling strategies for computing with zerondashone or con-tingency tables Our results show that these approaches are bothvery efficient and simple to implement Two distinctive featuresof our approach to sampling zerondashone tables are (a) it guaran-tees that sequential procedure always produces a valid tablethus avoiding wasting computational resources and (b) it usesthe CP sampling as the trial distribution to greatly increase itsefficiency
 For CP sampling we used weights proportional to r(l)i [n minus
 (l minus 1) minus r(l)i ] Because the CP distribution q(t1) is not exactly
 the same as the target distribution p(t1) (the marginal distribu-tion of the first column) we may want to adjust the weights tomake q(t1) closer to p(t1) One easy adjustment is to use theset of weights r(l)
 i [n minus (l minus 1) minus r(l)i ]u where u gt 0 can be
 chosen by the user One may use a small sample size to estimatethe cv2 and choose the u that gives the lowest cv2 This shouldnot take more than a few seconds For all of the zerondashone tablesthat we have tested the choice of u = 1 has worked very wellAlthough some small variation of u (eg ranging from 8 to 12)improved the efficiency of SIS a little we did not observe anydramatic effect for the examples that we considered
 We used several different orderings of row sums and columnsums Our experience is that for zerondashone tables it is best to or-der the column sums from largest to smallest This makes intu-itive sense because when we start with columns with many 1rsquoswe do not have many choices and q(tl|tlminus1 t1) must beclose to p(tl|tlminus1 t1) After such columns have been sam-pled the updated row sums will be greatly reduced whichwill cause q(tl|tlminus1 t1) to be closer to p(tl|tlminus1 t1)Because of the way in which we do the sampling we need toorder the row sums from largest to smallest Another option isto sample rows instead of columns Our experience is that ifthe number of rows is greater than the number of columns thensampling rows gives better results
 For contingency tables we found that listing the columnsums in decreasing order and listing the row sums in increasingorder works best The intuition is similar to that for zerondashonetables A surprising fact for contingency tables is that givena certain ordering of the row and column sums sampling thecolumns is the same as sampling the rows It is not difficult tocheck this fact by carrying out our sampling method Thus wedo not need to worry about whether exchanging the roles ofrows and columns provides better performance
 Because the tables produced by the SIS approach describedhere have a distribution very close to the target one (as evi-denced by the low cv2 values) the SIS method is markedlybetter than the available MCMC approach which typically hasa very long autocorrelation time especially for large tablesThis advantage of the SIS is reflected not only by a moreaccurate Monte Carlo approximation but also by a more re-liable estimate of the standard error of this approximationTo achieve the same accuracy SIS usually needs fewer tablescompared with the MCMC method therefore SIS becomeseven more attractive when evaluating the test statistic itself istime-consuming Furthermore estimating the normalizing con-stant of the target distribution is a rather straightforward step for
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 the SIS method but is much more difficult for MCMC strate-gies For the table-counting problem to our knowledge thereare no MCMC algorithms that can achieve an accuracy evenclose to that of the SIS approach
 APPENDIX A PROOF OF THEOREM 1
 We start by giving an algorithm for generating tables uniformlyfrom all m times n zerondashone tables with given row sums r1 rm andfirst column sum c1
 Algorithm1 For i = 1 m randomly choose ri positions from the ith row
 and put 1rsquos in The choices of positions are independent acrossdifferent rows
 2 Accept those tables with given first column sum c1
 It is easy to see that tables generated by this algorithm are uni-formly distributed over all m times n zerondashone tables with given row sumsr1 rm and first column sum c1 We can derive the marginal distri-bution of the first column based on this algorithm At step 1 we choosethe first cell at the ith row [ie the cell at position (i1)] to put 1 inwith probability
 (n minus 1r1 minus 1
 )(nr1
 )= r1n
 Because the choices of positions are independent across different rowsafter step 1 the marginal distribution of the first column is the same asthe distribution of Z [defined by (5)] with pi = rin Step 2 rejects thetables whose first column sum is not c1 This implies that after step 2the marginal distribution of the first column is the same as the condi-tional distribution of Z [defined by (6)] given SZ = c1 with pi = rin
 APPENDIX B PROOF OF THEOREM 2
 Suppose that there are l distinct values among b1 bn and as-sume that i1 lt middot middot middot lt il are the jump points that is
 bikminus1+1 = middot middot middot = bik gt bik+1 k = 1 l minus 1
 bilminus1+1 = middot middot middot = bil
 where i0 = 0 il = n Because bprimei equals bi or bi minus 1 and b is or-
 dered from largest to smallest it is clear that if we have ikminus1 lt i le ikand ik lt j le ik+1 for any i j k then bprime
 i ge bprimej But within each block
 from bprimeik
 to bprimeik+1
 some of the bprimeirsquos are equal to bik and the others are
 equal to bik minus 1 In other words the bprimeirsquos may not be ordered from
 largest to smallest in each block If there is a j such that ikminus1 lt j lt ikand
 bprimej = bik minus 1 bprime
 j+1 = bik
 then we show in the following that we can switch bprimej and bprime
 j+1 and stillmaintain property (13) There are two different cases to consider
 Case (a)sumj
 i=1 bprimei lt
 sumji=1 aprime
 i In this case of course property (13)still holds after we switch bprime
 j and bprimej+1 and obtain
 bprimej = bik bprime
 j+1 = bik minus 1
 Case (b)sumj
 i=1 bprimei = sumj
 i=1 aprimei which we will show can never hap-
 pen Becausesumj+1
 i=1 bprimei le sumj+1
 i=1 aprimei we have aprime
 j+1 ge bprimej+1 = bik But
 because the aprimei are monotone nonincreasing we have
 aprimeikminus1+1 ge middot middot middot ge aprime
 j ge aprimej+1 ge bik
 Because bprimei le bik for ikminus1 + 1 le i lt j and bprime
 j = bik minus 1 we must have
 jsum
 i=ikminus1+1
 bprimei lt
 jsum
 i=ikminus1+1
 aprimei (B1)
 Combining (B1) with the fact thatsumikminus1
 i=1 bprimei le sumikminus1
 i=1 aprimei we finally
 have
 jsum
 i=1
 bprimei lt
 jsum
 i=1
 aprimei
 which contradicts the assumption thatsumj
 i=1 bprimei = sumj
 i=1 aprimei
 The preceding arguments imply that we can always switchbprime
 j and bprimej+1 and maintain (13) if
 bprimej = bik minus 1 bprime
 j+1 = bik
 After a finite number of such switches all of the birsquos in this block mustbe ordered from largest to smallest bprime
 ikminus1+1 ge middot middot middot ge bprimeik which easily
 leads to the conclusion that bprime ≺ aprime[Received September 2003 Revised June 2004]
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 Although it is not clear whether the approximations (7) or (8)are accurate for a given table we observed that these twoCP-based SIS methods performed similarly well in all of thesettings that we have tested and were extremely accurate whenthe marginal sums do not vary much For the rest of the arti-cle we focus on the CP sampling strategy based on approxi-mation (7) (see Chen 2001 for further discussion of differentsampling strategies for zerondashone tables)
 4 A MORE DELICATE SEQUENTIAL IMPORTANCESAMPLING METHOD
 Although the SIS procedure described in the previous sectionis already very effective we found that sometimes the samplingcannot proceed after a few columns have been generated be-cause no valid zerondashone table can be produced For examplesuppose that we want to sample tables with row sums 4 42 and 1 and column sums 3 3 3 1 and 1 If we happen todraw the first column as (1011)T and the second column as(1110)T then we would have no way to sample the thirdcolumn In the following we show that there exists an easy-to-check condition that guarantees the existence of subtables withthe updated row and column sums This condition helps us de-velop a more delicate SIS procedure for sampling more effi-ciently from rc Before we describe the procedure we firstprovide some background (see Marshall and Olkin 1979 formore details)
 Definition 1 For any x = (x1 xn) isin Rn we letx[1] ge middot middot middot ge x[n] denote the components of x in decreasing or-der For xy isinRn we define x ≺ y if
 ksum
 i=1
 x[i] leksum
 i=1
 y[i] k = 1 n minus 1
 nsum
 i=1
 x[i] =nsum
 i=1
 y[i]
 (9)
 When x ≺ y x is said to be majorized by y (y majorizes x)
 Lemma 1 Suppose that ( j1 jn) is a permutation of(1 n) Then x ≺ y implies that
 ksum
 i=1
 xji leksum
 i=1
 y[i] k = 1 n minus 1
 nsum
 i=1
 xji =nsum
 i=1
 y[i]
 (10)
 Proof Because x[1] ge middot middot middot ge x[n] are the components of x indecreasing order and ( j1 jn) is a permutation of (1 n)we have
 ksum
 i=1
 xji leksum
 i=1
 x[i] k = 1 n minus 1
 nsum
 i=1
 xji =nsum
 i=1
 x[i]
 (11)
 x ≺ y implies (9) The lemma follows immediately from(11) and (9)
 Definition 2 Let a1a2 an be nonnegative integers anddefine
 alowastj = ai ai ge j j = 12
 The sequence alowast1alowast
 2alowast3 is said to be conjugate to a1a2
 an Note that the conjugate sequence alowasti is always nonin-
 creasing and is independent of the order of the ai
 Lemma 2 (Gale 1957 Ryser 1957) Let r1 rm be non-negative integers not exceeding n and c1 cn be nonneg-ative integers not exceeding m A necessary and sufficientcondition for the existence of an m times n zerondashone table with rowsums r1 rm and column sums c1 cn is that
 c equiv (c1 cn) ≺ (rlowast1 rlowast
 n) equiv rlowast
 or equivalently r equiv (r1 rm) ≺ (clowast1 clowast
 m) equiv clowast
 Because the size of rc does not depend on the order of therow sums we can arrange that r1 ge middot middot middot ge rm without loss ofgenerality Let the conjugate of (c(1)
 1 c(1)n ) = (c1 cn)
 be (c(1)lowast1 c(1)lowast
 n ) The conjugate of (c(2)1 c(2)
 nminus1) denoted
 by (c(2)lowast1 c(2)lowast
 nminus1) is
 c(2)lowastj =
 c(1)lowast
 j minus 1 1 le j le c1
 c(1)lowastj j gt c1
 From Lemma 2 we know that a necessary and sufficient con-dition for the existence of an m times (n minus 1) zerondashone table withrow sums r(2)
 1 r(2)m and column sums c(2)
 1 c(2)nminus1 is that
 r(2) equiv (r(2)
 1 r(2)m
 ) ≺ (c(2)lowast
 1 c(2)lowastm
 ) equiv c(2)lowastthat is
 ksum
 i=1
 r(2)[i] le
 ksum
 i=1
 c(2)lowasti k = 1 m minus 1
 msum
 i=1
 r(2)[i] =
 msum
 i=1
 c(2)lowasti
 where r[i] denotes the components of r in decreasing orderFrom Lemma 1 we know that r(2) ≺ c(2)lowast implies that
 ksum
 i=1
 r(2)i le
 ksum
 i=1
 c(2)lowasti k = 1 m minus 1
 msum
 i=1
 r(2)i =
 msum
 i=1
 c(2)lowasti
 (12)
 Thus (12) is clearly a necessary condition for the existence ofthe subtable with new row sums and column sums We prove inthe following theorem that it is also a sufficient condition
 Theorem 2 Let aprime = (aprime1 aprime
 n) b = (b1 bn) Supposethat aprime
 1 ge middot middot middot ge aprimen and b1 ge middot middot middot ge bn are all nonnegative integers
 and there are d ge 1 nonzero components in b Pick any dprime 1 ledprime le d nonzero components from b say bk1 bkdprime Definebprime = (bprime
 1 bprimen) as
 bprimej =
 bj minus 1 if j = ki for some 1 le i le dprimebj otherwise
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 and suppose that bprime satisfies
 ksum
 i=1
 bprimei le
 ksum
 i=1
 aprimei k = 1 n minus 1
 nsum
 i=1
 bprimei =
 nsum
 i=1
 aprimei
 (13)
 Then bprime is majorized by aprime
 The proof of Theorem 2 is given in Appendix B The reasonthat this result is not entirely trivial is that bprime is not necessar-ily ordered For example if aprime = (4421) b = (4431)and dprime = 1 then bprime might be (3431) To see that the the-orem implies that condition (12) is necessary and sufficientwe let aprime = c(2)lowast b = r(1) (= r) and bprime = r(2) and let con-dition (12) hold Theorem 2 implies that bprime ≺ aprime or equiva-lently r(2) ≺ c(2)lowast which according to Lemma 2 guaranteesthat there exists some zerondashone subtable having the new rowsums r(2) and column sums c(2)
 Although we do not know r(2) before we sample thefirst column we can restate condition (12) from the currentr(1) and c(2)lowast For each 1 le k le m we compare
 sumki=1 ri andsumk
 i=1 c(2)lowasti
 bull Ifsumk
 i=1 ri gtsumk
 i=1 c(2)lowasti then we must put at leastsumk
 i=1 ri minus sumki=1 c(2)lowast
 i 1rsquos at or before the kth row in thefirst column For convenience we may call k a knot
 bull Ifsumk
 i=1 ri le sumki=1 c(2)lowast
 i then there is no restriction at thekth row
 These two conditions can be summarized by two vectorsone vector recording the positions of the knots denoted by(k[1] k[2] ) and the other vector recording how many 1rsquoswe must put at or before those knots denoted by (v[1]v[2] )To make the conditions easier to implement we eliminate someredundant knots
 a If v[ j] le v[i] for some j gt i then we ignore knot k[ j]b If v[ j] minus v[i] ge k[ j] minus k[i] for some j gt i then we ignore
 knot k[i] If the restriction on knot k[ j] is satisfied then it willguarantee that the restriction on knot k[i] is also satisfied
 Using the foregoing conditions we design the following moredelicate CP sampling strategy
 bull We are required to place at least v[1] but no more thanmin(k[1] c1) 1rsquos at or before row k[1] So we assign equalprobability to these choices that is
 q1(number of 1rsquos at or before row k[1]) = i
 = 1
 min(k[1] c1) minus v[1] + 1
 for v[1] le i le min(k[1] c1)bull After the number of 1rsquos o1 at or before row k[1] is chosen
 according to the foregoing distribution we pick the o1 po-sitions between row 1 and row k[1] using the CP samplingwith weights ri(n minus ri) (See Sec 7 for other choices ofweights Sampling uniformly instead of using the CP dis-tribution for this step can reduce the algorithmrsquos efficiencyby several orders of magnitude)
 bull After o1 positions have been chosen for knot 1 we con-sider knot 2 conditional on the 1rsquos that we have alreadyplaced at or before knot 1 Because we are required toplace at least v[2] 1rsquos at or before row k[2] the numberof 1rsquos o2 that we could put between knot 1 and knot 2ranges from max(v[2]minuso10) to min(k[2]minusk[1] c1minuso1)We assign equal probability to all of these choices for o2Then we pick the o2 positions between row k[1] and k[2]once again using CP sampling
 bull We continue the procedure until all of the knots in col-umn 1 have been considered
 bull After we have completed the first column we record theprobability q(t1) of getting such a sample for the firstcolumn update the row sums rearrange the updated rowsums in decreasing order and repeat the procedure withthe second column
 The foregoing more delicate CP sampling strategy improveson the basic CP sampling by checking the existence of sub-tables with the updated row and column sums when samplingeach column The support of the basic CP sampling strategyproposed in Section 32 is larger than rc (the set of all m times nzerondashone tables with row sums r and column sums c) Lemma 2and Theorem 2 guarantee that we can always have a valid tablein rc by the more delicate CP sampling Therefore the sup-port for the more delicate CP sampling strategy is the sameas rc This allows us to sample more efficiently from rcwithout generating any invalid tables The reader may want tolook ahead to Section 6 for examples
 5 SAMPLING CONTINGENCY TABLES
 Sampling from contingency tables is much easier to imple-ment than sampling from zerondashone tables because there arefewer restrictions on the values that each entry can take Fora contingency table given positive row sums r1 rm and col-umn sums c1 cn the necessary and sufficient condition forthe existence of a contingency table with such row and columnsums is
 r1 + r2 + middot middot middot + rm = c1 + c2 + middot middot middot + cn equiv M
 This is much simpler than the GalendashRyser condition whichmakes the whole procedure much simpler to implement
 We still sample column by column as we did for zerondashone ta-bles Suppose that the element at the ith row and the jth columnis aij We start from the first column We have that a11 mustsatisfy
 0 le a11 le r1
 c1 minusmsum
 i=2
 ri = c1 + r1 minus M le a11 le c1
 So combining the two equations we have
 max(0 c1 + r1 minus M) le a11 le min(r1 c1)
 It is also easy to see that this is the only condition that a11 needsto satisfy Recursively suppose that we have chosen ai1 = aprime
 i1
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 for 1 le i le k minus 1 Then the only restriction on ak1 is
 max
 (0
 (c1 minus
 kminus1sum
 i=1
 aprimei1
 )minus
 msum
 i=k+1
 ri
 )
 le ak1 le min
 (rk c1 minus
 kminus1sum
 i=1
 aprimei1
 )
 Thus we need to consider only the strategy for sampling a11and can apply the same strategy recursively to sample othercells
 If we collapse columns 2 to m and rows 2 to n to forma 2 times 2 table with a11 as the only variable then the uniformdistribution on all tables implies that a11 is uniform in itsrange [max(0 c1 + r1 minus M)min(r1 c1)] However if we con-sider both a11 and a21 simultaneously (ie the original tableis collapsed into a 3 times 2 table) then for each a11 = x thechoices of a21 range from max(0 c1 + r1 + r2 minus M minus x) tomin(r2 c1 minus x) Thus if our goal is to sample a 3 times 2 tableuniformly then we should have
 P(a11 = x)
 prop min(r2 c1 minus x) minus max(0 c1 + r1 + r2 minus M minus x) + 1
 An analog of conditional Poisson sampling could be developedOur examples in Section 6 show however that the simple uni-form sampling of a11 seems to have already worked very well
 6 APPLICATIONS AND SIMULATIONS
 In the examples in this section we generated zerondashone tablesby the more delicate CP sampling with weights proportionalto r(l)
 i [n minus (l minus 1) minus r(l)i ] (see Sec 4) which we call the CP
 sampling for abbreviation Contingency tables are generated bythe SIS algorithm proposed in Section 5 All examples werecoded in C language and run on an Athlon workstation witha 12-GHz processor
 61 Counting ZerondashOne Tables
 Here we apply the SIS procedure described in Section 4 toestimate the number of zerondashone tables with given row sumsr1 r2 rm and column sums c1 c2 cn Because the or-dering of the column or row sums does not affect the total num-ber of tables in the following examples we attempt to arrangethe rows and columns in such a way that the cv2 is made smallWe discuss some heuristic rules for arranging the rows andcolumns to achieve a low cv2 in Section 7
 We first tested our method on counting the number of 12times12zerondashone tables with all marginal sums equal to 2 which isa subset of the 12 times 12 ldquomagic squaresrdquo For CP sampling thecv2 of the weights was 04 It took about 1 second to obtain10000 tables and their weights using the delicate SIS proce-dure described in Section 4 The average of the weights givesrise to an estimate of (2196 plusmn 004) times 1016 where the numberafter the ldquoplusmnrdquo sign is the standard error For this table the ex-act answer of 21959547410077200 was given by Wang andZhang (1998) Although Wang and Zhangrsquos formula providesa fast answer to this problem it is often difficult to quickly com-pute their formula for larger zerondashone tables
 Figure 1 Histogram of 1000 Importance Weights
 Counting the number of tables with the same marginal sumsas the finch data (see Table 1) is a more challenging exerciseThe last row of the original table is removed because it consistsof all 1rsquos and will not affect the counting We ordered the 17 col-umn sums from the largest to the smallest and applied the CPsampling which gives a cv2 of around 1 With 10000 sampleswhich took about 10 seconds we estimated the total numberof zerondashone tables to be (672 plusmn 07) times 1016 As a verificationwe obtained a more accurate estimate of 67150 times 1016 basedon 108 samples Here the exact answer was computed for us byDavid desJardins using a clever divide-and-conquer algorithmHis program (confirmed by an independent check) gives exactly67149106137567626 tables We see that the SIS algorithmgives a very accurate approximation Figure 1 a histogram of1000 importance weights shows that the weights are tightlydistributed in a relatively small range The ratio of the maxi-mum weight over the median weight is about 10
 To further challenge our method we randomly generateda 50 times 50 table for which the probability for each cell to be 1is 2 The row sums of the table are
 10811111311109791016119
 1214127910106118981412
 5101087810101461071346
 89151112106
 and the column sums are
 9612119881191113710897
 83101113751110910139977
 681012812161215121313107
 1213611
 We ordered the column sums from largest to smallest andused CP sampling which gave a cv2 of around 03 Based on100 samples which took a few minutes to generate we esti-mated that the total number of zerondashone tables with these mar-ginal sums was (77 plusmn 1) times 10432
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 Because our method generally works well when the marginalsums do not vary much we tried another example for whichthe marginal sums were forced to vary considerably We gen-erated a 50 times 50 table with cell (i j) being 1 with probabilityexp(minus63(i + j minus 2)(m + n minus 2)) which gave rise to the rowsums
 14141918111212101316812
 6156712112385942414
 45233111211213313
 21112
 and the column sums
 141314131312148119108
 98471096765681663
 23545222324311132
 23525
 With the same SIS method as in the previous case we had a cv2
 of 2 Based on 1000 samples we estimated the total numberof zerondashone tables with these margins as (89 plusmn 1) times 10242Based on 10000 samples the estimate was improved to(878 plusmn 05) times 10242 Finally we estimated the total numberof 100 times 100 zerondashone tables with all marginal sums equal to 2to be (296 plusmn 03) times 10314 based on 100 Monte Carlo samplesThe cv2 in this case was 008 showing again that the SIS ap-proach is extremely efficient In comparison we know of noMCMC-based algorithm that can achieve a comparable accu-racy for counting tables of these sizes with a reasonable amountof computing time
 62 Testing ZerondashOne Tables in Ecology
 For the finch data the observed test statistic (1) as sug-gested by Roberts and Stone (1990) is 531 We applied theCP-based SIS to approximate the p value of this statistic Ouralgorithm took about 10 seconds to generate 10000 tablesbased on which we estimated the p value as (4 plusmn 28) times 10minus4A longer simulation of 1000000 SIS samples gave an estimateof (396plusmn 36)times10minus4 which took about 18 minutes Thus thereis strong evidence against the null hypothesis of a uniform dis-tribution conditional on the marginal sum The null distributionof the test statistic in the form of a histogram (computed usingthe weighted samples) is given in Figure 2
 The following MCMC algorithm has been proposed to sim-ulate from the uniform distribution of the tables and to estimatethe p value (Besag and Clifford 1989 Cobb and Chen 2003)Pick two rows and two columns at random if the intersectionof the two rows and two columns are one of the following twotypes
 1 0or
 0 10 1 1 0
 then switch to the other type otherwise stay at the orig-inal table Within 18 minutes this MCMC scheme gener-ated 15000000 samples giving an estimated p value of(356 plusmn 68) times 10minus4 Thus the SIS algorithm is about fourtimes more efficient than the MCMC algorithm (to achieve the
 Figure 2 Approximated Null Distribution of the Test Statistic Basedon 10000 Weighted Samples The vertical line indicates the ob-served S2(T0)
 same standard error) on this example We note that for morecomplex functionals say E(S2) the relative efficiency of SIScan be even higher
 Sanderson (2000) described a method for generating zerondashone tables with fixed margins which he applied to the finch datawith an implied belief that the tables obtained are uniformlydistributed His method does not produce uniformly distributedtables however For example for the set of 3 times 3 tables withmarginal sums (221) for both the columns and the rows wefound that the probability for Sandersonrsquos method of generatingone of the five possible configurations is 3321512 but that ofgenerating each of the remaining configurations is 2951512Because Sandersonrsquos sampling method does not generate tablesuniformly the conclusion of his statistical hypothesis testing isquestionable
 Many other occurrence matrices describing the distributionof birds reptiles and mammals on oceanic archipelagoes ormountain ranges have been collected (see eg Cook and Quinn1995) To compare the SIS method with the MCMC algorithmwe analyzed another dataset of the distribution of 23 land birdson the 15 southern islands in the Gulf of California (Cody1983) The occurrence matrix has row sums 14 14 14 125 13 9 11 11 11 11 11 7 8 8 7 2 4 2 3 2 2 and 2and column sums 21 19 18 19 14 15 12 15 12 12 125 4 4 and 1 Based on 100000 sampled tables using the SISalgorithm which took about 5 minutes we estimated that thep value for the test statistic (1) is 053 plusmn 003 The MCMC al-gorithm took about 6 minutes to generate 2000000 samplesand estimated a p value is 052 plusmn 006 (using 500000 samplesas burn-in) This shows that the SIS algorithm is more than fourtimes faster than the MCMC algorithm for this example A longsimulation of 1000000 samples based on the SIS method gavean estimate of 0527 for the p value
 To compare the SIS and MCMC methods on a larger tablewe randomly generated a 100 times 10 table for which the proba-bility for each cell to be 1 is 3 The row sums of the table are27 33 31 25 35 32 31 29 21 and 26 and the column sumsare 2 2 3 4 4 4 3 3 4 3 4 1 0 3 3 5 5 5 1 6 3 1
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 1 5 3 2 4 1 2 1 3 2 3 3 0 3 4 5 1 4 3 2 1 1 16 3 2 4 0 2 3 4 2 2 5 1 3 2 2 3 3 3 5 4 3 5 4 54 4 2 6 6 5 2 3 2 0 3 4 3 5 4 2 3 1 3 3 2 2 3 22 2 2 3 2 2 and 3 Based on 10000 sampled tables usingthe SIS method which took about 35 seconds we estimatedthat the p value is 8894 plusmn 0027 The MCMC algorithm tookabout 35 seconds to generate 200000 samples and estimateda p value of 8913 plusmn 0298 (using 50000 samples as burn-in)This shows that the SIS algorithm is more than 100 times fasterthan the MCMC algorithm on this example A long simulationof 1000000 samples based on the SIS method gave an esti-mated p value of 8868
 We note that the foregoing comparison between SIS andMCMC focuses only on their efficiency in approximating p val-ues (ie the expectation of a step function) The results maydiffer if the expectation of another function is considered Forexample the SIS method estimates E(S2) even more efficientlythan MCMC
 63 Testing the Rasch Model
 Rasch (1960) proposed a simple linear logistic model to mea-sure a personrsquos ability based on his or her answers to a dichoto-mous response test Suppose that n persons are asked to answerm questions (items) We can construct a zerondashone matrix basedon all of the answers A 1 in cell (i j) means that the ith personanswered the jth question correctly and a 0 means otherwiseThe Rasch model assumes that each personrsquos ability is charac-terized by a parameter θi each itemrsquos difficulty is characterizedby a parameter βj and
 P(xij = 1) = eθiminusβj
 1 + eθiminusβj (14)
 where xij is the ith personrsquos answer to the jth question Theresponses xij are assumed to be independent The numbers ofitems answered correctly by each person (the column sums)are minimal sufficient statistics for the ability parameters andthe numbers of people answering each item correctly (the rowsums) are minimal sufficient statistics for the item difficulty pa-rameters
 The Rasch model has numerous attractive features and iswidely used for constructing and scoring educational and psy-chological tests (Fischer and Molenaar 1995) There is a con-siderable literature on testing the goodness of fit of the Raschmodel (see Glas and Verhelst 1995 for an overview) The va-lidity of most of the proposed tests relies on asymptotic the-ory a reliance that Rasch did not feel very comfortable with(Andersen 1995) In his seminal book Rasch (1960) proposeda parameter-free ldquoexactrdquo test based on the conditional distrib-ution of the zerondashone matrix of responses with the observedmarginal sums fixed It is easy to see that under model (14) allof the zerondashone tables are uniformly distributed conditional onthe row and column sums Because of the difficulty of accu-rately approximating the distribution of test statistics under thisuniform distribution Rasch never implemented his approachBesag and Clifford (1989) and Ponocny (2001) have studied us-ing Monte Carlo methods to test the Rasch model The concep-tually simpler and more efficient SIS strategy developed in thisarticle is also ideally suited for implementing Raschrsquos ideas Forexample Chen and Small (2004) showed that in testing for item
 bias (Kelderman 1989) the uniformly most powerful (UMP)unbiased test resulting from Raschrsquos idea (Ponocny 2001) isboth ldquoexactrdquo and highly powerful In a simulation study with100 samples it was shown that the SIS-based UMP unbiasedtest had a power of 90 at the 05 significance level whereas thepopular MantelndashHaenszel test proposed by Holland and Thayer(1988) had only power 41 Chen and Small (2004) also re-ported that the SIS approach is more efficient and accurate thanthe Monte Carlo methods developed by Ponocny (2001) andSnijders (1991)
 Here we study an example of the test of item bias for whichthe exact p value is known A similar version of the follow-ing example was considered by Ponocny (2001) and Chen andSmall (2004) The zerondashone matrix of responses is 100times6 withall person scores (ie row sums) equal to 3 and all item totals(ie column sums) equal to 50 There are two subgroups thefirst one consisting of the first 50 students Consider testing thealternative hypothesis that item 1 is biased with the test statistic
 f (T) = students in first subgroup
 who answer item 1 correctlyWe want to calculate the p value for a table T0 with f (T0) = 30that is to calculate P( f (T) ge 30|r c) under the Rasch modelBecause of the symmetry of the marginals and the fact that allmarginals are given the number of correct answers on item 1among the first 50 students is hypergeometrically distributed inparticular P( f (T) ge 30|r c) = 03567 under the Rasch model
 Based on 1000 sampled tables which took about 2 sec-onds for the CP sampling method we estimated a p valueof 0353 plusmn 0048 The MCMC algorithm took about 2 sec-onds to generate 1000000 samples and estimated a p value of0348 plusmn 0051 (using 300000 samples as burn-in) The MCMCand SIS algorithms gave similar performance on this exampleNotice that the test statistic is the number of 1rsquos among the first50 entries of the first column The Markov chain may have lessautocorrelation for this simple test statistic
 64 Contingency Tables
 To illustrate the SIS method described in Section 5 for count-ing the number of contingency tables we consider the two ex-amples discussed by Diaconis and Gangolli (1995) The firstexample is a 5 times 3 table with row sums 10 62 13 11 and 39and column sums 65 25 and 45 We observed that the small-est cv2 (107) was achieved when the column sums are arrangedfrom the largest to the smallest and row sums are arranged fromthe smallest to the largest We obtained 100000 Monte Carlosamples which took less than 1 second and provided us with theestimate of (2393plusmn 007)times108 The true value of 239382173was given by Diaconis and Gangolli (1995)
 Besides counting the number of tables the SIS method isalso useful for carrying out certain hypothesis tests for contin-gency tables The conditional volume test proposed by Diaconisand Efron (1985) addresses the question of whether the Pearsonchi-square statistic of a contingency table is ldquoatypicalrdquo whenthe observed table is regarded as a draw from the uniformdistribution over tables with the given marginal sums The ob-served chi-square statistic for the 5 times 3 table described earlieris 721821 With 1000000 Monte Carlo samples produced by
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 our SIS method which took about 2 seconds we estimateda p value for the conditional volume test of 7610 plusmn 0005A random-walk-based MCMC algorithm was discussed byDiaconis and Gangolli (1995) and can be described as followsPick two rows and two columns uniformly at random then addor subtract 1 in the four entries at the intersection of the tworows and two columns according to the following pattern
 + minusor
 minus +minus + + minus
 The two patterns are chosen with equal probability The randomwalk stays at the original table if the operation generates a neg-ative table entry This MCMC algorithm generated 800000samples in 2 seconds and estimated a p value of 77 plusmn 02(with 100000 samples as burn-in) Thus the CP sampling is1600 times faster than the MCMC algorithm for this exam-ple Diaconis and Gangolli (1995) gave the true value as 76086based on a 12-hour exhaustive enumeration
 The second example is a 4 times 4 table with row sums 220215 93 and 64 and column sums 108 286 71 and 127Ordering the row sums from largest to smallest and the col-umn sums from smallest to largest works best and yieldeda cv2 around 37 The estimate (for the total number of ta-bles) based on 1000000 samples which took 2 seconds was(1225plusmn 002)times1015 The true value of 1225914276768514was given by Diaconis and Gangolli (1995) Diaconis and Efron(1985) gave a formula for approximately counting the num-ber of tables with given row and column sums that estimates1235 times 1016 tables for this example Holmes and Jones (1996)estimated 1226 times 1016 tables by the rejection method We alsoperformed the conditional volume test for this example Basedon the 1000000 Monte Carlo samples that we generated forestimating the total number of tables we estimated the p valueto be 1532 plusmn 0008 In contrast the MCMC algorithm took thesame amount of time (2 seconds) to generate 800000 samplesand estimated a p value of 166 plusmn 003 (with 100000 samplesas burn-in) Therefore the SIS approach is about 14 times fasterthan the MCMC method for this problem
 Holmes and Jones (1996) gave another example with fiverow sums 9 49 182 478 and 551 and four column sums 9309 355 and 596 and showed that the approximation formulaof Diaconis and Efron (1985) does not work well A distinctivefeature of their example is that both the row and column sumshave very small values We tried SIS on this example using theoriginal order of the rows and ordering the column sums in de-creasing order The cv2 was around 7 so that the effective sam-ple size was about N(1 + 7) = 125 times N Holmes and Jonesrsquofirst algorithm has an acceptance rate of 97 and the revisedone has an acceptance rate of 125 In terms of effective sam-ple size our algorithm is as efficient as their revised algorithmHowever the SIS approach is simpler to implement and easierto understand than the revised algorithm of Holmes and Joneswhich requires calculating the coefficients of a product of somevery large polynomials
 For the Holmes and Jones example we estimated the to-tal number of tables to be (3384 plusmn 009) times 1016 based on1000000 SIS samples This took about 1 second to pro-duce Several estimates based on 108 samples were all around3383 times 1016 In contrast the estimates given by Holmes andJones (1996) are 3346 times 1016 and 3365 times 1016 which we be-lieve underestimate the true number of tables
 7 DISCUSSION
 In this article we have developed a set of sequential impor-tance sampling strategies for computing with zerondashone or con-tingency tables Our results show that these approaches are bothvery efficient and simple to implement Two distinctive featuresof our approach to sampling zerondashone tables are (a) it guaran-tees that sequential procedure always produces a valid tablethus avoiding wasting computational resources and (b) it usesthe CP sampling as the trial distribution to greatly increase itsefficiency
 For CP sampling we used weights proportional to r(l)i [n minus
 (l minus 1) minus r(l)i ] Because the CP distribution q(t1) is not exactly
 the same as the target distribution p(t1) (the marginal distribu-tion of the first column) we may want to adjust the weights tomake q(t1) closer to p(t1) One easy adjustment is to use theset of weights r(l)
 i [n minus (l minus 1) minus r(l)i ]u where u gt 0 can be
 chosen by the user One may use a small sample size to estimatethe cv2 and choose the u that gives the lowest cv2 This shouldnot take more than a few seconds For all of the zerondashone tablesthat we have tested the choice of u = 1 has worked very wellAlthough some small variation of u (eg ranging from 8 to 12)improved the efficiency of SIS a little we did not observe anydramatic effect for the examples that we considered
 We used several different orderings of row sums and columnsums Our experience is that for zerondashone tables it is best to or-der the column sums from largest to smallest This makes intu-itive sense because when we start with columns with many 1rsquoswe do not have many choices and q(tl|tlminus1 t1) must beclose to p(tl|tlminus1 t1) After such columns have been sam-pled the updated row sums will be greatly reduced whichwill cause q(tl|tlminus1 t1) to be closer to p(tl|tlminus1 t1)Because of the way in which we do the sampling we need toorder the row sums from largest to smallest Another option isto sample rows instead of columns Our experience is that ifthe number of rows is greater than the number of columns thensampling rows gives better results
 For contingency tables we found that listing the columnsums in decreasing order and listing the row sums in increasingorder works best The intuition is similar to that for zerondashonetables A surprising fact for contingency tables is that givena certain ordering of the row and column sums sampling thecolumns is the same as sampling the rows It is not difficult tocheck this fact by carrying out our sampling method Thus wedo not need to worry about whether exchanging the roles ofrows and columns provides better performance
 Because the tables produced by the SIS approach describedhere have a distribution very close to the target one (as evi-denced by the low cv2 values) the SIS method is markedlybetter than the available MCMC approach which typically hasa very long autocorrelation time especially for large tablesThis advantage of the SIS is reflected not only by a moreaccurate Monte Carlo approximation but also by a more re-liable estimate of the standard error of this approximationTo achieve the same accuracy SIS usually needs fewer tablescompared with the MCMC method therefore SIS becomeseven more attractive when evaluating the test statistic itself istime-consuming Furthermore estimating the normalizing con-stant of the target distribution is a rather straightforward step for
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 the SIS method but is much more difficult for MCMC strate-gies For the table-counting problem to our knowledge thereare no MCMC algorithms that can achieve an accuracy evenclose to that of the SIS approach
 APPENDIX A PROOF OF THEOREM 1
 We start by giving an algorithm for generating tables uniformlyfrom all m times n zerondashone tables with given row sums r1 rm andfirst column sum c1
 Algorithm1 For i = 1 m randomly choose ri positions from the ith row
 and put 1rsquos in The choices of positions are independent acrossdifferent rows
 2 Accept those tables with given first column sum c1
 It is easy to see that tables generated by this algorithm are uni-formly distributed over all m times n zerondashone tables with given row sumsr1 rm and first column sum c1 We can derive the marginal distri-bution of the first column based on this algorithm At step 1 we choosethe first cell at the ith row [ie the cell at position (i1)] to put 1 inwith probability
 (n minus 1r1 minus 1
 )(nr1
 )= r1n
 Because the choices of positions are independent across different rowsafter step 1 the marginal distribution of the first column is the same asthe distribution of Z [defined by (5)] with pi = rin Step 2 rejects thetables whose first column sum is not c1 This implies that after step 2the marginal distribution of the first column is the same as the condi-tional distribution of Z [defined by (6)] given SZ = c1 with pi = rin
 APPENDIX B PROOF OF THEOREM 2
 Suppose that there are l distinct values among b1 bn and as-sume that i1 lt middot middot middot lt il are the jump points that is
 bikminus1+1 = middot middot middot = bik gt bik+1 k = 1 l minus 1
 bilminus1+1 = middot middot middot = bil
 where i0 = 0 il = n Because bprimei equals bi or bi minus 1 and b is or-
 dered from largest to smallest it is clear that if we have ikminus1 lt i le ikand ik lt j le ik+1 for any i j k then bprime
 i ge bprimej But within each block
 from bprimeik
 to bprimeik+1
 some of the bprimeirsquos are equal to bik and the others are
 equal to bik minus 1 In other words the bprimeirsquos may not be ordered from
 largest to smallest in each block If there is a j such that ikminus1 lt j lt ikand
 bprimej = bik minus 1 bprime
 j+1 = bik
 then we show in the following that we can switch bprimej and bprime
 j+1 and stillmaintain property (13) There are two different cases to consider
 Case (a)sumj
 i=1 bprimei lt
 sumji=1 aprime
 i In this case of course property (13)still holds after we switch bprime
 j and bprimej+1 and obtain
 bprimej = bik bprime
 j+1 = bik minus 1
 Case (b)sumj
 i=1 bprimei = sumj
 i=1 aprimei which we will show can never hap-
 pen Becausesumj+1
 i=1 bprimei le sumj+1
 i=1 aprimei we have aprime
 j+1 ge bprimej+1 = bik But
 because the aprimei are monotone nonincreasing we have
 aprimeikminus1+1 ge middot middot middot ge aprime
 j ge aprimej+1 ge bik
 Because bprimei le bik for ikminus1 + 1 le i lt j and bprime
 j = bik minus 1 we must have
 jsum
 i=ikminus1+1
 bprimei lt
 jsum
 i=ikminus1+1
 aprimei (B1)
 Combining (B1) with the fact thatsumikminus1
 i=1 bprimei le sumikminus1
 i=1 aprimei we finally
 have
 jsum
 i=1
 bprimei lt
 jsum
 i=1
 aprimei
 which contradicts the assumption thatsumj
 i=1 bprimei = sumj
 i=1 aprimei
 The preceding arguments imply that we can always switchbprime
 j and bprimej+1 and maintain (13) if
 bprimej = bik minus 1 bprime
 j+1 = bik
 After a finite number of such switches all of the birsquos in this block mustbe ordered from largest to smallest bprime
 ikminus1+1 ge middot middot middot ge bprimeik which easily
 leads to the conclusion that bprime ≺ aprime[Received September 2003 Revised June 2004]
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 and suppose that bprime satisfies
 ksum
 i=1
 bprimei le
 ksum
 i=1
 aprimei k = 1 n minus 1
 nsum
 i=1
 bprimei =
 nsum
 i=1
 aprimei
 (13)
 Then bprime is majorized by aprime
 The proof of Theorem 2 is given in Appendix B The reasonthat this result is not entirely trivial is that bprime is not necessar-ily ordered For example if aprime = (4421) b = (4431)and dprime = 1 then bprime might be (3431) To see that the the-orem implies that condition (12) is necessary and sufficientwe let aprime = c(2)lowast b = r(1) (= r) and bprime = r(2) and let con-dition (12) hold Theorem 2 implies that bprime ≺ aprime or equiva-lently r(2) ≺ c(2)lowast which according to Lemma 2 guaranteesthat there exists some zerondashone subtable having the new rowsums r(2) and column sums c(2)
 Although we do not know r(2) before we sample thefirst column we can restate condition (12) from the currentr(1) and c(2)lowast For each 1 le k le m we compare
 sumki=1 ri andsumk
 i=1 c(2)lowasti
 bull Ifsumk
 i=1 ri gtsumk
 i=1 c(2)lowasti then we must put at leastsumk
 i=1 ri minus sumki=1 c(2)lowast
 i 1rsquos at or before the kth row in thefirst column For convenience we may call k a knot
 bull Ifsumk
 i=1 ri le sumki=1 c(2)lowast
 i then there is no restriction at thekth row
 These two conditions can be summarized by two vectorsone vector recording the positions of the knots denoted by(k[1] k[2] ) and the other vector recording how many 1rsquoswe must put at or before those knots denoted by (v[1]v[2] )To make the conditions easier to implement we eliminate someredundant knots
 a If v[ j] le v[i] for some j gt i then we ignore knot k[ j]b If v[ j] minus v[i] ge k[ j] minus k[i] for some j gt i then we ignore
 knot k[i] If the restriction on knot k[ j] is satisfied then it willguarantee that the restriction on knot k[i] is also satisfied
 Using the foregoing conditions we design the following moredelicate CP sampling strategy
 bull We are required to place at least v[1] but no more thanmin(k[1] c1) 1rsquos at or before row k[1] So we assign equalprobability to these choices that is
 q1(number of 1rsquos at or before row k[1]) = i
 = 1
 min(k[1] c1) minus v[1] + 1
 for v[1] le i le min(k[1] c1)bull After the number of 1rsquos o1 at or before row k[1] is chosen
 according to the foregoing distribution we pick the o1 po-sitions between row 1 and row k[1] using the CP samplingwith weights ri(n minus ri) (See Sec 7 for other choices ofweights Sampling uniformly instead of using the CP dis-tribution for this step can reduce the algorithmrsquos efficiencyby several orders of magnitude)
 bull After o1 positions have been chosen for knot 1 we con-sider knot 2 conditional on the 1rsquos that we have alreadyplaced at or before knot 1 Because we are required toplace at least v[2] 1rsquos at or before row k[2] the numberof 1rsquos o2 that we could put between knot 1 and knot 2ranges from max(v[2]minuso10) to min(k[2]minusk[1] c1minuso1)We assign equal probability to all of these choices for o2Then we pick the o2 positions between row k[1] and k[2]once again using CP sampling
 bull We continue the procedure until all of the knots in col-umn 1 have been considered
 bull After we have completed the first column we record theprobability q(t1) of getting such a sample for the firstcolumn update the row sums rearrange the updated rowsums in decreasing order and repeat the procedure withthe second column
 The foregoing more delicate CP sampling strategy improveson the basic CP sampling by checking the existence of sub-tables with the updated row and column sums when samplingeach column The support of the basic CP sampling strategyproposed in Section 32 is larger than rc (the set of all m times nzerondashone tables with row sums r and column sums c) Lemma 2and Theorem 2 guarantee that we can always have a valid tablein rc by the more delicate CP sampling Therefore the sup-port for the more delicate CP sampling strategy is the sameas rc This allows us to sample more efficiently from rcwithout generating any invalid tables The reader may want tolook ahead to Section 6 for examples
 5 SAMPLING CONTINGENCY TABLES
 Sampling from contingency tables is much easier to imple-ment than sampling from zerondashone tables because there arefewer restrictions on the values that each entry can take Fora contingency table given positive row sums r1 rm and col-umn sums c1 cn the necessary and sufficient condition forthe existence of a contingency table with such row and columnsums is
 r1 + r2 + middot middot middot + rm = c1 + c2 + middot middot middot + cn equiv M
 This is much simpler than the GalendashRyser condition whichmakes the whole procedure much simpler to implement
 We still sample column by column as we did for zerondashone ta-bles Suppose that the element at the ith row and the jth columnis aij We start from the first column We have that a11 mustsatisfy
 0 le a11 le r1
 c1 minusmsum
 i=2
 ri = c1 + r1 minus M le a11 le c1
 So combining the two equations we have
 max(0 c1 + r1 minus M) le a11 le min(r1 c1)
 It is also easy to see that this is the only condition that a11 needsto satisfy Recursively suppose that we have chosen ai1 = aprime
 i1
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 for 1 le i le k minus 1 Then the only restriction on ak1 is
 max
 (0
 (c1 minus
 kminus1sum
 i=1
 aprimei1
 )minus
 msum
 i=k+1
 ri
 )
 le ak1 le min
 (rk c1 minus
 kminus1sum
 i=1
 aprimei1
 )
 Thus we need to consider only the strategy for sampling a11and can apply the same strategy recursively to sample othercells
 If we collapse columns 2 to m and rows 2 to n to forma 2 times 2 table with a11 as the only variable then the uniformdistribution on all tables implies that a11 is uniform in itsrange [max(0 c1 + r1 minus M)min(r1 c1)] However if we con-sider both a11 and a21 simultaneously (ie the original tableis collapsed into a 3 times 2 table) then for each a11 = x thechoices of a21 range from max(0 c1 + r1 + r2 minus M minus x) tomin(r2 c1 minus x) Thus if our goal is to sample a 3 times 2 tableuniformly then we should have
 P(a11 = x)
 prop min(r2 c1 minus x) minus max(0 c1 + r1 + r2 minus M minus x) + 1
 An analog of conditional Poisson sampling could be developedOur examples in Section 6 show however that the simple uni-form sampling of a11 seems to have already worked very well
 6 APPLICATIONS AND SIMULATIONS
 In the examples in this section we generated zerondashone tablesby the more delicate CP sampling with weights proportionalto r(l)
 i [n minus (l minus 1) minus r(l)i ] (see Sec 4) which we call the CP
 sampling for abbreviation Contingency tables are generated bythe SIS algorithm proposed in Section 5 All examples werecoded in C language and run on an Athlon workstation witha 12-GHz processor
 61 Counting ZerondashOne Tables
 Here we apply the SIS procedure described in Section 4 toestimate the number of zerondashone tables with given row sumsr1 r2 rm and column sums c1 c2 cn Because the or-dering of the column or row sums does not affect the total num-ber of tables in the following examples we attempt to arrangethe rows and columns in such a way that the cv2 is made smallWe discuss some heuristic rules for arranging the rows andcolumns to achieve a low cv2 in Section 7
 We first tested our method on counting the number of 12times12zerondashone tables with all marginal sums equal to 2 which isa subset of the 12 times 12 ldquomagic squaresrdquo For CP sampling thecv2 of the weights was 04 It took about 1 second to obtain10000 tables and their weights using the delicate SIS proce-dure described in Section 4 The average of the weights givesrise to an estimate of (2196 plusmn 004) times 1016 where the numberafter the ldquoplusmnrdquo sign is the standard error For this table the ex-act answer of 21959547410077200 was given by Wang andZhang (1998) Although Wang and Zhangrsquos formula providesa fast answer to this problem it is often difficult to quickly com-pute their formula for larger zerondashone tables
 Figure 1 Histogram of 1000 Importance Weights
 Counting the number of tables with the same marginal sumsas the finch data (see Table 1) is a more challenging exerciseThe last row of the original table is removed because it consistsof all 1rsquos and will not affect the counting We ordered the 17 col-umn sums from the largest to the smallest and applied the CPsampling which gives a cv2 of around 1 With 10000 sampleswhich took about 10 seconds we estimated the total numberof zerondashone tables to be (672 plusmn 07) times 1016 As a verificationwe obtained a more accurate estimate of 67150 times 1016 basedon 108 samples Here the exact answer was computed for us byDavid desJardins using a clever divide-and-conquer algorithmHis program (confirmed by an independent check) gives exactly67149106137567626 tables We see that the SIS algorithmgives a very accurate approximation Figure 1 a histogram of1000 importance weights shows that the weights are tightlydistributed in a relatively small range The ratio of the maxi-mum weight over the median weight is about 10
 To further challenge our method we randomly generateda 50 times 50 table for which the probability for each cell to be 1is 2 The row sums of the table are
 10811111311109791016119
 1214127910106118981412
 5101087810101461071346
 89151112106
 and the column sums are
 9612119881191113710897
 83101113751110910139977
 681012812161215121313107
 1213611
 We ordered the column sums from largest to smallest andused CP sampling which gave a cv2 of around 03 Based on100 samples which took a few minutes to generate we esti-mated that the total number of zerondashone tables with these mar-ginal sums was (77 plusmn 1) times 10432
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 Because our method generally works well when the marginalsums do not vary much we tried another example for whichthe marginal sums were forced to vary considerably We gen-erated a 50 times 50 table with cell (i j) being 1 with probabilityexp(minus63(i + j minus 2)(m + n minus 2)) which gave rise to the rowsums
 14141918111212101316812
 6156712112385942414
 45233111211213313
 21112
 and the column sums
 141314131312148119108
 98471096765681663
 23545222324311132
 23525
 With the same SIS method as in the previous case we had a cv2
 of 2 Based on 1000 samples we estimated the total numberof zerondashone tables with these margins as (89 plusmn 1) times 10242Based on 10000 samples the estimate was improved to(878 plusmn 05) times 10242 Finally we estimated the total numberof 100 times 100 zerondashone tables with all marginal sums equal to 2to be (296 plusmn 03) times 10314 based on 100 Monte Carlo samplesThe cv2 in this case was 008 showing again that the SIS ap-proach is extremely efficient In comparison we know of noMCMC-based algorithm that can achieve a comparable accu-racy for counting tables of these sizes with a reasonable amountof computing time
 62 Testing ZerondashOne Tables in Ecology
 For the finch data the observed test statistic (1) as sug-gested by Roberts and Stone (1990) is 531 We applied theCP-based SIS to approximate the p value of this statistic Ouralgorithm took about 10 seconds to generate 10000 tablesbased on which we estimated the p value as (4 plusmn 28) times 10minus4A longer simulation of 1000000 SIS samples gave an estimateof (396plusmn 36)times10minus4 which took about 18 minutes Thus thereis strong evidence against the null hypothesis of a uniform dis-tribution conditional on the marginal sum The null distributionof the test statistic in the form of a histogram (computed usingthe weighted samples) is given in Figure 2
 The following MCMC algorithm has been proposed to sim-ulate from the uniform distribution of the tables and to estimatethe p value (Besag and Clifford 1989 Cobb and Chen 2003)Pick two rows and two columns at random if the intersectionof the two rows and two columns are one of the following twotypes
 1 0or
 0 10 1 1 0
 then switch to the other type otherwise stay at the orig-inal table Within 18 minutes this MCMC scheme gener-ated 15000000 samples giving an estimated p value of(356 plusmn 68) times 10minus4 Thus the SIS algorithm is about fourtimes more efficient than the MCMC algorithm (to achieve the
 Figure 2 Approximated Null Distribution of the Test Statistic Basedon 10000 Weighted Samples The vertical line indicates the ob-served S2(T0)
 same standard error) on this example We note that for morecomplex functionals say E(S2) the relative efficiency of SIScan be even higher
 Sanderson (2000) described a method for generating zerondashone tables with fixed margins which he applied to the finch datawith an implied belief that the tables obtained are uniformlydistributed His method does not produce uniformly distributedtables however For example for the set of 3 times 3 tables withmarginal sums (221) for both the columns and the rows wefound that the probability for Sandersonrsquos method of generatingone of the five possible configurations is 3321512 but that ofgenerating each of the remaining configurations is 2951512Because Sandersonrsquos sampling method does not generate tablesuniformly the conclusion of his statistical hypothesis testing isquestionable
 Many other occurrence matrices describing the distributionof birds reptiles and mammals on oceanic archipelagoes ormountain ranges have been collected (see eg Cook and Quinn1995) To compare the SIS method with the MCMC algorithmwe analyzed another dataset of the distribution of 23 land birdson the 15 southern islands in the Gulf of California (Cody1983) The occurrence matrix has row sums 14 14 14 125 13 9 11 11 11 11 11 7 8 8 7 2 4 2 3 2 2 and 2and column sums 21 19 18 19 14 15 12 15 12 12 125 4 4 and 1 Based on 100000 sampled tables using the SISalgorithm which took about 5 minutes we estimated that thep value for the test statistic (1) is 053 plusmn 003 The MCMC al-gorithm took about 6 minutes to generate 2000000 samplesand estimated a p value is 052 plusmn 006 (using 500000 samplesas burn-in) This shows that the SIS algorithm is more than fourtimes faster than the MCMC algorithm for this example A longsimulation of 1000000 samples based on the SIS method gavean estimate of 0527 for the p value
 To compare the SIS and MCMC methods on a larger tablewe randomly generated a 100 times 10 table for which the proba-bility for each cell to be 1 is 3 The row sums of the table are27 33 31 25 35 32 31 29 21 and 26 and the column sumsare 2 2 3 4 4 4 3 3 4 3 4 1 0 3 3 5 5 5 1 6 3 1
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 1 5 3 2 4 1 2 1 3 2 3 3 0 3 4 5 1 4 3 2 1 1 16 3 2 4 0 2 3 4 2 2 5 1 3 2 2 3 3 3 5 4 3 5 4 54 4 2 6 6 5 2 3 2 0 3 4 3 5 4 2 3 1 3 3 2 2 3 22 2 2 3 2 2 and 3 Based on 10000 sampled tables usingthe SIS method which took about 35 seconds we estimatedthat the p value is 8894 plusmn 0027 The MCMC algorithm tookabout 35 seconds to generate 200000 samples and estimateda p value of 8913 plusmn 0298 (using 50000 samples as burn-in)This shows that the SIS algorithm is more than 100 times fasterthan the MCMC algorithm on this example A long simulationof 1000000 samples based on the SIS method gave an esti-mated p value of 8868
 We note that the foregoing comparison between SIS andMCMC focuses only on their efficiency in approximating p val-ues (ie the expectation of a step function) The results maydiffer if the expectation of another function is considered Forexample the SIS method estimates E(S2) even more efficientlythan MCMC
 63 Testing the Rasch Model
 Rasch (1960) proposed a simple linear logistic model to mea-sure a personrsquos ability based on his or her answers to a dichoto-mous response test Suppose that n persons are asked to answerm questions (items) We can construct a zerondashone matrix basedon all of the answers A 1 in cell (i j) means that the ith personanswered the jth question correctly and a 0 means otherwiseThe Rasch model assumes that each personrsquos ability is charac-terized by a parameter θi each itemrsquos difficulty is characterizedby a parameter βj and
 P(xij = 1) = eθiminusβj
 1 + eθiminusβj (14)
 where xij is the ith personrsquos answer to the jth question Theresponses xij are assumed to be independent The numbers ofitems answered correctly by each person (the column sums)are minimal sufficient statistics for the ability parameters andthe numbers of people answering each item correctly (the rowsums) are minimal sufficient statistics for the item difficulty pa-rameters
 The Rasch model has numerous attractive features and iswidely used for constructing and scoring educational and psy-chological tests (Fischer and Molenaar 1995) There is a con-siderable literature on testing the goodness of fit of the Raschmodel (see Glas and Verhelst 1995 for an overview) The va-lidity of most of the proposed tests relies on asymptotic the-ory a reliance that Rasch did not feel very comfortable with(Andersen 1995) In his seminal book Rasch (1960) proposeda parameter-free ldquoexactrdquo test based on the conditional distrib-ution of the zerondashone matrix of responses with the observedmarginal sums fixed It is easy to see that under model (14) allof the zerondashone tables are uniformly distributed conditional onthe row and column sums Because of the difficulty of accu-rately approximating the distribution of test statistics under thisuniform distribution Rasch never implemented his approachBesag and Clifford (1989) and Ponocny (2001) have studied us-ing Monte Carlo methods to test the Rasch model The concep-tually simpler and more efficient SIS strategy developed in thisarticle is also ideally suited for implementing Raschrsquos ideas Forexample Chen and Small (2004) showed that in testing for item
 bias (Kelderman 1989) the uniformly most powerful (UMP)unbiased test resulting from Raschrsquos idea (Ponocny 2001) isboth ldquoexactrdquo and highly powerful In a simulation study with100 samples it was shown that the SIS-based UMP unbiasedtest had a power of 90 at the 05 significance level whereas thepopular MantelndashHaenszel test proposed by Holland and Thayer(1988) had only power 41 Chen and Small (2004) also re-ported that the SIS approach is more efficient and accurate thanthe Monte Carlo methods developed by Ponocny (2001) andSnijders (1991)
 Here we study an example of the test of item bias for whichthe exact p value is known A similar version of the follow-ing example was considered by Ponocny (2001) and Chen andSmall (2004) The zerondashone matrix of responses is 100times6 withall person scores (ie row sums) equal to 3 and all item totals(ie column sums) equal to 50 There are two subgroups thefirst one consisting of the first 50 students Consider testing thealternative hypothesis that item 1 is biased with the test statistic
 f (T) = students in first subgroup
 who answer item 1 correctlyWe want to calculate the p value for a table T0 with f (T0) = 30that is to calculate P( f (T) ge 30|r c) under the Rasch modelBecause of the symmetry of the marginals and the fact that allmarginals are given the number of correct answers on item 1among the first 50 students is hypergeometrically distributed inparticular P( f (T) ge 30|r c) = 03567 under the Rasch model
 Based on 1000 sampled tables which took about 2 sec-onds for the CP sampling method we estimated a p valueof 0353 plusmn 0048 The MCMC algorithm took about 2 sec-onds to generate 1000000 samples and estimated a p value of0348 plusmn 0051 (using 300000 samples as burn-in) The MCMCand SIS algorithms gave similar performance on this exampleNotice that the test statistic is the number of 1rsquos among the first50 entries of the first column The Markov chain may have lessautocorrelation for this simple test statistic
 64 Contingency Tables
 To illustrate the SIS method described in Section 5 for count-ing the number of contingency tables we consider the two ex-amples discussed by Diaconis and Gangolli (1995) The firstexample is a 5 times 3 table with row sums 10 62 13 11 and 39and column sums 65 25 and 45 We observed that the small-est cv2 (107) was achieved when the column sums are arrangedfrom the largest to the smallest and row sums are arranged fromthe smallest to the largest We obtained 100000 Monte Carlosamples which took less than 1 second and provided us with theestimate of (2393plusmn 007)times108 The true value of 239382173was given by Diaconis and Gangolli (1995)
 Besides counting the number of tables the SIS method isalso useful for carrying out certain hypothesis tests for contin-gency tables The conditional volume test proposed by Diaconisand Efron (1985) addresses the question of whether the Pearsonchi-square statistic of a contingency table is ldquoatypicalrdquo whenthe observed table is regarded as a draw from the uniformdistribution over tables with the given marginal sums The ob-served chi-square statistic for the 5 times 3 table described earlieris 721821 With 1000000 Monte Carlo samples produced by
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 our SIS method which took about 2 seconds we estimateda p value for the conditional volume test of 7610 plusmn 0005A random-walk-based MCMC algorithm was discussed byDiaconis and Gangolli (1995) and can be described as followsPick two rows and two columns uniformly at random then addor subtract 1 in the four entries at the intersection of the tworows and two columns according to the following pattern
 + minusor
 minus +minus + + minus
 The two patterns are chosen with equal probability The randomwalk stays at the original table if the operation generates a neg-ative table entry This MCMC algorithm generated 800000samples in 2 seconds and estimated a p value of 77 plusmn 02(with 100000 samples as burn-in) Thus the CP sampling is1600 times faster than the MCMC algorithm for this exam-ple Diaconis and Gangolli (1995) gave the true value as 76086based on a 12-hour exhaustive enumeration
 The second example is a 4 times 4 table with row sums 220215 93 and 64 and column sums 108 286 71 and 127Ordering the row sums from largest to smallest and the col-umn sums from smallest to largest works best and yieldeda cv2 around 37 The estimate (for the total number of ta-bles) based on 1000000 samples which took 2 seconds was(1225plusmn 002)times1015 The true value of 1225914276768514was given by Diaconis and Gangolli (1995) Diaconis and Efron(1985) gave a formula for approximately counting the num-ber of tables with given row and column sums that estimates1235 times 1016 tables for this example Holmes and Jones (1996)estimated 1226 times 1016 tables by the rejection method We alsoperformed the conditional volume test for this example Basedon the 1000000 Monte Carlo samples that we generated forestimating the total number of tables we estimated the p valueto be 1532 plusmn 0008 In contrast the MCMC algorithm took thesame amount of time (2 seconds) to generate 800000 samplesand estimated a p value of 166 plusmn 003 (with 100000 samplesas burn-in) Therefore the SIS approach is about 14 times fasterthan the MCMC method for this problem
 Holmes and Jones (1996) gave another example with fiverow sums 9 49 182 478 and 551 and four column sums 9309 355 and 596 and showed that the approximation formulaof Diaconis and Efron (1985) does not work well A distinctivefeature of their example is that both the row and column sumshave very small values We tried SIS on this example using theoriginal order of the rows and ordering the column sums in de-creasing order The cv2 was around 7 so that the effective sam-ple size was about N(1 + 7) = 125 times N Holmes and Jonesrsquofirst algorithm has an acceptance rate of 97 and the revisedone has an acceptance rate of 125 In terms of effective sam-ple size our algorithm is as efficient as their revised algorithmHowever the SIS approach is simpler to implement and easierto understand than the revised algorithm of Holmes and Joneswhich requires calculating the coefficients of a product of somevery large polynomials
 For the Holmes and Jones example we estimated the to-tal number of tables to be (3384 plusmn 009) times 1016 based on1000000 SIS samples This took about 1 second to pro-duce Several estimates based on 108 samples were all around3383 times 1016 In contrast the estimates given by Holmes andJones (1996) are 3346 times 1016 and 3365 times 1016 which we be-lieve underestimate the true number of tables
 7 DISCUSSION
 In this article we have developed a set of sequential impor-tance sampling strategies for computing with zerondashone or con-tingency tables Our results show that these approaches are bothvery efficient and simple to implement Two distinctive featuresof our approach to sampling zerondashone tables are (a) it guaran-tees that sequential procedure always produces a valid tablethus avoiding wasting computational resources and (b) it usesthe CP sampling as the trial distribution to greatly increase itsefficiency
 For CP sampling we used weights proportional to r(l)i [n minus
 (l minus 1) minus r(l)i ] Because the CP distribution q(t1) is not exactly
 the same as the target distribution p(t1) (the marginal distribu-tion of the first column) we may want to adjust the weights tomake q(t1) closer to p(t1) One easy adjustment is to use theset of weights r(l)
 i [n minus (l minus 1) minus r(l)i ]u where u gt 0 can be
 chosen by the user One may use a small sample size to estimatethe cv2 and choose the u that gives the lowest cv2 This shouldnot take more than a few seconds For all of the zerondashone tablesthat we have tested the choice of u = 1 has worked very wellAlthough some small variation of u (eg ranging from 8 to 12)improved the efficiency of SIS a little we did not observe anydramatic effect for the examples that we considered
 We used several different orderings of row sums and columnsums Our experience is that for zerondashone tables it is best to or-der the column sums from largest to smallest This makes intu-itive sense because when we start with columns with many 1rsquoswe do not have many choices and q(tl|tlminus1 t1) must beclose to p(tl|tlminus1 t1) After such columns have been sam-pled the updated row sums will be greatly reduced whichwill cause q(tl|tlminus1 t1) to be closer to p(tl|tlminus1 t1)Because of the way in which we do the sampling we need toorder the row sums from largest to smallest Another option isto sample rows instead of columns Our experience is that ifthe number of rows is greater than the number of columns thensampling rows gives better results
 For contingency tables we found that listing the columnsums in decreasing order and listing the row sums in increasingorder works best The intuition is similar to that for zerondashonetables A surprising fact for contingency tables is that givena certain ordering of the row and column sums sampling thecolumns is the same as sampling the rows It is not difficult tocheck this fact by carrying out our sampling method Thus wedo not need to worry about whether exchanging the roles ofrows and columns provides better performance
 Because the tables produced by the SIS approach describedhere have a distribution very close to the target one (as evi-denced by the low cv2 values) the SIS method is markedlybetter than the available MCMC approach which typically hasa very long autocorrelation time especially for large tablesThis advantage of the SIS is reflected not only by a moreaccurate Monte Carlo approximation but also by a more re-liable estimate of the standard error of this approximationTo achieve the same accuracy SIS usually needs fewer tablescompared with the MCMC method therefore SIS becomeseven more attractive when evaluating the test statistic itself istime-consuming Furthermore estimating the normalizing con-stant of the target distribution is a rather straightforward step for
  Chen Diaconis Holmes and Liu Sequential Importance Sampling 119
 the SIS method but is much more difficult for MCMC strate-gies For the table-counting problem to our knowledge thereare no MCMC algorithms that can achieve an accuracy evenclose to that of the SIS approach
 APPENDIX A PROOF OF THEOREM 1
 We start by giving an algorithm for generating tables uniformlyfrom all m times n zerondashone tables with given row sums r1 rm andfirst column sum c1
 Algorithm1 For i = 1 m randomly choose ri positions from the ith row
 and put 1rsquos in The choices of positions are independent acrossdifferent rows
 2 Accept those tables with given first column sum c1
 It is easy to see that tables generated by this algorithm are uni-formly distributed over all m times n zerondashone tables with given row sumsr1 rm and first column sum c1 We can derive the marginal distri-bution of the first column based on this algorithm At step 1 we choosethe first cell at the ith row [ie the cell at position (i1)] to put 1 inwith probability
 (n minus 1r1 minus 1
 )(nr1
 )= r1n
 Because the choices of positions are independent across different rowsafter step 1 the marginal distribution of the first column is the same asthe distribution of Z [defined by (5)] with pi = rin Step 2 rejects thetables whose first column sum is not c1 This implies that after step 2the marginal distribution of the first column is the same as the condi-tional distribution of Z [defined by (6)] given SZ = c1 with pi = rin
 APPENDIX B PROOF OF THEOREM 2
 Suppose that there are l distinct values among b1 bn and as-sume that i1 lt middot middot middot lt il are the jump points that is
 bikminus1+1 = middot middot middot = bik gt bik+1 k = 1 l minus 1
 bilminus1+1 = middot middot middot = bil
 where i0 = 0 il = n Because bprimei equals bi or bi minus 1 and b is or-
 dered from largest to smallest it is clear that if we have ikminus1 lt i le ikand ik lt j le ik+1 for any i j k then bprime
 i ge bprimej But within each block
 from bprimeik
 to bprimeik+1
 some of the bprimeirsquos are equal to bik and the others are
 equal to bik minus 1 In other words the bprimeirsquos may not be ordered from
 largest to smallest in each block If there is a j such that ikminus1 lt j lt ikand
 bprimej = bik minus 1 bprime
 j+1 = bik
 then we show in the following that we can switch bprimej and bprime
 j+1 and stillmaintain property (13) There are two different cases to consider
 Case (a)sumj
 i=1 bprimei lt
 sumji=1 aprime
 i In this case of course property (13)still holds after we switch bprime
 j and bprimej+1 and obtain
 bprimej = bik bprime
 j+1 = bik minus 1
 Case (b)sumj
 i=1 bprimei = sumj
 i=1 aprimei which we will show can never hap-
 pen Becausesumj+1
 i=1 bprimei le sumj+1
 i=1 aprimei we have aprime
 j+1 ge bprimej+1 = bik But
 because the aprimei are monotone nonincreasing we have
 aprimeikminus1+1 ge middot middot middot ge aprime
 j ge aprimej+1 ge bik
 Because bprimei le bik for ikminus1 + 1 le i lt j and bprime
 j = bik minus 1 we must have
 jsum
 i=ikminus1+1
 bprimei lt
 jsum
 i=ikminus1+1
 aprimei (B1)
 Combining (B1) with the fact thatsumikminus1
 i=1 bprimei le sumikminus1
 i=1 aprimei we finally
 have
 jsum
 i=1
 bprimei lt
 jsum
 i=1
 aprimei
 which contradicts the assumption thatsumj
 i=1 bprimei = sumj
 i=1 aprimei
 The preceding arguments imply that we can always switchbprime
 j and bprimej+1 and maintain (13) if
 bprimej = bik minus 1 bprime
 j+1 = bik
 After a finite number of such switches all of the birsquos in this block mustbe ordered from largest to smallest bprime
 ikminus1+1 ge middot middot middot ge bprimeik which easily
 leads to the conclusion that bprime ≺ aprime[Received September 2003 Revised June 2004]
 REFERENCES
 Andersen E B (1995) ldquoWhat Georg Rasch Would Have Thought About ThisBookrdquo in Rasch Models Their Foundations Recent Developments and Ap-plications eds G H Fischer and I W Molenaar New York Springer-Verlagpp 383ndash390
 Balmer D (1988) ldquoRecursive Enumeration of r times c Tables for Exact Likeli-hood Evaluationrdquo Applied Statistics 37 290ndash301
 Beacutekeacutessy A Beacutekeacutessy P and Komlos J (1972) ldquoAsymptotic Enumerationof Regular Matricesrdquo Studia Scientiarum Mathematicarum Hungarica 7343ndash353
 Besag J and Clifford P (1989) ldquoGeneralized Monte Carlo SignificanceTestsrdquo Biometrika 76 633ndash642
 Boyett J M (1979) ldquoAlgorithm AS 144 Random R times S Tables With GivenRow and Column Totalsrdquo Applied Statistics 28 329ndash332
 Brewer K R W and Hanif M (1983) Sampling With Unequal ProbabilitiesNew York Springer-Verlag
 Chen S X and Liu J S (1997) ldquoStatistical Applications of the Poisson-Binomial and Conditional Bernoulli Distributionsrdquo Statistica Sinica 7875ndash892
 Chen X H Dempster A P and Liu J S (1994) ldquoWeighted Finite PopulationSampling to Maximize Entropyrdquo Biometrika 81 457ndash469
 Chen Y (2001) ldquoSequential Importance Sampling With Resampling Theoryand Applicationsrdquo unpublished PhD dissertation Stanford University Deptof Statistics
 Chen Y and Small D (2004) ldquoExact Tests for the Rasch Model via SequentialImportance Samplingrdquo Psychometrika in press
 Cobb G W and Chen Y-P (2003) ldquoAn Application of Markov ChainMonte Carlo to Community Ecologyrdquo American Mathematical Monthly 110265ndash288
 Cody M L (1983) ldquoThe Land Birdsrdquo in Island Biogeography in the Sea ofCortez eds T J Case and M L Cody Berkeley CA University of CaliforniaPress pp 210ndash245
 Connor E F and Simberloff D (1979) ldquoThe Assembly of Species Commu-nities Chance or Competitionrdquo Ecology 60 1132ndash1140
 Cook R R and Quinn J F (1995) ldquoThe Influence of Colonization in NestedSpecies Subsetsrdquo Oecologia 102 413ndash424
 Diaconis P and Efron B (1985) ldquoTesting for Independence in a Two-WayTable New Interpretations of the Chi-Square Statisticrdquo The Annals of Statis-tics 13 845ndash874
 Diaconis P and Gangolli A (1995) ldquoRectangular Arrays With Fixed Mar-ginsrdquo in Discrete Probability and Algorithms eds D Aldous P DiaconisJ Spencer and J M Steele New York Springer-Verlag pp 15ndash41
 Fischer G H and Molenaar I W (1995) Rasch Models Foundations RecentDevelopments and Applications New York Springer-Verlag
 Forster J J McDonald J W and Smith P W F (1996) ldquoMonte Carlo ExactConditional Tests for Log-Linear and Logistic Modelsrdquo Journal of the RoyalStatistical Society Ser B 58 445ndash453
 Gail M and Mantel N (1977) ldquoCounting the Number of r times c ContingencyTables With Fixed Marginsrdquo Journal of the American Statistical Association72 859ndash862
  120 Journal of the American Statistical Association March 2005
 Gale D (1957) ldquoA Theorem on Flows in Networksrdquo Pacific Journal of Math-ematics 7 1073ndash1082
 Glas C A W and Verhelst N D (1995) ldquoTesting the Rasch Modelrdquo inRasch Models Their Foundations Recent Developments and Applicationseds G H Fischer and I W Molenaar New York Springer-Verlag pp 69ndash95
 Good I J and Crook J (1977) ldquoThe Enumeration of Arrays and a General-ization Related to Contingency Tablesrdquo Discrete Mathematics 19 23ndash65
 Holland P W and Thayer D T (1988) ldquoDifferential Item Performanceand the MantelndashHaenszel Procedurerdquo in Test Validity eds H Wainer andH I Braun Hillsdale NJ LEA pp 129ndash145
 Holmes R B and Jones L K (1996) ldquoOn Uniform Generation of Two-WayTables With Fixed Margins and the Conditional Volume Test of Diaconis andEfronrdquo The Annals of Statistics 24 64ndash68
 Kelderman H (1989) ldquoItem Bias Detection Using Loglinear IRTrdquo Psychome-trika 54 681ndash697
 Kong A Liu J S and Wong W H (1994) ldquoSequential Imputations andBayesian Missing Data Problemsrdquo Journal of the American Statistical Asso-ciation 89 278ndash288
 Lehmann E L (1986) Testing Statistical Hypotheses New York WileyLiu J S and Chen R (1998) ldquoSequential Monte Carlo Methods for Dynamic
 Systemsrdquo Journal of the American Statistical Association 93 1032ndash1044Manly B F (1995) ldquoA Note on the Analysis of Species Co-Occurrencesrdquo
 Ecology 76 1109ndash1115Marshall A W and Olkin I (1979) Inequalities Theory of Majorization and
 Its Applications New York Academic PressPatefield W M (1981) ldquoAn Efficient Method of Generating Random r times c
 Tables With Given Row and Column Totalsrdquo Applied Statistics 30 91ndash97
 Ponocny I (2001) ldquoNonparameteric Goodness-of-Fit Tests for the RaschModelrdquo Psychometrika 66 437ndash460
 Rao A R Jana R and Bandyopadhyay S (1996) ldquoA Markov Chain MonteCarlo Method for Generating Random (01)-Matrices With Given Mar-ginalsrdquo Sankhya Ser A 58 225ndash242
 Rasch G (1960) Probabilistic Models for Some Intelligence and AttainmentTests Copenhagen Danish Institute for Educational Research
 Roberts A and Stone L (1990) ldquoIsland-Sharing by Archipelago SpeciesrdquoOecologia 83 560ndash567
 Ryser H J (1957) ldquoCombinatorial Properties of Matrices of Zeros and OnesrdquoThe Canadian Journal of Mathematics 9 371ndash377
 Sanderson J G (2000) ldquoTesting Ecological Patternsrdquo American Scientist 88332ndash339
 Sanderson J G Moulton M P and Selfridge R G (1998) ldquoNull Matricesand the Analysis of Species Co-Occurrencesrdquo Oecologia 116 275ndash283
 Smith P W F Forster J J and McDonald J W (1996) ldquoMonte Carlo ExactTests for Square Contingency Tablesrdquo Journal of the Royal Statistical SocietySer A 159 309ndash321
 Snijders T A B (1991) ldquoEnumeration and Simulation Methods for 0ndash1 Ma-trices With Given Marginals Psychometrika 56 397ndash417
 Sullaway F J (1982) ldquoDarwin and His Finches The Evolution of a LegendrdquoJournal of the History of Biology 15 1ndash53
 Wang B Y (1988) ldquoPrecise Number of (01)-Matrices in U(RS)rdquo ScientiaSinica Ser A 1ndash6
 Wang B Y and Zhang F (1998) ldquoOn the Precise Number of (01)-Matricesin U(RS)rdquo Discrete Mathematics 187 211ndash220
 Wilson J B (1987) ldquoMethods for Detecting Non-Randomness in SpeciesCo-Occurrences A Contributionrdquo Oecologia 73 579ndash582
 
 
 
 
 
 
 

Page 7
                        

Chen Diaconis Holmes and Liu Sequential Importance Sampling 115
 for 1 le i le k minus 1 Then the only restriction on ak1 is
 max
 (0
 (c1 minus
 kminus1sum
 i=1
 aprimei1
 )minus
 msum
 i=k+1
 ri
 )
 le ak1 le min
 (rk c1 minus
 kminus1sum
 i=1
 aprimei1
 )
 Thus we need to consider only the strategy for sampling a11and can apply the same strategy recursively to sample othercells
 If we collapse columns 2 to m and rows 2 to n to forma 2 times 2 table with a11 as the only variable then the uniformdistribution on all tables implies that a11 is uniform in itsrange [max(0 c1 + r1 minus M)min(r1 c1)] However if we con-sider both a11 and a21 simultaneously (ie the original tableis collapsed into a 3 times 2 table) then for each a11 = x thechoices of a21 range from max(0 c1 + r1 + r2 minus M minus x) tomin(r2 c1 minus x) Thus if our goal is to sample a 3 times 2 tableuniformly then we should have
 P(a11 = x)
 prop min(r2 c1 minus x) minus max(0 c1 + r1 + r2 minus M minus x) + 1
 An analog of conditional Poisson sampling could be developedOur examples in Section 6 show however that the simple uni-form sampling of a11 seems to have already worked very well
 6 APPLICATIONS AND SIMULATIONS
 In the examples in this section we generated zerondashone tablesby the more delicate CP sampling with weights proportionalto r(l)
 i [n minus (l minus 1) minus r(l)i ] (see Sec 4) which we call the CP
 sampling for abbreviation Contingency tables are generated bythe SIS algorithm proposed in Section 5 All examples werecoded in C language and run on an Athlon workstation witha 12-GHz processor
 61 Counting ZerondashOne Tables
 Here we apply the SIS procedure described in Section 4 toestimate the number of zerondashone tables with given row sumsr1 r2 rm and column sums c1 c2 cn Because the or-dering of the column or row sums does not affect the total num-ber of tables in the following examples we attempt to arrangethe rows and columns in such a way that the cv2 is made smallWe discuss some heuristic rules for arranging the rows andcolumns to achieve a low cv2 in Section 7
 We first tested our method on counting the number of 12times12zerondashone tables with all marginal sums equal to 2 which isa subset of the 12 times 12 ldquomagic squaresrdquo For CP sampling thecv2 of the weights was 04 It took about 1 second to obtain10000 tables and their weights using the delicate SIS proce-dure described in Section 4 The average of the weights givesrise to an estimate of (2196 plusmn 004) times 1016 where the numberafter the ldquoplusmnrdquo sign is the standard error For this table the ex-act answer of 21959547410077200 was given by Wang andZhang (1998) Although Wang and Zhangrsquos formula providesa fast answer to this problem it is often difficult to quickly com-pute their formula for larger zerondashone tables
 Figure 1 Histogram of 1000 Importance Weights
 Counting the number of tables with the same marginal sumsas the finch data (see Table 1) is a more challenging exerciseThe last row of the original table is removed because it consistsof all 1rsquos and will not affect the counting We ordered the 17 col-umn sums from the largest to the smallest and applied the CPsampling which gives a cv2 of around 1 With 10000 sampleswhich took about 10 seconds we estimated the total numberof zerondashone tables to be (672 plusmn 07) times 1016 As a verificationwe obtained a more accurate estimate of 67150 times 1016 basedon 108 samples Here the exact answer was computed for us byDavid desJardins using a clever divide-and-conquer algorithmHis program (confirmed by an independent check) gives exactly67149106137567626 tables We see that the SIS algorithmgives a very accurate approximation Figure 1 a histogram of1000 importance weights shows that the weights are tightlydistributed in a relatively small range The ratio of the maxi-mum weight over the median weight is about 10
 To further challenge our method we randomly generateda 50 times 50 table for which the probability for each cell to be 1is 2 The row sums of the table are
 10811111311109791016119
 1214127910106118981412
 5101087810101461071346
 89151112106
 and the column sums are
 9612119881191113710897
 83101113751110910139977
 681012812161215121313107
 1213611
 We ordered the column sums from largest to smallest andused CP sampling which gave a cv2 of around 03 Based on100 samples which took a few minutes to generate we esti-mated that the total number of zerondashone tables with these mar-ginal sums was (77 plusmn 1) times 10432
  116 Journal of the American Statistical Association March 2005
 Because our method generally works well when the marginalsums do not vary much we tried another example for whichthe marginal sums were forced to vary considerably We gen-erated a 50 times 50 table with cell (i j) being 1 with probabilityexp(minus63(i + j minus 2)(m + n minus 2)) which gave rise to the rowsums
 14141918111212101316812
 6156712112385942414
 45233111211213313
 21112
 and the column sums
 141314131312148119108
 98471096765681663
 23545222324311132
 23525
 With the same SIS method as in the previous case we had a cv2
 of 2 Based on 1000 samples we estimated the total numberof zerondashone tables with these margins as (89 plusmn 1) times 10242Based on 10000 samples the estimate was improved to(878 plusmn 05) times 10242 Finally we estimated the total numberof 100 times 100 zerondashone tables with all marginal sums equal to 2to be (296 plusmn 03) times 10314 based on 100 Monte Carlo samplesThe cv2 in this case was 008 showing again that the SIS ap-proach is extremely efficient In comparison we know of noMCMC-based algorithm that can achieve a comparable accu-racy for counting tables of these sizes with a reasonable amountof computing time
 62 Testing ZerondashOne Tables in Ecology
 For the finch data the observed test statistic (1) as sug-gested by Roberts and Stone (1990) is 531 We applied theCP-based SIS to approximate the p value of this statistic Ouralgorithm took about 10 seconds to generate 10000 tablesbased on which we estimated the p value as (4 plusmn 28) times 10minus4A longer simulation of 1000000 SIS samples gave an estimateof (396plusmn 36)times10minus4 which took about 18 minutes Thus thereis strong evidence against the null hypothesis of a uniform dis-tribution conditional on the marginal sum The null distributionof the test statistic in the form of a histogram (computed usingthe weighted samples) is given in Figure 2
 The following MCMC algorithm has been proposed to sim-ulate from the uniform distribution of the tables and to estimatethe p value (Besag and Clifford 1989 Cobb and Chen 2003)Pick two rows and two columns at random if the intersectionof the two rows and two columns are one of the following twotypes
 1 0or
 0 10 1 1 0
 then switch to the other type otherwise stay at the orig-inal table Within 18 minutes this MCMC scheme gener-ated 15000000 samples giving an estimated p value of(356 plusmn 68) times 10minus4 Thus the SIS algorithm is about fourtimes more efficient than the MCMC algorithm (to achieve the
 Figure 2 Approximated Null Distribution of the Test Statistic Basedon 10000 Weighted Samples The vertical line indicates the ob-served S2(T0)
 same standard error) on this example We note that for morecomplex functionals say E(S2) the relative efficiency of SIScan be even higher
 Sanderson (2000) described a method for generating zerondashone tables with fixed margins which he applied to the finch datawith an implied belief that the tables obtained are uniformlydistributed His method does not produce uniformly distributedtables however For example for the set of 3 times 3 tables withmarginal sums (221) for both the columns and the rows wefound that the probability for Sandersonrsquos method of generatingone of the five possible configurations is 3321512 but that ofgenerating each of the remaining configurations is 2951512Because Sandersonrsquos sampling method does not generate tablesuniformly the conclusion of his statistical hypothesis testing isquestionable
 Many other occurrence matrices describing the distributionof birds reptiles and mammals on oceanic archipelagoes ormountain ranges have been collected (see eg Cook and Quinn1995) To compare the SIS method with the MCMC algorithmwe analyzed another dataset of the distribution of 23 land birdson the 15 southern islands in the Gulf of California (Cody1983) The occurrence matrix has row sums 14 14 14 125 13 9 11 11 11 11 11 7 8 8 7 2 4 2 3 2 2 and 2and column sums 21 19 18 19 14 15 12 15 12 12 125 4 4 and 1 Based on 100000 sampled tables using the SISalgorithm which took about 5 minutes we estimated that thep value for the test statistic (1) is 053 plusmn 003 The MCMC al-gorithm took about 6 minutes to generate 2000000 samplesand estimated a p value is 052 plusmn 006 (using 500000 samplesas burn-in) This shows that the SIS algorithm is more than fourtimes faster than the MCMC algorithm for this example A longsimulation of 1000000 samples based on the SIS method gavean estimate of 0527 for the p value
 To compare the SIS and MCMC methods on a larger tablewe randomly generated a 100 times 10 table for which the proba-bility for each cell to be 1 is 3 The row sums of the table are27 33 31 25 35 32 31 29 21 and 26 and the column sumsare 2 2 3 4 4 4 3 3 4 3 4 1 0 3 3 5 5 5 1 6 3 1
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 1 5 3 2 4 1 2 1 3 2 3 3 0 3 4 5 1 4 3 2 1 1 16 3 2 4 0 2 3 4 2 2 5 1 3 2 2 3 3 3 5 4 3 5 4 54 4 2 6 6 5 2 3 2 0 3 4 3 5 4 2 3 1 3 3 2 2 3 22 2 2 3 2 2 and 3 Based on 10000 sampled tables usingthe SIS method which took about 35 seconds we estimatedthat the p value is 8894 plusmn 0027 The MCMC algorithm tookabout 35 seconds to generate 200000 samples and estimateda p value of 8913 plusmn 0298 (using 50000 samples as burn-in)This shows that the SIS algorithm is more than 100 times fasterthan the MCMC algorithm on this example A long simulationof 1000000 samples based on the SIS method gave an esti-mated p value of 8868
 We note that the foregoing comparison between SIS andMCMC focuses only on their efficiency in approximating p val-ues (ie the expectation of a step function) The results maydiffer if the expectation of another function is considered Forexample the SIS method estimates E(S2) even more efficientlythan MCMC
 63 Testing the Rasch Model
 Rasch (1960) proposed a simple linear logistic model to mea-sure a personrsquos ability based on his or her answers to a dichoto-mous response test Suppose that n persons are asked to answerm questions (items) We can construct a zerondashone matrix basedon all of the answers A 1 in cell (i j) means that the ith personanswered the jth question correctly and a 0 means otherwiseThe Rasch model assumes that each personrsquos ability is charac-terized by a parameter θi each itemrsquos difficulty is characterizedby a parameter βj and
 P(xij = 1) = eθiminusβj
 1 + eθiminusβj (14)
 where xij is the ith personrsquos answer to the jth question Theresponses xij are assumed to be independent The numbers ofitems answered correctly by each person (the column sums)are minimal sufficient statistics for the ability parameters andthe numbers of people answering each item correctly (the rowsums) are minimal sufficient statistics for the item difficulty pa-rameters
 The Rasch model has numerous attractive features and iswidely used for constructing and scoring educational and psy-chological tests (Fischer and Molenaar 1995) There is a con-siderable literature on testing the goodness of fit of the Raschmodel (see Glas and Verhelst 1995 for an overview) The va-lidity of most of the proposed tests relies on asymptotic the-ory a reliance that Rasch did not feel very comfortable with(Andersen 1995) In his seminal book Rasch (1960) proposeda parameter-free ldquoexactrdquo test based on the conditional distrib-ution of the zerondashone matrix of responses with the observedmarginal sums fixed It is easy to see that under model (14) allof the zerondashone tables are uniformly distributed conditional onthe row and column sums Because of the difficulty of accu-rately approximating the distribution of test statistics under thisuniform distribution Rasch never implemented his approachBesag and Clifford (1989) and Ponocny (2001) have studied us-ing Monte Carlo methods to test the Rasch model The concep-tually simpler and more efficient SIS strategy developed in thisarticle is also ideally suited for implementing Raschrsquos ideas Forexample Chen and Small (2004) showed that in testing for item
 bias (Kelderman 1989) the uniformly most powerful (UMP)unbiased test resulting from Raschrsquos idea (Ponocny 2001) isboth ldquoexactrdquo and highly powerful In a simulation study with100 samples it was shown that the SIS-based UMP unbiasedtest had a power of 90 at the 05 significance level whereas thepopular MantelndashHaenszel test proposed by Holland and Thayer(1988) had only power 41 Chen and Small (2004) also re-ported that the SIS approach is more efficient and accurate thanthe Monte Carlo methods developed by Ponocny (2001) andSnijders (1991)
 Here we study an example of the test of item bias for whichthe exact p value is known A similar version of the follow-ing example was considered by Ponocny (2001) and Chen andSmall (2004) The zerondashone matrix of responses is 100times6 withall person scores (ie row sums) equal to 3 and all item totals(ie column sums) equal to 50 There are two subgroups thefirst one consisting of the first 50 students Consider testing thealternative hypothesis that item 1 is biased with the test statistic
 f (T) = students in first subgroup
 who answer item 1 correctlyWe want to calculate the p value for a table T0 with f (T0) = 30that is to calculate P( f (T) ge 30|r c) under the Rasch modelBecause of the symmetry of the marginals and the fact that allmarginals are given the number of correct answers on item 1among the first 50 students is hypergeometrically distributed inparticular P( f (T) ge 30|r c) = 03567 under the Rasch model
 Based on 1000 sampled tables which took about 2 sec-onds for the CP sampling method we estimated a p valueof 0353 plusmn 0048 The MCMC algorithm took about 2 sec-onds to generate 1000000 samples and estimated a p value of0348 plusmn 0051 (using 300000 samples as burn-in) The MCMCand SIS algorithms gave similar performance on this exampleNotice that the test statistic is the number of 1rsquos among the first50 entries of the first column The Markov chain may have lessautocorrelation for this simple test statistic
 64 Contingency Tables
 To illustrate the SIS method described in Section 5 for count-ing the number of contingency tables we consider the two ex-amples discussed by Diaconis and Gangolli (1995) The firstexample is a 5 times 3 table with row sums 10 62 13 11 and 39and column sums 65 25 and 45 We observed that the small-est cv2 (107) was achieved when the column sums are arrangedfrom the largest to the smallest and row sums are arranged fromthe smallest to the largest We obtained 100000 Monte Carlosamples which took less than 1 second and provided us with theestimate of (2393plusmn 007)times108 The true value of 239382173was given by Diaconis and Gangolli (1995)
 Besides counting the number of tables the SIS method isalso useful for carrying out certain hypothesis tests for contin-gency tables The conditional volume test proposed by Diaconisand Efron (1985) addresses the question of whether the Pearsonchi-square statistic of a contingency table is ldquoatypicalrdquo whenthe observed table is regarded as a draw from the uniformdistribution over tables with the given marginal sums The ob-served chi-square statistic for the 5 times 3 table described earlieris 721821 With 1000000 Monte Carlo samples produced by
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 our SIS method which took about 2 seconds we estimateda p value for the conditional volume test of 7610 plusmn 0005A random-walk-based MCMC algorithm was discussed byDiaconis and Gangolli (1995) and can be described as followsPick two rows and two columns uniformly at random then addor subtract 1 in the four entries at the intersection of the tworows and two columns according to the following pattern
 + minusor
 minus +minus + + minus
 The two patterns are chosen with equal probability The randomwalk stays at the original table if the operation generates a neg-ative table entry This MCMC algorithm generated 800000samples in 2 seconds and estimated a p value of 77 plusmn 02(with 100000 samples as burn-in) Thus the CP sampling is1600 times faster than the MCMC algorithm for this exam-ple Diaconis and Gangolli (1995) gave the true value as 76086based on a 12-hour exhaustive enumeration
 The second example is a 4 times 4 table with row sums 220215 93 and 64 and column sums 108 286 71 and 127Ordering the row sums from largest to smallest and the col-umn sums from smallest to largest works best and yieldeda cv2 around 37 The estimate (for the total number of ta-bles) based on 1000000 samples which took 2 seconds was(1225plusmn 002)times1015 The true value of 1225914276768514was given by Diaconis and Gangolli (1995) Diaconis and Efron(1985) gave a formula for approximately counting the num-ber of tables with given row and column sums that estimates1235 times 1016 tables for this example Holmes and Jones (1996)estimated 1226 times 1016 tables by the rejection method We alsoperformed the conditional volume test for this example Basedon the 1000000 Monte Carlo samples that we generated forestimating the total number of tables we estimated the p valueto be 1532 plusmn 0008 In contrast the MCMC algorithm took thesame amount of time (2 seconds) to generate 800000 samplesand estimated a p value of 166 plusmn 003 (with 100000 samplesas burn-in) Therefore the SIS approach is about 14 times fasterthan the MCMC method for this problem
 Holmes and Jones (1996) gave another example with fiverow sums 9 49 182 478 and 551 and four column sums 9309 355 and 596 and showed that the approximation formulaof Diaconis and Efron (1985) does not work well A distinctivefeature of their example is that both the row and column sumshave very small values We tried SIS on this example using theoriginal order of the rows and ordering the column sums in de-creasing order The cv2 was around 7 so that the effective sam-ple size was about N(1 + 7) = 125 times N Holmes and Jonesrsquofirst algorithm has an acceptance rate of 97 and the revisedone has an acceptance rate of 125 In terms of effective sam-ple size our algorithm is as efficient as their revised algorithmHowever the SIS approach is simpler to implement and easierto understand than the revised algorithm of Holmes and Joneswhich requires calculating the coefficients of a product of somevery large polynomials
 For the Holmes and Jones example we estimated the to-tal number of tables to be (3384 plusmn 009) times 1016 based on1000000 SIS samples This took about 1 second to pro-duce Several estimates based on 108 samples were all around3383 times 1016 In contrast the estimates given by Holmes andJones (1996) are 3346 times 1016 and 3365 times 1016 which we be-lieve underestimate the true number of tables
 7 DISCUSSION
 In this article we have developed a set of sequential impor-tance sampling strategies for computing with zerondashone or con-tingency tables Our results show that these approaches are bothvery efficient and simple to implement Two distinctive featuresof our approach to sampling zerondashone tables are (a) it guaran-tees that sequential procedure always produces a valid tablethus avoiding wasting computational resources and (b) it usesthe CP sampling as the trial distribution to greatly increase itsefficiency
 For CP sampling we used weights proportional to r(l)i [n minus
 (l minus 1) minus r(l)i ] Because the CP distribution q(t1) is not exactly
 the same as the target distribution p(t1) (the marginal distribu-tion of the first column) we may want to adjust the weights tomake q(t1) closer to p(t1) One easy adjustment is to use theset of weights r(l)
 i [n minus (l minus 1) minus r(l)i ]u where u gt 0 can be
 chosen by the user One may use a small sample size to estimatethe cv2 and choose the u that gives the lowest cv2 This shouldnot take more than a few seconds For all of the zerondashone tablesthat we have tested the choice of u = 1 has worked very wellAlthough some small variation of u (eg ranging from 8 to 12)improved the efficiency of SIS a little we did not observe anydramatic effect for the examples that we considered
 We used several different orderings of row sums and columnsums Our experience is that for zerondashone tables it is best to or-der the column sums from largest to smallest This makes intu-itive sense because when we start with columns with many 1rsquoswe do not have many choices and q(tl|tlminus1 t1) must beclose to p(tl|tlminus1 t1) After such columns have been sam-pled the updated row sums will be greatly reduced whichwill cause q(tl|tlminus1 t1) to be closer to p(tl|tlminus1 t1)Because of the way in which we do the sampling we need toorder the row sums from largest to smallest Another option isto sample rows instead of columns Our experience is that ifthe number of rows is greater than the number of columns thensampling rows gives better results
 For contingency tables we found that listing the columnsums in decreasing order and listing the row sums in increasingorder works best The intuition is similar to that for zerondashonetables A surprising fact for contingency tables is that givena certain ordering of the row and column sums sampling thecolumns is the same as sampling the rows It is not difficult tocheck this fact by carrying out our sampling method Thus wedo not need to worry about whether exchanging the roles ofrows and columns provides better performance
 Because the tables produced by the SIS approach describedhere have a distribution very close to the target one (as evi-denced by the low cv2 values) the SIS method is markedlybetter than the available MCMC approach which typically hasa very long autocorrelation time especially for large tablesThis advantage of the SIS is reflected not only by a moreaccurate Monte Carlo approximation but also by a more re-liable estimate of the standard error of this approximationTo achieve the same accuracy SIS usually needs fewer tablescompared with the MCMC method therefore SIS becomeseven more attractive when evaluating the test statistic itself istime-consuming Furthermore estimating the normalizing con-stant of the target distribution is a rather straightforward step for
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 the SIS method but is much more difficult for MCMC strate-gies For the table-counting problem to our knowledge thereare no MCMC algorithms that can achieve an accuracy evenclose to that of the SIS approach
 APPENDIX A PROOF OF THEOREM 1
 We start by giving an algorithm for generating tables uniformlyfrom all m times n zerondashone tables with given row sums r1 rm andfirst column sum c1
 Algorithm1 For i = 1 m randomly choose ri positions from the ith row
 and put 1rsquos in The choices of positions are independent acrossdifferent rows
 2 Accept those tables with given first column sum c1
 It is easy to see that tables generated by this algorithm are uni-formly distributed over all m times n zerondashone tables with given row sumsr1 rm and first column sum c1 We can derive the marginal distri-bution of the first column based on this algorithm At step 1 we choosethe first cell at the ith row [ie the cell at position (i1)] to put 1 inwith probability
 (n minus 1r1 minus 1
 )(nr1
 )= r1n
 Because the choices of positions are independent across different rowsafter step 1 the marginal distribution of the first column is the same asthe distribution of Z [defined by (5)] with pi = rin Step 2 rejects thetables whose first column sum is not c1 This implies that after step 2the marginal distribution of the first column is the same as the condi-tional distribution of Z [defined by (6)] given SZ = c1 with pi = rin
 APPENDIX B PROOF OF THEOREM 2
 Suppose that there are l distinct values among b1 bn and as-sume that i1 lt middot middot middot lt il are the jump points that is
 bikminus1+1 = middot middot middot = bik gt bik+1 k = 1 l minus 1
 bilminus1+1 = middot middot middot = bil
 where i0 = 0 il = n Because bprimei equals bi or bi minus 1 and b is or-
 dered from largest to smallest it is clear that if we have ikminus1 lt i le ikand ik lt j le ik+1 for any i j k then bprime
 i ge bprimej But within each block
 from bprimeik
 to bprimeik+1
 some of the bprimeirsquos are equal to bik and the others are
 equal to bik minus 1 In other words the bprimeirsquos may not be ordered from
 largest to smallest in each block If there is a j such that ikminus1 lt j lt ikand
 bprimej = bik minus 1 bprime
 j+1 = bik
 then we show in the following that we can switch bprimej and bprime
 j+1 and stillmaintain property (13) There are two different cases to consider
 Case (a)sumj
 i=1 bprimei lt
 sumji=1 aprime
 i In this case of course property (13)still holds after we switch bprime
 j and bprimej+1 and obtain
 bprimej = bik bprime
 j+1 = bik minus 1
 Case (b)sumj
 i=1 bprimei = sumj
 i=1 aprimei which we will show can never hap-
 pen Becausesumj+1
 i=1 bprimei le sumj+1
 i=1 aprimei we have aprime
 j+1 ge bprimej+1 = bik But
 because the aprimei are monotone nonincreasing we have
 aprimeikminus1+1 ge middot middot middot ge aprime
 j ge aprimej+1 ge bik
 Because bprimei le bik for ikminus1 + 1 le i lt j and bprime
 j = bik minus 1 we must have
 jsum
 i=ikminus1+1
 bprimei lt
 jsum
 i=ikminus1+1
 aprimei (B1)
 Combining (B1) with the fact thatsumikminus1
 i=1 bprimei le sumikminus1
 i=1 aprimei we finally
 have
 jsum
 i=1
 bprimei lt
 jsum
 i=1
 aprimei
 which contradicts the assumption thatsumj
 i=1 bprimei = sumj
 i=1 aprimei
 The preceding arguments imply that we can always switchbprime
 j and bprimej+1 and maintain (13) if
 bprimej = bik minus 1 bprime
 j+1 = bik
 After a finite number of such switches all of the birsquos in this block mustbe ordered from largest to smallest bprime
 ikminus1+1 ge middot middot middot ge bprimeik which easily
 leads to the conclusion that bprime ≺ aprime[Received September 2003 Revised June 2004]
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 Because our method generally works well when the marginalsums do not vary much we tried another example for whichthe marginal sums were forced to vary considerably We gen-erated a 50 times 50 table with cell (i j) being 1 with probabilityexp(minus63(i + j minus 2)(m + n minus 2)) which gave rise to the rowsums
 14141918111212101316812
 6156712112385942414
 45233111211213313
 21112
 and the column sums
 141314131312148119108
 98471096765681663
 23545222324311132
 23525
 With the same SIS method as in the previous case we had a cv2
 of 2 Based on 1000 samples we estimated the total numberof zerondashone tables with these margins as (89 plusmn 1) times 10242Based on 10000 samples the estimate was improved to(878 plusmn 05) times 10242 Finally we estimated the total numberof 100 times 100 zerondashone tables with all marginal sums equal to 2to be (296 plusmn 03) times 10314 based on 100 Monte Carlo samplesThe cv2 in this case was 008 showing again that the SIS ap-proach is extremely efficient In comparison we know of noMCMC-based algorithm that can achieve a comparable accu-racy for counting tables of these sizes with a reasonable amountof computing time
 62 Testing ZerondashOne Tables in Ecology
 For the finch data the observed test statistic (1) as sug-gested by Roberts and Stone (1990) is 531 We applied theCP-based SIS to approximate the p value of this statistic Ouralgorithm took about 10 seconds to generate 10000 tablesbased on which we estimated the p value as (4 plusmn 28) times 10minus4A longer simulation of 1000000 SIS samples gave an estimateof (396plusmn 36)times10minus4 which took about 18 minutes Thus thereis strong evidence against the null hypothesis of a uniform dis-tribution conditional on the marginal sum The null distributionof the test statistic in the form of a histogram (computed usingthe weighted samples) is given in Figure 2
 The following MCMC algorithm has been proposed to sim-ulate from the uniform distribution of the tables and to estimatethe p value (Besag and Clifford 1989 Cobb and Chen 2003)Pick two rows and two columns at random if the intersectionof the two rows and two columns are one of the following twotypes
 1 0or
 0 10 1 1 0
 then switch to the other type otherwise stay at the orig-inal table Within 18 minutes this MCMC scheme gener-ated 15000000 samples giving an estimated p value of(356 plusmn 68) times 10minus4 Thus the SIS algorithm is about fourtimes more efficient than the MCMC algorithm (to achieve the
 Figure 2 Approximated Null Distribution of the Test Statistic Basedon 10000 Weighted Samples The vertical line indicates the ob-served S2(T0)
 same standard error) on this example We note that for morecomplex functionals say E(S2) the relative efficiency of SIScan be even higher
 Sanderson (2000) described a method for generating zerondashone tables with fixed margins which he applied to the finch datawith an implied belief that the tables obtained are uniformlydistributed His method does not produce uniformly distributedtables however For example for the set of 3 times 3 tables withmarginal sums (221) for both the columns and the rows wefound that the probability for Sandersonrsquos method of generatingone of the five possible configurations is 3321512 but that ofgenerating each of the remaining configurations is 2951512Because Sandersonrsquos sampling method does not generate tablesuniformly the conclusion of his statistical hypothesis testing isquestionable
 Many other occurrence matrices describing the distributionof birds reptiles and mammals on oceanic archipelagoes ormountain ranges have been collected (see eg Cook and Quinn1995) To compare the SIS method with the MCMC algorithmwe analyzed another dataset of the distribution of 23 land birdson the 15 southern islands in the Gulf of California (Cody1983) The occurrence matrix has row sums 14 14 14 125 13 9 11 11 11 11 11 7 8 8 7 2 4 2 3 2 2 and 2and column sums 21 19 18 19 14 15 12 15 12 12 125 4 4 and 1 Based on 100000 sampled tables using the SISalgorithm which took about 5 minutes we estimated that thep value for the test statistic (1) is 053 plusmn 003 The MCMC al-gorithm took about 6 minutes to generate 2000000 samplesand estimated a p value is 052 plusmn 006 (using 500000 samplesas burn-in) This shows that the SIS algorithm is more than fourtimes faster than the MCMC algorithm for this example A longsimulation of 1000000 samples based on the SIS method gavean estimate of 0527 for the p value
 To compare the SIS and MCMC methods on a larger tablewe randomly generated a 100 times 10 table for which the proba-bility for each cell to be 1 is 3 The row sums of the table are27 33 31 25 35 32 31 29 21 and 26 and the column sumsare 2 2 3 4 4 4 3 3 4 3 4 1 0 3 3 5 5 5 1 6 3 1
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 1 5 3 2 4 1 2 1 3 2 3 3 0 3 4 5 1 4 3 2 1 1 16 3 2 4 0 2 3 4 2 2 5 1 3 2 2 3 3 3 5 4 3 5 4 54 4 2 6 6 5 2 3 2 0 3 4 3 5 4 2 3 1 3 3 2 2 3 22 2 2 3 2 2 and 3 Based on 10000 sampled tables usingthe SIS method which took about 35 seconds we estimatedthat the p value is 8894 plusmn 0027 The MCMC algorithm tookabout 35 seconds to generate 200000 samples and estimateda p value of 8913 plusmn 0298 (using 50000 samples as burn-in)This shows that the SIS algorithm is more than 100 times fasterthan the MCMC algorithm on this example A long simulationof 1000000 samples based on the SIS method gave an esti-mated p value of 8868
 We note that the foregoing comparison between SIS andMCMC focuses only on their efficiency in approximating p val-ues (ie the expectation of a step function) The results maydiffer if the expectation of another function is considered Forexample the SIS method estimates E(S2) even more efficientlythan MCMC
 63 Testing the Rasch Model
 Rasch (1960) proposed a simple linear logistic model to mea-sure a personrsquos ability based on his or her answers to a dichoto-mous response test Suppose that n persons are asked to answerm questions (items) We can construct a zerondashone matrix basedon all of the answers A 1 in cell (i j) means that the ith personanswered the jth question correctly and a 0 means otherwiseThe Rasch model assumes that each personrsquos ability is charac-terized by a parameter θi each itemrsquos difficulty is characterizedby a parameter βj and
 P(xij = 1) = eθiminusβj
 1 + eθiminusβj (14)
 where xij is the ith personrsquos answer to the jth question Theresponses xij are assumed to be independent The numbers ofitems answered correctly by each person (the column sums)are minimal sufficient statistics for the ability parameters andthe numbers of people answering each item correctly (the rowsums) are minimal sufficient statistics for the item difficulty pa-rameters
 The Rasch model has numerous attractive features and iswidely used for constructing and scoring educational and psy-chological tests (Fischer and Molenaar 1995) There is a con-siderable literature on testing the goodness of fit of the Raschmodel (see Glas and Verhelst 1995 for an overview) The va-lidity of most of the proposed tests relies on asymptotic the-ory a reliance that Rasch did not feel very comfortable with(Andersen 1995) In his seminal book Rasch (1960) proposeda parameter-free ldquoexactrdquo test based on the conditional distrib-ution of the zerondashone matrix of responses with the observedmarginal sums fixed It is easy to see that under model (14) allof the zerondashone tables are uniformly distributed conditional onthe row and column sums Because of the difficulty of accu-rately approximating the distribution of test statistics under thisuniform distribution Rasch never implemented his approachBesag and Clifford (1989) and Ponocny (2001) have studied us-ing Monte Carlo methods to test the Rasch model The concep-tually simpler and more efficient SIS strategy developed in thisarticle is also ideally suited for implementing Raschrsquos ideas Forexample Chen and Small (2004) showed that in testing for item
 bias (Kelderman 1989) the uniformly most powerful (UMP)unbiased test resulting from Raschrsquos idea (Ponocny 2001) isboth ldquoexactrdquo and highly powerful In a simulation study with100 samples it was shown that the SIS-based UMP unbiasedtest had a power of 90 at the 05 significance level whereas thepopular MantelndashHaenszel test proposed by Holland and Thayer(1988) had only power 41 Chen and Small (2004) also re-ported that the SIS approach is more efficient and accurate thanthe Monte Carlo methods developed by Ponocny (2001) andSnijders (1991)
 Here we study an example of the test of item bias for whichthe exact p value is known A similar version of the follow-ing example was considered by Ponocny (2001) and Chen andSmall (2004) The zerondashone matrix of responses is 100times6 withall person scores (ie row sums) equal to 3 and all item totals(ie column sums) equal to 50 There are two subgroups thefirst one consisting of the first 50 students Consider testing thealternative hypothesis that item 1 is biased with the test statistic
 f (T) = students in first subgroup
 who answer item 1 correctlyWe want to calculate the p value for a table T0 with f (T0) = 30that is to calculate P( f (T) ge 30|r c) under the Rasch modelBecause of the symmetry of the marginals and the fact that allmarginals are given the number of correct answers on item 1among the first 50 students is hypergeometrically distributed inparticular P( f (T) ge 30|r c) = 03567 under the Rasch model
 Based on 1000 sampled tables which took about 2 sec-onds for the CP sampling method we estimated a p valueof 0353 plusmn 0048 The MCMC algorithm took about 2 sec-onds to generate 1000000 samples and estimated a p value of0348 plusmn 0051 (using 300000 samples as burn-in) The MCMCand SIS algorithms gave similar performance on this exampleNotice that the test statistic is the number of 1rsquos among the first50 entries of the first column The Markov chain may have lessautocorrelation for this simple test statistic
 64 Contingency Tables
 To illustrate the SIS method described in Section 5 for count-ing the number of contingency tables we consider the two ex-amples discussed by Diaconis and Gangolli (1995) The firstexample is a 5 times 3 table with row sums 10 62 13 11 and 39and column sums 65 25 and 45 We observed that the small-est cv2 (107) was achieved when the column sums are arrangedfrom the largest to the smallest and row sums are arranged fromthe smallest to the largest We obtained 100000 Monte Carlosamples which took less than 1 second and provided us with theestimate of (2393plusmn 007)times108 The true value of 239382173was given by Diaconis and Gangolli (1995)
 Besides counting the number of tables the SIS method isalso useful for carrying out certain hypothesis tests for contin-gency tables The conditional volume test proposed by Diaconisand Efron (1985) addresses the question of whether the Pearsonchi-square statistic of a contingency table is ldquoatypicalrdquo whenthe observed table is regarded as a draw from the uniformdistribution over tables with the given marginal sums The ob-served chi-square statistic for the 5 times 3 table described earlieris 721821 With 1000000 Monte Carlo samples produced by
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 our SIS method which took about 2 seconds we estimateda p value for the conditional volume test of 7610 plusmn 0005A random-walk-based MCMC algorithm was discussed byDiaconis and Gangolli (1995) and can be described as followsPick two rows and two columns uniformly at random then addor subtract 1 in the four entries at the intersection of the tworows and two columns according to the following pattern
 + minusor
 minus +minus + + minus
 The two patterns are chosen with equal probability The randomwalk stays at the original table if the operation generates a neg-ative table entry This MCMC algorithm generated 800000samples in 2 seconds and estimated a p value of 77 plusmn 02(with 100000 samples as burn-in) Thus the CP sampling is1600 times faster than the MCMC algorithm for this exam-ple Diaconis and Gangolli (1995) gave the true value as 76086based on a 12-hour exhaustive enumeration
 The second example is a 4 times 4 table with row sums 220215 93 and 64 and column sums 108 286 71 and 127Ordering the row sums from largest to smallest and the col-umn sums from smallest to largest works best and yieldeda cv2 around 37 The estimate (for the total number of ta-bles) based on 1000000 samples which took 2 seconds was(1225plusmn 002)times1015 The true value of 1225914276768514was given by Diaconis and Gangolli (1995) Diaconis and Efron(1985) gave a formula for approximately counting the num-ber of tables with given row and column sums that estimates1235 times 1016 tables for this example Holmes and Jones (1996)estimated 1226 times 1016 tables by the rejection method We alsoperformed the conditional volume test for this example Basedon the 1000000 Monte Carlo samples that we generated forestimating the total number of tables we estimated the p valueto be 1532 plusmn 0008 In contrast the MCMC algorithm took thesame amount of time (2 seconds) to generate 800000 samplesand estimated a p value of 166 plusmn 003 (with 100000 samplesas burn-in) Therefore the SIS approach is about 14 times fasterthan the MCMC method for this problem
 Holmes and Jones (1996) gave another example with fiverow sums 9 49 182 478 and 551 and four column sums 9309 355 and 596 and showed that the approximation formulaof Diaconis and Efron (1985) does not work well A distinctivefeature of their example is that both the row and column sumshave very small values We tried SIS on this example using theoriginal order of the rows and ordering the column sums in de-creasing order The cv2 was around 7 so that the effective sam-ple size was about N(1 + 7) = 125 times N Holmes and Jonesrsquofirst algorithm has an acceptance rate of 97 and the revisedone has an acceptance rate of 125 In terms of effective sam-ple size our algorithm is as efficient as their revised algorithmHowever the SIS approach is simpler to implement and easierto understand than the revised algorithm of Holmes and Joneswhich requires calculating the coefficients of a product of somevery large polynomials
 For the Holmes and Jones example we estimated the to-tal number of tables to be (3384 plusmn 009) times 1016 based on1000000 SIS samples This took about 1 second to pro-duce Several estimates based on 108 samples were all around3383 times 1016 In contrast the estimates given by Holmes andJones (1996) are 3346 times 1016 and 3365 times 1016 which we be-lieve underestimate the true number of tables
 7 DISCUSSION
 In this article we have developed a set of sequential impor-tance sampling strategies for computing with zerondashone or con-tingency tables Our results show that these approaches are bothvery efficient and simple to implement Two distinctive featuresof our approach to sampling zerondashone tables are (a) it guaran-tees that sequential procedure always produces a valid tablethus avoiding wasting computational resources and (b) it usesthe CP sampling as the trial distribution to greatly increase itsefficiency
 For CP sampling we used weights proportional to r(l)i [n minus
 (l minus 1) minus r(l)i ] Because the CP distribution q(t1) is not exactly
 the same as the target distribution p(t1) (the marginal distribu-tion of the first column) we may want to adjust the weights tomake q(t1) closer to p(t1) One easy adjustment is to use theset of weights r(l)
 i [n minus (l minus 1) minus r(l)i ]u where u gt 0 can be
 chosen by the user One may use a small sample size to estimatethe cv2 and choose the u that gives the lowest cv2 This shouldnot take more than a few seconds For all of the zerondashone tablesthat we have tested the choice of u = 1 has worked very wellAlthough some small variation of u (eg ranging from 8 to 12)improved the efficiency of SIS a little we did not observe anydramatic effect for the examples that we considered
 We used several different orderings of row sums and columnsums Our experience is that for zerondashone tables it is best to or-der the column sums from largest to smallest This makes intu-itive sense because when we start with columns with many 1rsquoswe do not have many choices and q(tl|tlminus1 t1) must beclose to p(tl|tlminus1 t1) After such columns have been sam-pled the updated row sums will be greatly reduced whichwill cause q(tl|tlminus1 t1) to be closer to p(tl|tlminus1 t1)Because of the way in which we do the sampling we need toorder the row sums from largest to smallest Another option isto sample rows instead of columns Our experience is that ifthe number of rows is greater than the number of columns thensampling rows gives better results
 For contingency tables we found that listing the columnsums in decreasing order and listing the row sums in increasingorder works best The intuition is similar to that for zerondashonetables A surprising fact for contingency tables is that givena certain ordering of the row and column sums sampling thecolumns is the same as sampling the rows It is not difficult tocheck this fact by carrying out our sampling method Thus wedo not need to worry about whether exchanging the roles ofrows and columns provides better performance
 Because the tables produced by the SIS approach describedhere have a distribution very close to the target one (as evi-denced by the low cv2 values) the SIS method is markedlybetter than the available MCMC approach which typically hasa very long autocorrelation time especially for large tablesThis advantage of the SIS is reflected not only by a moreaccurate Monte Carlo approximation but also by a more re-liable estimate of the standard error of this approximationTo achieve the same accuracy SIS usually needs fewer tablescompared with the MCMC method therefore SIS becomeseven more attractive when evaluating the test statistic itself istime-consuming Furthermore estimating the normalizing con-stant of the target distribution is a rather straightforward step for
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 the SIS method but is much more difficult for MCMC strate-gies For the table-counting problem to our knowledge thereare no MCMC algorithms that can achieve an accuracy evenclose to that of the SIS approach
 APPENDIX A PROOF OF THEOREM 1
 We start by giving an algorithm for generating tables uniformlyfrom all m times n zerondashone tables with given row sums r1 rm andfirst column sum c1
 Algorithm1 For i = 1 m randomly choose ri positions from the ith row
 and put 1rsquos in The choices of positions are independent acrossdifferent rows
 2 Accept those tables with given first column sum c1
 It is easy to see that tables generated by this algorithm are uni-formly distributed over all m times n zerondashone tables with given row sumsr1 rm and first column sum c1 We can derive the marginal distri-bution of the first column based on this algorithm At step 1 we choosethe first cell at the ith row [ie the cell at position (i1)] to put 1 inwith probability
 (n minus 1r1 minus 1
 )(nr1
 )= r1n
 Because the choices of positions are independent across different rowsafter step 1 the marginal distribution of the first column is the same asthe distribution of Z [defined by (5)] with pi = rin Step 2 rejects thetables whose first column sum is not c1 This implies that after step 2the marginal distribution of the first column is the same as the condi-tional distribution of Z [defined by (6)] given SZ = c1 with pi = rin
 APPENDIX B PROOF OF THEOREM 2
 Suppose that there are l distinct values among b1 bn and as-sume that i1 lt middot middot middot lt il are the jump points that is
 bikminus1+1 = middot middot middot = bik gt bik+1 k = 1 l minus 1
 bilminus1+1 = middot middot middot = bil
 where i0 = 0 il = n Because bprimei equals bi or bi minus 1 and b is or-
 dered from largest to smallest it is clear that if we have ikminus1 lt i le ikand ik lt j le ik+1 for any i j k then bprime
 i ge bprimej But within each block
 from bprimeik
 to bprimeik+1
 some of the bprimeirsquos are equal to bik and the others are
 equal to bik minus 1 In other words the bprimeirsquos may not be ordered from
 largest to smallest in each block If there is a j such that ikminus1 lt j lt ikand
 bprimej = bik minus 1 bprime
 j+1 = bik
 then we show in the following that we can switch bprimej and bprime
 j+1 and stillmaintain property (13) There are two different cases to consider
 Case (a)sumj
 i=1 bprimei lt
 sumji=1 aprime
 i In this case of course property (13)still holds after we switch bprime
 j and bprimej+1 and obtain
 bprimej = bik bprime
 j+1 = bik minus 1
 Case (b)sumj
 i=1 bprimei = sumj
 i=1 aprimei which we will show can never hap-
 pen Becausesumj+1
 i=1 bprimei le sumj+1
 i=1 aprimei we have aprime
 j+1 ge bprimej+1 = bik But
 because the aprimei are monotone nonincreasing we have
 aprimeikminus1+1 ge middot middot middot ge aprime
 j ge aprimej+1 ge bik
 Because bprimei le bik for ikminus1 + 1 le i lt j and bprime
 j = bik minus 1 we must have
 jsum
 i=ikminus1+1
 bprimei lt
 jsum
 i=ikminus1+1
 aprimei (B1)
 Combining (B1) with the fact thatsumikminus1
 i=1 bprimei le sumikminus1
 i=1 aprimei we finally
 have
 jsum
 i=1
 bprimei lt
 jsum
 i=1
 aprimei
 which contradicts the assumption thatsumj
 i=1 bprimei = sumj
 i=1 aprimei
 The preceding arguments imply that we can always switchbprime
 j and bprimej+1 and maintain (13) if
 bprimej = bik minus 1 bprime
 j+1 = bik
 After a finite number of such switches all of the birsquos in this block mustbe ordered from largest to smallest bprime
 ikminus1+1 ge middot middot middot ge bprimeik which easily
 leads to the conclusion that bprime ≺ aprime[Received September 2003 Revised June 2004]
 REFERENCES
 Andersen E B (1995) ldquoWhat Georg Rasch Would Have Thought About ThisBookrdquo in Rasch Models Their Foundations Recent Developments and Ap-plications eds G H Fischer and I W Molenaar New York Springer-Verlagpp 383ndash390
 Balmer D (1988) ldquoRecursive Enumeration of r times c Tables for Exact Likeli-hood Evaluationrdquo Applied Statistics 37 290ndash301
 Beacutekeacutessy A Beacutekeacutessy P and Komlos J (1972) ldquoAsymptotic Enumerationof Regular Matricesrdquo Studia Scientiarum Mathematicarum Hungarica 7343ndash353
 Besag J and Clifford P (1989) ldquoGeneralized Monte Carlo SignificanceTestsrdquo Biometrika 76 633ndash642
 Boyett J M (1979) ldquoAlgorithm AS 144 Random R times S Tables With GivenRow and Column Totalsrdquo Applied Statistics 28 329ndash332
 Brewer K R W and Hanif M (1983) Sampling With Unequal ProbabilitiesNew York Springer-Verlag
 Chen S X and Liu J S (1997) ldquoStatistical Applications of the Poisson-Binomial and Conditional Bernoulli Distributionsrdquo Statistica Sinica 7875ndash892
 Chen X H Dempster A P and Liu J S (1994) ldquoWeighted Finite PopulationSampling to Maximize Entropyrdquo Biometrika 81 457ndash469
 Chen Y (2001) ldquoSequential Importance Sampling With Resampling Theoryand Applicationsrdquo unpublished PhD dissertation Stanford University Deptof Statistics
 Chen Y and Small D (2004) ldquoExact Tests for the Rasch Model via SequentialImportance Samplingrdquo Psychometrika in press
 Cobb G W and Chen Y-P (2003) ldquoAn Application of Markov ChainMonte Carlo to Community Ecologyrdquo American Mathematical Monthly 110265ndash288
 Cody M L (1983) ldquoThe Land Birdsrdquo in Island Biogeography in the Sea ofCortez eds T J Case and M L Cody Berkeley CA University of CaliforniaPress pp 210ndash245
 Connor E F and Simberloff D (1979) ldquoThe Assembly of Species Commu-nities Chance or Competitionrdquo Ecology 60 1132ndash1140
 Cook R R and Quinn J F (1995) ldquoThe Influence of Colonization in NestedSpecies Subsetsrdquo Oecologia 102 413ndash424
 Diaconis P and Efron B (1985) ldquoTesting for Independence in a Two-WayTable New Interpretations of the Chi-Square Statisticrdquo The Annals of Statis-tics 13 845ndash874
 Diaconis P and Gangolli A (1995) ldquoRectangular Arrays With Fixed Mar-ginsrdquo in Discrete Probability and Algorithms eds D Aldous P DiaconisJ Spencer and J M Steele New York Springer-Verlag pp 15ndash41
 Fischer G H and Molenaar I W (1995) Rasch Models Foundations RecentDevelopments and Applications New York Springer-Verlag
 Forster J J McDonald J W and Smith P W F (1996) ldquoMonte Carlo ExactConditional Tests for Log-Linear and Logistic Modelsrdquo Journal of the RoyalStatistical Society Ser B 58 445ndash453
 Gail M and Mantel N (1977) ldquoCounting the Number of r times c ContingencyTables With Fixed Marginsrdquo Journal of the American Statistical Association72 859ndash862
  120 Journal of the American Statistical Association March 2005
 Gale D (1957) ldquoA Theorem on Flows in Networksrdquo Pacific Journal of Math-ematics 7 1073ndash1082
 Glas C A W and Verhelst N D (1995) ldquoTesting the Rasch Modelrdquo inRasch Models Their Foundations Recent Developments and Applicationseds G H Fischer and I W Molenaar New York Springer-Verlag pp 69ndash95
 Good I J and Crook J (1977) ldquoThe Enumeration of Arrays and a General-ization Related to Contingency Tablesrdquo Discrete Mathematics 19 23ndash65
 Holland P W and Thayer D T (1988) ldquoDifferential Item Performanceand the MantelndashHaenszel Procedurerdquo in Test Validity eds H Wainer andH I Braun Hillsdale NJ LEA pp 129ndash145
 Holmes R B and Jones L K (1996) ldquoOn Uniform Generation of Two-WayTables With Fixed Margins and the Conditional Volume Test of Diaconis andEfronrdquo The Annals of Statistics 24 64ndash68
 Kelderman H (1989) ldquoItem Bias Detection Using Loglinear IRTrdquo Psychome-trika 54 681ndash697
 Kong A Liu J S and Wong W H (1994) ldquoSequential Imputations andBayesian Missing Data Problemsrdquo Journal of the American Statistical Asso-ciation 89 278ndash288
 Lehmann E L (1986) Testing Statistical Hypotheses New York WileyLiu J S and Chen R (1998) ldquoSequential Monte Carlo Methods for Dynamic
 Systemsrdquo Journal of the American Statistical Association 93 1032ndash1044Manly B F (1995) ldquoA Note on the Analysis of Species Co-Occurrencesrdquo
 Ecology 76 1109ndash1115Marshall A W and Olkin I (1979) Inequalities Theory of Majorization and
 Its Applications New York Academic PressPatefield W M (1981) ldquoAn Efficient Method of Generating Random r times c
 Tables With Given Row and Column Totalsrdquo Applied Statistics 30 91ndash97
 Ponocny I (2001) ldquoNonparameteric Goodness-of-Fit Tests for the RaschModelrdquo Psychometrika 66 437ndash460
 Rao A R Jana R and Bandyopadhyay S (1996) ldquoA Markov Chain MonteCarlo Method for Generating Random (01)-Matrices With Given Mar-ginalsrdquo Sankhya Ser A 58 225ndash242
 Rasch G (1960) Probabilistic Models for Some Intelligence and AttainmentTests Copenhagen Danish Institute for Educational Research
 Roberts A and Stone L (1990) ldquoIsland-Sharing by Archipelago SpeciesrdquoOecologia 83 560ndash567
 Ryser H J (1957) ldquoCombinatorial Properties of Matrices of Zeros and OnesrdquoThe Canadian Journal of Mathematics 9 371ndash377
 Sanderson J G (2000) ldquoTesting Ecological Patternsrdquo American Scientist 88332ndash339
 Sanderson J G Moulton M P and Selfridge R G (1998) ldquoNull Matricesand the Analysis of Species Co-Occurrencesrdquo Oecologia 116 275ndash283
 Smith P W F Forster J J and McDonald J W (1996) ldquoMonte Carlo ExactTests for Square Contingency Tablesrdquo Journal of the Royal Statistical SocietySer A 159 309ndash321
 Snijders T A B (1991) ldquoEnumeration and Simulation Methods for 0ndash1 Ma-trices With Given Marginals Psychometrika 56 397ndash417
 Sullaway F J (1982) ldquoDarwin and His Finches The Evolution of a LegendrdquoJournal of the History of Biology 15 1ndash53
 Wang B Y (1988) ldquoPrecise Number of (01)-Matrices in U(RS)rdquo ScientiaSinica Ser A 1ndash6
 Wang B Y and Zhang F (1998) ldquoOn the Precise Number of (01)-Matricesin U(RS)rdquo Discrete Mathematics 187 211ndash220
 Wilson J B (1987) ldquoMethods for Detecting Non-Randomness in SpeciesCo-Occurrences A Contributionrdquo Oecologia 73 579ndash582
 
 
 
 
 

Page 9
                        

Chen Diaconis Holmes and Liu Sequential Importance Sampling 117
 1 5 3 2 4 1 2 1 3 2 3 3 0 3 4 5 1 4 3 2 1 1 16 3 2 4 0 2 3 4 2 2 5 1 3 2 2 3 3 3 5 4 3 5 4 54 4 2 6 6 5 2 3 2 0 3 4 3 5 4 2 3 1 3 3 2 2 3 22 2 2 3 2 2 and 3 Based on 10000 sampled tables usingthe SIS method which took about 35 seconds we estimatedthat the p value is 8894 plusmn 0027 The MCMC algorithm tookabout 35 seconds to generate 200000 samples and estimateda p value of 8913 plusmn 0298 (using 50000 samples as burn-in)This shows that the SIS algorithm is more than 100 times fasterthan the MCMC algorithm on this example A long simulationof 1000000 samples based on the SIS method gave an esti-mated p value of 8868
 We note that the foregoing comparison between SIS andMCMC focuses only on their efficiency in approximating p val-ues (ie the expectation of a step function) The results maydiffer if the expectation of another function is considered Forexample the SIS method estimates E(S2) even more efficientlythan MCMC
 63 Testing the Rasch Model
 Rasch (1960) proposed a simple linear logistic model to mea-sure a personrsquos ability based on his or her answers to a dichoto-mous response test Suppose that n persons are asked to answerm questions (items) We can construct a zerondashone matrix basedon all of the answers A 1 in cell (i j) means that the ith personanswered the jth question correctly and a 0 means otherwiseThe Rasch model assumes that each personrsquos ability is charac-terized by a parameter θi each itemrsquos difficulty is characterizedby a parameter βj and
 P(xij = 1) = eθiminusβj
 1 + eθiminusβj (14)
 where xij is the ith personrsquos answer to the jth question Theresponses xij are assumed to be independent The numbers ofitems answered correctly by each person (the column sums)are minimal sufficient statistics for the ability parameters andthe numbers of people answering each item correctly (the rowsums) are minimal sufficient statistics for the item difficulty pa-rameters
 The Rasch model has numerous attractive features and iswidely used for constructing and scoring educational and psy-chological tests (Fischer and Molenaar 1995) There is a con-siderable literature on testing the goodness of fit of the Raschmodel (see Glas and Verhelst 1995 for an overview) The va-lidity of most of the proposed tests relies on asymptotic the-ory a reliance that Rasch did not feel very comfortable with(Andersen 1995) In his seminal book Rasch (1960) proposeda parameter-free ldquoexactrdquo test based on the conditional distrib-ution of the zerondashone matrix of responses with the observedmarginal sums fixed It is easy to see that under model (14) allof the zerondashone tables are uniformly distributed conditional onthe row and column sums Because of the difficulty of accu-rately approximating the distribution of test statistics under thisuniform distribution Rasch never implemented his approachBesag and Clifford (1989) and Ponocny (2001) have studied us-ing Monte Carlo methods to test the Rasch model The concep-tually simpler and more efficient SIS strategy developed in thisarticle is also ideally suited for implementing Raschrsquos ideas Forexample Chen and Small (2004) showed that in testing for item
 bias (Kelderman 1989) the uniformly most powerful (UMP)unbiased test resulting from Raschrsquos idea (Ponocny 2001) isboth ldquoexactrdquo and highly powerful In a simulation study with100 samples it was shown that the SIS-based UMP unbiasedtest had a power of 90 at the 05 significance level whereas thepopular MantelndashHaenszel test proposed by Holland and Thayer(1988) had only power 41 Chen and Small (2004) also re-ported that the SIS approach is more efficient and accurate thanthe Monte Carlo methods developed by Ponocny (2001) andSnijders (1991)
 Here we study an example of the test of item bias for whichthe exact p value is known A similar version of the follow-ing example was considered by Ponocny (2001) and Chen andSmall (2004) The zerondashone matrix of responses is 100times6 withall person scores (ie row sums) equal to 3 and all item totals(ie column sums) equal to 50 There are two subgroups thefirst one consisting of the first 50 students Consider testing thealternative hypothesis that item 1 is biased with the test statistic
 f (T) = students in first subgroup
 who answer item 1 correctlyWe want to calculate the p value for a table T0 with f (T0) = 30that is to calculate P( f (T) ge 30|r c) under the Rasch modelBecause of the symmetry of the marginals and the fact that allmarginals are given the number of correct answers on item 1among the first 50 students is hypergeometrically distributed inparticular P( f (T) ge 30|r c) = 03567 under the Rasch model
 Based on 1000 sampled tables which took about 2 sec-onds for the CP sampling method we estimated a p valueof 0353 plusmn 0048 The MCMC algorithm took about 2 sec-onds to generate 1000000 samples and estimated a p value of0348 plusmn 0051 (using 300000 samples as burn-in) The MCMCand SIS algorithms gave similar performance on this exampleNotice that the test statistic is the number of 1rsquos among the first50 entries of the first column The Markov chain may have lessautocorrelation for this simple test statistic
 64 Contingency Tables
 To illustrate the SIS method described in Section 5 for count-ing the number of contingency tables we consider the two ex-amples discussed by Diaconis and Gangolli (1995) The firstexample is a 5 times 3 table with row sums 10 62 13 11 and 39and column sums 65 25 and 45 We observed that the small-est cv2 (107) was achieved when the column sums are arrangedfrom the largest to the smallest and row sums are arranged fromthe smallest to the largest We obtained 100000 Monte Carlosamples which took less than 1 second and provided us with theestimate of (2393plusmn 007)times108 The true value of 239382173was given by Diaconis and Gangolli (1995)
 Besides counting the number of tables the SIS method isalso useful for carrying out certain hypothesis tests for contin-gency tables The conditional volume test proposed by Diaconisand Efron (1985) addresses the question of whether the Pearsonchi-square statistic of a contingency table is ldquoatypicalrdquo whenthe observed table is regarded as a draw from the uniformdistribution over tables with the given marginal sums The ob-served chi-square statistic for the 5 times 3 table described earlieris 721821 With 1000000 Monte Carlo samples produced by
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 our SIS method which took about 2 seconds we estimateda p value for the conditional volume test of 7610 plusmn 0005A random-walk-based MCMC algorithm was discussed byDiaconis and Gangolli (1995) and can be described as followsPick two rows and two columns uniformly at random then addor subtract 1 in the four entries at the intersection of the tworows and two columns according to the following pattern
 + minusor
 minus +minus + + minus
 The two patterns are chosen with equal probability The randomwalk stays at the original table if the operation generates a neg-ative table entry This MCMC algorithm generated 800000samples in 2 seconds and estimated a p value of 77 plusmn 02(with 100000 samples as burn-in) Thus the CP sampling is1600 times faster than the MCMC algorithm for this exam-ple Diaconis and Gangolli (1995) gave the true value as 76086based on a 12-hour exhaustive enumeration
 The second example is a 4 times 4 table with row sums 220215 93 and 64 and column sums 108 286 71 and 127Ordering the row sums from largest to smallest and the col-umn sums from smallest to largest works best and yieldeda cv2 around 37 The estimate (for the total number of ta-bles) based on 1000000 samples which took 2 seconds was(1225plusmn 002)times1015 The true value of 1225914276768514was given by Diaconis and Gangolli (1995) Diaconis and Efron(1985) gave a formula for approximately counting the num-ber of tables with given row and column sums that estimates1235 times 1016 tables for this example Holmes and Jones (1996)estimated 1226 times 1016 tables by the rejection method We alsoperformed the conditional volume test for this example Basedon the 1000000 Monte Carlo samples that we generated forestimating the total number of tables we estimated the p valueto be 1532 plusmn 0008 In contrast the MCMC algorithm took thesame amount of time (2 seconds) to generate 800000 samplesand estimated a p value of 166 plusmn 003 (with 100000 samplesas burn-in) Therefore the SIS approach is about 14 times fasterthan the MCMC method for this problem
 Holmes and Jones (1996) gave another example with fiverow sums 9 49 182 478 and 551 and four column sums 9309 355 and 596 and showed that the approximation formulaof Diaconis and Efron (1985) does not work well A distinctivefeature of their example is that both the row and column sumshave very small values We tried SIS on this example using theoriginal order of the rows and ordering the column sums in de-creasing order The cv2 was around 7 so that the effective sam-ple size was about N(1 + 7) = 125 times N Holmes and Jonesrsquofirst algorithm has an acceptance rate of 97 and the revisedone has an acceptance rate of 125 In terms of effective sam-ple size our algorithm is as efficient as their revised algorithmHowever the SIS approach is simpler to implement and easierto understand than the revised algorithm of Holmes and Joneswhich requires calculating the coefficients of a product of somevery large polynomials
 For the Holmes and Jones example we estimated the to-tal number of tables to be (3384 plusmn 009) times 1016 based on1000000 SIS samples This took about 1 second to pro-duce Several estimates based on 108 samples were all around3383 times 1016 In contrast the estimates given by Holmes andJones (1996) are 3346 times 1016 and 3365 times 1016 which we be-lieve underestimate the true number of tables
 7 DISCUSSION
 In this article we have developed a set of sequential impor-tance sampling strategies for computing with zerondashone or con-tingency tables Our results show that these approaches are bothvery efficient and simple to implement Two distinctive featuresof our approach to sampling zerondashone tables are (a) it guaran-tees that sequential procedure always produces a valid tablethus avoiding wasting computational resources and (b) it usesthe CP sampling as the trial distribution to greatly increase itsefficiency
 For CP sampling we used weights proportional to r(l)i [n minus
 (l minus 1) minus r(l)i ] Because the CP distribution q(t1) is not exactly
 the same as the target distribution p(t1) (the marginal distribu-tion of the first column) we may want to adjust the weights tomake q(t1) closer to p(t1) One easy adjustment is to use theset of weights r(l)
 i [n minus (l minus 1) minus r(l)i ]u where u gt 0 can be
 chosen by the user One may use a small sample size to estimatethe cv2 and choose the u that gives the lowest cv2 This shouldnot take more than a few seconds For all of the zerondashone tablesthat we have tested the choice of u = 1 has worked very wellAlthough some small variation of u (eg ranging from 8 to 12)improved the efficiency of SIS a little we did not observe anydramatic effect for the examples that we considered
 We used several different orderings of row sums and columnsums Our experience is that for zerondashone tables it is best to or-der the column sums from largest to smallest This makes intu-itive sense because when we start with columns with many 1rsquoswe do not have many choices and q(tl|tlminus1 t1) must beclose to p(tl|tlminus1 t1) After such columns have been sam-pled the updated row sums will be greatly reduced whichwill cause q(tl|tlminus1 t1) to be closer to p(tl|tlminus1 t1)Because of the way in which we do the sampling we need toorder the row sums from largest to smallest Another option isto sample rows instead of columns Our experience is that ifthe number of rows is greater than the number of columns thensampling rows gives better results
 For contingency tables we found that listing the columnsums in decreasing order and listing the row sums in increasingorder works best The intuition is similar to that for zerondashonetables A surprising fact for contingency tables is that givena certain ordering of the row and column sums sampling thecolumns is the same as sampling the rows It is not difficult tocheck this fact by carrying out our sampling method Thus wedo not need to worry about whether exchanging the roles ofrows and columns provides better performance
 Because the tables produced by the SIS approach describedhere have a distribution very close to the target one (as evi-denced by the low cv2 values) the SIS method is markedlybetter than the available MCMC approach which typically hasa very long autocorrelation time especially for large tablesThis advantage of the SIS is reflected not only by a moreaccurate Monte Carlo approximation but also by a more re-liable estimate of the standard error of this approximationTo achieve the same accuracy SIS usually needs fewer tablescompared with the MCMC method therefore SIS becomeseven more attractive when evaluating the test statistic itself istime-consuming Furthermore estimating the normalizing con-stant of the target distribution is a rather straightforward step for
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 the SIS method but is much more difficult for MCMC strate-gies For the table-counting problem to our knowledge thereare no MCMC algorithms that can achieve an accuracy evenclose to that of the SIS approach
 APPENDIX A PROOF OF THEOREM 1
 We start by giving an algorithm for generating tables uniformlyfrom all m times n zerondashone tables with given row sums r1 rm andfirst column sum c1
 Algorithm1 For i = 1 m randomly choose ri positions from the ith row
 and put 1rsquos in The choices of positions are independent acrossdifferent rows
 2 Accept those tables with given first column sum c1
 It is easy to see that tables generated by this algorithm are uni-formly distributed over all m times n zerondashone tables with given row sumsr1 rm and first column sum c1 We can derive the marginal distri-bution of the first column based on this algorithm At step 1 we choosethe first cell at the ith row [ie the cell at position (i1)] to put 1 inwith probability
 (n minus 1r1 minus 1
 )(nr1
 )= r1n
 Because the choices of positions are independent across different rowsafter step 1 the marginal distribution of the first column is the same asthe distribution of Z [defined by (5)] with pi = rin Step 2 rejects thetables whose first column sum is not c1 This implies that after step 2the marginal distribution of the first column is the same as the condi-tional distribution of Z [defined by (6)] given SZ = c1 with pi = rin
 APPENDIX B PROOF OF THEOREM 2
 Suppose that there are l distinct values among b1 bn and as-sume that i1 lt middot middot middot lt il are the jump points that is
 bikminus1+1 = middot middot middot = bik gt bik+1 k = 1 l minus 1
 bilminus1+1 = middot middot middot = bil
 where i0 = 0 il = n Because bprimei equals bi or bi minus 1 and b is or-
 dered from largest to smallest it is clear that if we have ikminus1 lt i le ikand ik lt j le ik+1 for any i j k then bprime
 i ge bprimej But within each block
 from bprimeik
 to bprimeik+1
 some of the bprimeirsquos are equal to bik and the others are
 equal to bik minus 1 In other words the bprimeirsquos may not be ordered from
 largest to smallest in each block If there is a j such that ikminus1 lt j lt ikand
 bprimej = bik minus 1 bprime
 j+1 = bik
 then we show in the following that we can switch bprimej and bprime
 j+1 and stillmaintain property (13) There are two different cases to consider
 Case (a)sumj
 i=1 bprimei lt
 sumji=1 aprime
 i In this case of course property (13)still holds after we switch bprime
 j and bprimej+1 and obtain
 bprimej = bik bprime
 j+1 = bik minus 1
 Case (b)sumj
 i=1 bprimei = sumj
 i=1 aprimei which we will show can never hap-
 pen Becausesumj+1
 i=1 bprimei le sumj+1
 i=1 aprimei we have aprime
 j+1 ge bprimej+1 = bik But
 because the aprimei are monotone nonincreasing we have
 aprimeikminus1+1 ge middot middot middot ge aprime
 j ge aprimej+1 ge bik
 Because bprimei le bik for ikminus1 + 1 le i lt j and bprime
 j = bik minus 1 we must have
 jsum
 i=ikminus1+1
 bprimei lt
 jsum
 i=ikminus1+1
 aprimei (B1)
 Combining (B1) with the fact thatsumikminus1
 i=1 bprimei le sumikminus1
 i=1 aprimei we finally
 have
 jsum
 i=1
 bprimei lt
 jsum
 i=1
 aprimei
 which contradicts the assumption thatsumj
 i=1 bprimei = sumj
 i=1 aprimei
 The preceding arguments imply that we can always switchbprime
 j and bprimej+1 and maintain (13) if
 bprimej = bik minus 1 bprime
 j+1 = bik
 After a finite number of such switches all of the birsquos in this block mustbe ordered from largest to smallest bprime
 ikminus1+1 ge middot middot middot ge bprimeik which easily
 leads to the conclusion that bprime ≺ aprime[Received September 2003 Revised June 2004]
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 our SIS method which took about 2 seconds we estimateda p value for the conditional volume test of 7610 plusmn 0005A random-walk-based MCMC algorithm was discussed byDiaconis and Gangolli (1995) and can be described as followsPick two rows and two columns uniformly at random then addor subtract 1 in the four entries at the intersection of the tworows and two columns according to the following pattern
 + minusor
 minus +minus + + minus
 The two patterns are chosen with equal probability The randomwalk stays at the original table if the operation generates a neg-ative table entry This MCMC algorithm generated 800000samples in 2 seconds and estimated a p value of 77 plusmn 02(with 100000 samples as burn-in) Thus the CP sampling is1600 times faster than the MCMC algorithm for this exam-ple Diaconis and Gangolli (1995) gave the true value as 76086based on a 12-hour exhaustive enumeration
 The second example is a 4 times 4 table with row sums 220215 93 and 64 and column sums 108 286 71 and 127Ordering the row sums from largest to smallest and the col-umn sums from smallest to largest works best and yieldeda cv2 around 37 The estimate (for the total number of ta-bles) based on 1000000 samples which took 2 seconds was(1225plusmn 002)times1015 The true value of 1225914276768514was given by Diaconis and Gangolli (1995) Diaconis and Efron(1985) gave a formula for approximately counting the num-ber of tables with given row and column sums that estimates1235 times 1016 tables for this example Holmes and Jones (1996)estimated 1226 times 1016 tables by the rejection method We alsoperformed the conditional volume test for this example Basedon the 1000000 Monte Carlo samples that we generated forestimating the total number of tables we estimated the p valueto be 1532 plusmn 0008 In contrast the MCMC algorithm took thesame amount of time (2 seconds) to generate 800000 samplesand estimated a p value of 166 plusmn 003 (with 100000 samplesas burn-in) Therefore the SIS approach is about 14 times fasterthan the MCMC method for this problem
 Holmes and Jones (1996) gave another example with fiverow sums 9 49 182 478 and 551 and four column sums 9309 355 and 596 and showed that the approximation formulaof Diaconis and Efron (1985) does not work well A distinctivefeature of their example is that both the row and column sumshave very small values We tried SIS on this example using theoriginal order of the rows and ordering the column sums in de-creasing order The cv2 was around 7 so that the effective sam-ple size was about N(1 + 7) = 125 times N Holmes and Jonesrsquofirst algorithm has an acceptance rate of 97 and the revisedone has an acceptance rate of 125 In terms of effective sam-ple size our algorithm is as efficient as their revised algorithmHowever the SIS approach is simpler to implement and easierto understand than the revised algorithm of Holmes and Joneswhich requires calculating the coefficients of a product of somevery large polynomials
 For the Holmes and Jones example we estimated the to-tal number of tables to be (3384 plusmn 009) times 1016 based on1000000 SIS samples This took about 1 second to pro-duce Several estimates based on 108 samples were all around3383 times 1016 In contrast the estimates given by Holmes andJones (1996) are 3346 times 1016 and 3365 times 1016 which we be-lieve underestimate the true number of tables
 7 DISCUSSION
 In this article we have developed a set of sequential impor-tance sampling strategies for computing with zerondashone or con-tingency tables Our results show that these approaches are bothvery efficient and simple to implement Two distinctive featuresof our approach to sampling zerondashone tables are (a) it guaran-tees that sequential procedure always produces a valid tablethus avoiding wasting computational resources and (b) it usesthe CP sampling as the trial distribution to greatly increase itsefficiency
 For CP sampling we used weights proportional to r(l)i [n minus
 (l minus 1) minus r(l)i ] Because the CP distribution q(t1) is not exactly
 the same as the target distribution p(t1) (the marginal distribu-tion of the first column) we may want to adjust the weights tomake q(t1) closer to p(t1) One easy adjustment is to use theset of weights r(l)
 i [n minus (l minus 1) minus r(l)i ]u where u gt 0 can be
 chosen by the user One may use a small sample size to estimatethe cv2 and choose the u that gives the lowest cv2 This shouldnot take more than a few seconds For all of the zerondashone tablesthat we have tested the choice of u = 1 has worked very wellAlthough some small variation of u (eg ranging from 8 to 12)improved the efficiency of SIS a little we did not observe anydramatic effect for the examples that we considered
 We used several different orderings of row sums and columnsums Our experience is that for zerondashone tables it is best to or-der the column sums from largest to smallest This makes intu-itive sense because when we start with columns with many 1rsquoswe do not have many choices and q(tl|tlminus1 t1) must beclose to p(tl|tlminus1 t1) After such columns have been sam-pled the updated row sums will be greatly reduced whichwill cause q(tl|tlminus1 t1) to be closer to p(tl|tlminus1 t1)Because of the way in which we do the sampling we need toorder the row sums from largest to smallest Another option isto sample rows instead of columns Our experience is that ifthe number of rows is greater than the number of columns thensampling rows gives better results
 For contingency tables we found that listing the columnsums in decreasing order and listing the row sums in increasingorder works best The intuition is similar to that for zerondashonetables A surprising fact for contingency tables is that givena certain ordering of the row and column sums sampling thecolumns is the same as sampling the rows It is not difficult tocheck this fact by carrying out our sampling method Thus wedo not need to worry about whether exchanging the roles ofrows and columns provides better performance
 Because the tables produced by the SIS approach describedhere have a distribution very close to the target one (as evi-denced by the low cv2 values) the SIS method is markedlybetter than the available MCMC approach which typically hasa very long autocorrelation time especially for large tablesThis advantage of the SIS is reflected not only by a moreaccurate Monte Carlo approximation but also by a more re-liable estimate of the standard error of this approximationTo achieve the same accuracy SIS usually needs fewer tablescompared with the MCMC method therefore SIS becomeseven more attractive when evaluating the test statistic itself istime-consuming Furthermore estimating the normalizing con-stant of the target distribution is a rather straightforward step for
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 the SIS method but is much more difficult for MCMC strate-gies For the table-counting problem to our knowledge thereare no MCMC algorithms that can achieve an accuracy evenclose to that of the SIS approach
 APPENDIX A PROOF OF THEOREM 1
 We start by giving an algorithm for generating tables uniformlyfrom all m times n zerondashone tables with given row sums r1 rm andfirst column sum c1
 Algorithm1 For i = 1 m randomly choose ri positions from the ith row
 and put 1rsquos in The choices of positions are independent acrossdifferent rows
 2 Accept those tables with given first column sum c1
 It is easy to see that tables generated by this algorithm are uni-formly distributed over all m times n zerondashone tables with given row sumsr1 rm and first column sum c1 We can derive the marginal distri-bution of the first column based on this algorithm At step 1 we choosethe first cell at the ith row [ie the cell at position (i1)] to put 1 inwith probability
 (n minus 1r1 minus 1
 )(nr1
 )= r1n
 Because the choices of positions are independent across different rowsafter step 1 the marginal distribution of the first column is the same asthe distribution of Z [defined by (5)] with pi = rin Step 2 rejects thetables whose first column sum is not c1 This implies that after step 2the marginal distribution of the first column is the same as the condi-tional distribution of Z [defined by (6)] given SZ = c1 with pi = rin
 APPENDIX B PROOF OF THEOREM 2
 Suppose that there are l distinct values among b1 bn and as-sume that i1 lt middot middot middot lt il are the jump points that is
 bikminus1+1 = middot middot middot = bik gt bik+1 k = 1 l minus 1
 bilminus1+1 = middot middot middot = bil
 where i0 = 0 il = n Because bprimei equals bi or bi minus 1 and b is or-
 dered from largest to smallest it is clear that if we have ikminus1 lt i le ikand ik lt j le ik+1 for any i j k then bprime
 i ge bprimej But within each block
 from bprimeik
 to bprimeik+1
 some of the bprimeirsquos are equal to bik and the others are
 equal to bik minus 1 In other words the bprimeirsquos may not be ordered from
 largest to smallest in each block If there is a j such that ikminus1 lt j lt ikand
 bprimej = bik minus 1 bprime
 j+1 = bik
 then we show in the following that we can switch bprimej and bprime
 j+1 and stillmaintain property (13) There are two different cases to consider
 Case (a)sumj
 i=1 bprimei lt
 sumji=1 aprime
 i In this case of course property (13)still holds after we switch bprime
 j and bprimej+1 and obtain
 bprimej = bik bprime
 j+1 = bik minus 1
 Case (b)sumj
 i=1 bprimei = sumj
 i=1 aprimei which we will show can never hap-
 pen Becausesumj+1
 i=1 bprimei le sumj+1
 i=1 aprimei we have aprime
 j+1 ge bprimej+1 = bik But
 because the aprimei are monotone nonincreasing we have
 aprimeikminus1+1 ge middot middot middot ge aprime
 j ge aprimej+1 ge bik
 Because bprimei le bik for ikminus1 + 1 le i lt j and bprime
 j = bik minus 1 we must have
 jsum
 i=ikminus1+1
 bprimei lt
 jsum
 i=ikminus1+1
 aprimei (B1)
 Combining (B1) with the fact thatsumikminus1
 i=1 bprimei le sumikminus1
 i=1 aprimei we finally
 have
 jsum
 i=1
 bprimei lt
 jsum
 i=1
 aprimei
 which contradicts the assumption thatsumj
 i=1 bprimei = sumj
 i=1 aprimei
 The preceding arguments imply that we can always switchbprime
 j and bprimej+1 and maintain (13) if
 bprimej = bik minus 1 bprime
 j+1 = bik
 After a finite number of such switches all of the birsquos in this block mustbe ordered from largest to smallest bprime
 ikminus1+1 ge middot middot middot ge bprimeik which easily
 leads to the conclusion that bprime ≺ aprime[Received September 2003 Revised June 2004]
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 2 Accept those tables with given first column sum c1
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 where i0 = 0 il = n Because bprimei equals bi or bi minus 1 and b is or-
 dered from largest to smallest it is clear that if we have ikminus1 lt i le ikand ik lt j le ik+1 for any i j k then bprime
 i ge bprimej But within each block
 from bprimeik
 to bprimeik+1
 some of the bprimeirsquos are equal to bik and the others are
 equal to bik minus 1 In other words the bprimeirsquos may not be ordered from
 largest to smallest in each block If there is a j such that ikminus1 lt j lt ikand
 bprimej = bik minus 1 bprime
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 then we show in the following that we can switch bprimej and bprime
 j+1 and stillmaintain property (13) There are two different cases to consider
 Case (a)sumj
 i=1 bprimei lt
 sumji=1 aprime
 i In this case of course property (13)still holds after we switch bprime
 j and bprimej+1 and obtain
 bprimej = bik bprime
 j+1 = bik minus 1
 Case (b)sumj
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 Because bprimei le bik for ikminus1 + 1 le i lt j and bprime
 j = bik minus 1 we must have
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 Combining (B1) with the fact thatsumikminus1
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 i=1 aprimei we finally
 have
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 The preceding arguments imply that we can always switchbprime
 j and bprimej+1 and maintain (13) if
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