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Targeted Learning
 Causal Inference for Observational and Experimental Data
 Mark van der Laan http://www.stat.berkeley.edu/~laan/
 University of California, Berkeley INSERM workshop, Bordeaux,
 June 6-8, 2011
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Complications of Human Art in Statistics
 1.  The parametric model is misspecified. 2.  The target parameter is interpreted as if
 parametric model is correct. 3.  The parametric model is often data-
 adaptively (or worse!) selected, and this part of the estimation of procedure is not accounted for in the variance.
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Estimation is a Science, Not an Art
 1.  Data: realizations of random variables with a probability distribution.
 2.  Model: actual knowledge about the data-generating probability distribution.
 3.  Target Parameter: a feature of the data-generating probability distribution.
 4.  Estimator: an a priori-specified algorithm, benchmarked by a dissimilarity-measure (e.g., MSE) w.r.t. target parameter.
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Targeted Learning •  Avoid reliance on human art and non-realistic
 (parametric) models •  Define interesting parameters •  Target the fit of data-generating distribution
 to the parameter of interest •  Statistical Inference
 TMLE/SL Targeted Maximum Likelihood
 coupled with Super Learner methodology
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5
 TMLE/SL Toolbox Targeted effects
 •  Effect of static or dynamic treatments (e.g. on survival time)
 •  Direct and Indirect Effects
 •  Parameters of Marginal Structural Models
 •  Variable importance analysis in genomics
 Types of data •  Point treatment
 •  Longitudinal/Repeated Measures
 •  Censoring/Missingness/Time-dependent confounding.
 •  Case-Control
 •  Randomized clinical trials and observational data

Page 6
                        

Two-stage Methodology: SL/TMLE 1. Super Learning
 •  Uses a library of estimators
 •  Builds data-adaptive weighted combination of estimators
 •  Weights are optimized based on loss-function specific cross-validation to guarantee best overall fit
 2. Targeted Maximum Likelihood Estimation •  Zooms in on one aspect of the
 estimator—the target feature •  Removes bias for the target.
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Targeted Maximum Likelihood
 •  MLE/SL aims to do well estimating whole density
 •  Targeted MLE aims to do well estimating the parameter of interest
 •  General decrease in bias for parameter of Interest
 •  Fewer false positives
 •  Honest p-values, inference, multiple testing
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Targeted Maximum Likelihood Estimation Flow Chart
 Inputs
 Target feature map: Ψ( )
 User Dataset
 The model is a set of possible probability distributions
 of the data
 Target Feature better estimates are closer to ψ(PTRUE)
 Target feature values
 Initial P-estimator of the probability distribution of the data: P ˆ
 ˆ P
 TRUE P
 Ψ(P*)
 Ψ(PTRUE)
 ˆΨ(P) Targeted feature estimator
 True value of the target feature
 Initial feature estimator
 Targeted P-estimator of the probability distribution of the data O(1), O(2),
 … O(n)
 Observations True probability distribution
 Model P* ˆ
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Targeted MLE 1.  Identify optimal parametric model for fluctuating initial P
 –  Small “fluctuation” -> maximum change in target 2.  Given strategy, identify optimum amount of fluctuation
 by MLE 3.  Apply optimal fluctuation to P -> 1st-step targeted
 maximum likelihood estimator 4.  Repeat until the incremental “fluctuation” is zero
 –  Some important cases: 1 step to convergence 5.  Final probability distribution solves efficient influence
 curve equation
 T-MLE is double robust & locally efficient
 ^
 ^
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Targeted Minimum Loss Based Estimation (TMLE)
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TMLE for Average Causal Effect Non-parametric structural equation model for a point treatment data structure with missing outcome.
 We can now define counterfactuals Y(1,1) and Y(0,1) corresponding with interventions setting A and Δ.
 We assume UA and UΔ independent of UY given W. The additive causal effect EY(1)-EY(0) equals: Ψ(P)=E[E(Y|A=1, Δ=1, W)-E(Y|A=0, Δ=1, W)]
 €

Page 12
                        

TMLE for Average Causal Effect •  Our first step is to generate an initial estimator Pn
 0 of P; we estimate E(Y|A, Δ=1, W) with super learning.
 •  We fluctuate this initial estimator with a logistic regression:
 where
 and
 •  Let εn be the maximum likelihood estimator and
 Pn* = Pn
 0 (εn). The TMLE is given by Ψ(Pn*).
 €
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TMLE of Mean when Outcome is Missing at Random
 Kang and Shafer debate

Page 14
                        

Kang and Schafer, 2007
 n i.i.d. units of O = (W, Δ, Δ Y) ~ P0 W is a vector of 4 baseline covariates  Δ is an indicator of whether the continuous outcome, Y, is observed.
 Parameter of interest    µ(P0) = E0(Y) = E0(E0(Y | Δ =1,W))
 Observed covariates: W1 = exp(Z1 / 2) W2 = Z2 / (1 + exp(Z1 )) + 10 W3 = (Z1 Z3 / 25 + 0.6)3 W4 = (Z2 + Z4 + 20)2
 where Z1, ..., Z4 ~ N(0, 1) independent
 Y= 210 + 27.4 Z1 + 13.7 Z2 + 13.7 Z3 + 13.7 Z4 + N(0, 1)
 g0(1 | W) = P(Δ=1 | W) = expit(-Z1 + 0.5 Z2 - 0.25 Z3 - 0.1 Z4) g0(1 | W) between (0.01, 0.98)
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TMLE for Binary Y •  A semi-parametric efficient substitution
 estimator that respects bounds:
 where –  is estimated by maximum likelihood, – Loss function:
 €
 µn,TMLE =1n
 Q n*(Wi)
 i=1
 n
 ∑ .
 €
 logitQ n*(W ) = log itQ n
 0(W ) + εh(1,W ).
 €
 h(1,W ) =1
 gn (1 |W ).
 €
 −L(Q )(Oi) = Δ{Y logQ (W ) + (1−Y )log(1−Q (W ))}We use machine learning (preferably super learner) for and for if the missingness mechanism is unknown.
 €
 Q n0
 €
 gn€
 ε
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TMLE for Continuous •  If , we can implement this same TMLE as we
 would for binary Y.
 We use the same logistic fluctuation as defined on the previous slide, using standard software for logistic regression and simply ignoring that Y is not binary. The same loss function is still valid (Gruber and van der Laan, 2010).
 •  If Y is bounded between (a,b), then we transform it into Y*=(Y-a)/(b-a)
 €
 Y ∈ [0,1]
 €
 Y ∈ [0,1]
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Kang and Schafer
 Modification 1
 Modification 2
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Targeted Maximum Likelihood Learning for Time to Event Data, Accounting for Time Dependent Variables: Analyzing the Tshepo
 RCT
 Ori M. Stitelman, Victor DeGruttolas, Mark J. van der Laan
 Division of Biostatistics, UC Berkeley
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Data Structure •  n i.i.d copies of O = (A,W,(A(t):t),(L(t):t)) ~ p0 •  A – Treatment – HIV cART therapy (EFV/NVP) •  W=L(0) – Baseline Covariates – Sex, VL, BMI •  A(t) – Binary Censoring Variables
 –  Equals 1 When Individual is Censored. –  Equals 0 at all time when individual is not censored. –  A(t) is equal to the history of A(t)
 •  L(t) – Failure time event process, and time-dependent process (CD4+, Viral Load)   L(t) is defined as (L(s):s < t). –  We code L(t) with binaries.
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Causal Graph For 3 Time Points
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Likelihood of the Observed Data

Page 22
                        

G-computation Formula
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Parameter of Interest
 •  Treatment specific survival curve:
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Simulations of TMLE of causal effect of treatment on survival accounting for time-dependent
 covariates •  Compare TMLE with Estimating Equation
 (EE) and IPCW, both with and without the incorporation of time-dependent covariates
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Tshepo Results Incorporating Time Dependent Covariates
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Effect of Treatment on Death •  Mean Risk Difference
 •  Risk Difference @ 36 Months
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Gender Effect Modification on Death
 •  Mean Risk Difference
 •  Risk Difference @ 36 Months
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Gender Effect Modification on Death, Viral Failure, Drop-out
 •  Mean Risk Difference
 •  Risk Difference @ 36 Months
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Causal Effect Modification By CD4 Level: Death
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Closing Remarks
 •  True knowledge is embodied by semi or non-parametric models
 •  Define target parameter on realistic model
 •  Semi-parametric models require fully automated state of the art machine learning (super learning)
 •  Targeted bias removal is essential and is achieved by targeted MLE
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Closing Remarks
 •  Targeted MLE is effective in dealing with sparsity by being substitution estimator, and having relevant criterion for fitting treatment/censoring mechanism (C-TMLE)
 •  TMLE is double robust and efficient. •  Statistical Inference is now sensible.
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www
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EXTRA SLIDES
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Loss-Based Super Learning in Semi-parametric Models
 •  Allows one to combine many data-adaptive estimators into one improved estimator.
 •  Grounded by oracle results for loss-function based cross-validation (vdL&D, 2003). Loss function needs to be bounded.
 •  Performs asymptotically as well as best (oracle) weighted combination, or achieves parametric rate of convergence.
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The Dangers of Favoritism
 Method Study 1 Study 2 Study 3 Study 4 Least Squares 1.00 1.00 1.00 1.00 LARS 0.91 0.95 1.00 0.91 D/S/A 0.22 0.95 1.04 0.43 Ridge 0.96 0.9 1.02 0.98 Random Forest
 0.39 0.72 1.18 0.71
 MARS 0.02 0.82 0.17 0.61
 •  Relative Mean Squared Error (compared to main terms least squares regression) based on the validation sample
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Super Learning in Prediction
 Method Study 1 Study 2 Study 3 Study 4 Overall Least Squares
 1.00 1.00 1.00 1.00 1.00
 LARS 0.91 0.95 1.00 0.91 0.95 D/S/A 0.22 0.95 1.04 0.43 0.71 Ridge 0.96 0.9 1.02 0.98 1.00 Random Forest
 0.39 0.72 1.18 0.71 0.91
 MARS 0.02 0.82 0.17 0.61 0.38 Super Learner
 0.02 0.67 0.16 0.22 0.19
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The Library in Super Learning: The Richer the Better
 •  The key is a vast library of machine learning algorithms to build your estimator
 •  Currently 40+ R packages for machine learning/prediction
 •  If we combine dimension-reduction algorithms with these prediction algorithms, we quickly generate a large library
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Super Learner: Real Data Super Learner- Best weighted combination of algorithms for a given prediction problem
 Example algorithm : Linear Main Term Regression
 Example algorithm: Random Forest
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TMLE/SL: more accurate information from less data
 Simulated Safety Analysis of Epogen (Amgen)
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Example: Targeted MLE in RCT
 Impact of Treatment on Disease

Page 48
                        

The Gain in Relative Efficiency in RCT is function of Gain in R^2 relative to unadjusted estimator
 •  We observe (W,A,Y) on each unit •  A is randomized, P(A=1)=0.5 •  Suppose the target parameter is additive causal
 effect EY(1)-Y(0) •  The relative efficiency of the unadjusted
 estimator and a targeted MLE equals 1 minus the R-square of the regression
 0.5 Q(1,W)+0.5 Q(0,W), where Q(A,W) is the regression of Y on A,W obtained with targeted MLE.
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TMLE in Actual Phase IV RCT
 •  Study: RCT aims to evaluate safety based on mortality due to drug-to-drug interaction among patients with severe disease
 •  Data obtained with random sampling from original real RCT FDA dataset
 •  Goal: Estimate risk difference (RD) in survival at 28 days (0/1 outcome) between treated and placebo groups
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TMLE in Phase IV RCT
 Unadjusted TMLE
 Estimate 0.034 0.043 p-value (RE) 0.085 (1.000) 0.009 (1.202)
 •  TMLE adjusts for small amount of empirical confounding (imbalance in AGE covariate)
 •  TMLE exploits the covariate information to gain in efficiency and thus power over unadjusted
 •  TMLE Results significant at 0.05
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TMLE in RCT: Summary
 •  TMLE approach handles censoring and improves efficiency over standard approaches –  Measure strong predictors of outcome
 •  Implications –  Unbiased estimates with informative censoring –  Improved power for clinical trials –  Smaller sample sizes needed –  Possible to employ earlier stopping rules –  Less need for homogeneity in sample
 •  More representative sampling •  Expanded opportunities for subgroup analyses
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Targeted Maximum Likelihood Estimation
 for longitudinal data structures
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The Likelihood for Right Censored Survival Data
 •  It starts with the marginal probability distribution of the baseline covariates.
 •  Then follows the treatment mechanism. •  Then it follows with a product over time points t •  At each time point t, one writes down likelihood of
 censoring at time t, death at time t, and it stops at first event
 •  Counterfactual survival distributions are obtained by intervening on treatment, and censoring.
 •  This then defines the causal effects of interest as parameter of likelihood.
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TMLE with Survival Outcome
 •  Suppose one observes baseline covariates, treatment, and one observes subject up till end of follow up or death:
 •  One wishes to estimate causal effect of treatment A on survival T
 •  Targeted MLE uses covariate information to adjust for confounding, informative drop out and to gain efficiency
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TMLE with Survival Outcome •  Target ψ1(t0)=Pr(T1>t0) and ψ0(t0)=Pr(T0>t0) – thereby
 target treatment effect, e.g.,
 1) Difference: Pr(T1>t0) - Pr(T0>t0), 2) Log RH:
 •  Obtain initial conditional hazard fit (e.g. super learner for discrete survival) and add two time-dependent covariates
 –  Iterate until convergence, then use updated conditional hazard from final step, and average corresponding conditional survival over W for fixed treatments 0 and 1
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TMLE analogue to log rank test
 •  The parameter,
 corresponds with Cox ph parameter, and thus log rank parameter
 •  Targeted MLE targeting this parameter is double robust
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TMLE in RCT with Survival Outcome Difference at Fixed End Point
 % Bias Power 95% Coverage
 Relative Efficiency
 KM <1% 0.79 0.95 1.00 TMLE <1% 0.91 0.95 1.44
 % Bias Power 95% Coverage
 Relative Efficiency
 KM 13% 0.88 0.92 1.00 TMLE <1% 0.92 0.95 1.50
 Independent Censoring
 Informative Censoring
 TMLE: gain in power over KM
 TMLE: unbiased
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TMLE in RCT with survival outcome: Log rank analogue
 Independent Censoring
 Informative Censoring
 % Bias
 Power 95% Coverage
 Relative Efficiency
 Log rank <2% 0.13 0.95 1.00 TMLE (correct λ) <1% 0.22 0.95 1.48 TMLE (mis-spec λ) <1% 0.19 0.95 1.24  TMLE: gain in power over log rank
 % Bias Power 95% Coverage
 Relative Efficiency
 Log rank 32% 0.20* 0.93 1.00 TMLE (correct λ, correct G) <1% 0.18 0.95 1.44 TMLE (mis-spec λ, correct G) <1% 0.15 0.95 1.24  TMLE: unbiased
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Kang and Schafer Simulation
 •  Continuous and 4 baseline covariates, •  The true population mean is 210, while the mean
 among respondents is 200. •  Covariates predict missingness and outcome •  Positivity violations: and
 •  The estimators of regressions on Y and Delta are
 either miss-specified or correctly specified, as in KS.
 €
 Y
 €
 W1,W2,W3,W4 .
 €
 g0 ∈[0.01,0.98]
 €
 gn ∈ [4 ×10−6,0.97].
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Modifications to Kang and Schafer Simulation
 Modification 1 •  The true population mean is again 210, but
 now the mean among respondents is 184. •  More misspecification. •  Stronger Positivity violations:
 Modification 2 •  Same as above, except one of the covariates
 no longer causally affects the outcome €
 g0 ∈ [1.1×10−5,0.99]
 €
 gn ∈ [2.2 ×10−16,0.87].
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Traditional Approach in Epidemiology
 1.  Fit several parametric logistic regression models, and select a favorite one.
 2.  Report point estimate of coefficient in front of treatment, confidence intervals, and p-value, as if this parametric model was a priori-specified.
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Complications of Human Art in Statistics
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Complications of Human Art in Statistics
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Complications of Human Art in Statistics
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Targeted Learning
 1.  Traditional approaches for prediction and effect estimation are biased
 2.  Super Learning allows researchers to combine multiple algorithms to build a prediction function
 3.  Targeted MLE provides bias reduction for efficient effect estimation of the target parameter
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Summary of Simulation Results •  TMLE’s are more robust to violations of the
 positivity assumption, and outperform the other estimators.
 •  C-TMLE's perform better than TMLE when not all covariates are causally related to outcome.
 •  Even the case in which all covariates are causally related to the outcome, C-TMLE's still perform as well as TMLE.
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QL(t,j,l)
 •  Convenient way of factorizing the Q part of the likelihood for the contributions of the binary variables L(t,j,l).
 •  Let and
 •  may be factorized in the following way:
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•  Furthermore, may be factorized as:
 •  Finally, the entire contribution of Q to the likelihood is:
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Causal Effect of NNRTI: Death, VF, Drop-out
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Effect of Treatment on Viral Failure or Death
 •  Mean Risk Difference
 •  Risk Difference @ 36 Months
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Gender Effect Modification on Viral Failure, Death
 •  Mean Risk Difference
 •  Risk Difference @ 36 Months
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Effect of Treatment on Death, Viral Failure, Drop-out
 •  Mean Risk Difference
 •  Risk Difference @ 36 Months
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Causal Effect Modification By CD4 Level: Death
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The Need for Targeted Learning in Semi-Parametric Models
 1.  MLE/machine learning are not targeted for effect parameters.
 2.  For that, we need a subsequent targeted bias-reduction step.
 Targeted MLE
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