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Preface
 This is a book about the theory of topological modular forms. It is also arecord of the efforts of a group of graduate students to learn that theory at the2007 Talbot Workshop, and so a book born of and steeped in the Talbot vision.
 In the fall of 2003, Mike Hopkins taught a course at MIT about tmf . Our gen-eration of Cambridge algebraic topologists, having survived and thrived in HaynesMiller’s Kan seminar, found in Mike’s class our next, and really our last common,mathematical crucible. The course hacked through the theory of algebraic modu-lar forms, formal groups, multiplicative stable homotopy theory, stacks, even morestacks, moduli stacks of elliptic curves, Bousfield localization, Morava K- and E-theory, the arithmetic and Hasse squares, Andre–Quillen cohomology, obstructiontheory for moduli of associative and commutative ring spectra—by this point wewere having dreams, or maybe nightmares, about the spiral exact sequence.
 In the middle of the course, we all flew over to Munster for a week-long workshopon tmf with lectures by Mike, Haynes, Matt Ando, Charles Rezk, and Paul Goerss.A transatlantic mix of students spent the late afternoons coaxing and cramming theknowledge in at a cafe off Steinfurter Strasse; there we devised a plan to reconveneand sketched a vision of what would become the Talbot Workshops: a gatheringfor graduate students, focused on a single topic of contemporary research interest,lectured by graduate students and guided by a single faculty mentor, having talks inthe morning and in the evening and every afternoon free for discussion and outdooractivities, with participants sleeping and lecturing and cooking together under thesame roof. We pitched it to Mike and Haynes and they agreed to back a ragtagsummit. Talbot was born.
 Three years later, in 2007, we decided to bring Talbot home with a workshopon tmf , mentored by Mike Hopkins. Mike stopped by Staples on his way to theworkshop and picked up a big red “That was easy” button. Throughout the work-shop, whenever he or anyone else completed a particularly epic spectral sequencecomputation or stacky decomposition, he’d hit the button and a scratchy electronicvoice would remind us, “That was easy!” It became the workshop joke (for muchof it was evidently not easy) and mantra (for shifting perspective, whether to mul-tiplicative stable homotopy or to stacky language or to a suitable localization, didmake the intractable seem possible).
 This book is a record and expansion of the material covered in the Talbot2007 workshop. Though the authors of the various chapters have brought theirown expositional perspectives to bear (particularly heroically in the case of MarkBehrens), the contemporary material in this book is due to Mike Hopkins, HaynesMiller, and Paul Goerss, with contributions by Mark Mahowald, Matt Ando, andCharles Rezk.
 viii
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Introduction
 Contents
 1. Elliptic cohomology 12. A brief history of tmf 53. Overview 74. Reader’s guide 19
 1. Elliptic cohomology
 A ring-valued cohomology theory E is complex orientable if there is an ‘orien-tation class’ x ∈ E2(CP∞) whose restriction along the inclusion S2 ∼= CP1 → CP∞is the element 1 in E0S0 ∼= E2CP1. The existence of such an orientation classimplies, by the collapse of the Atiyah–Hirzebruch spectral sequence, that
 E∗(CP∞) ∼= E∗[[x]].
 The class x is a universal characteristic class for line bundles in E-cohomology; itis the E-theoretic analogue of the first Chern class. The space CP∞ represents thefunctor
 X 7→ isomorphism classes of line bundles on X,
 and the tensor product of line bundles induces a multiplication map CP∞×CP∞ →CP∞. Applying E∗ produces a ring map
 E∗[[x]] ∼= E∗(CP∞)→ E∗(CP∞ × CP∞) ∼= E∗[[x1, x2]];
 the image of x under this map is a formula for the E-theoretic first Chern classof a tensor product of line bundles in terms of the first Chern classes of the twofactors. That ring map E∗[[x]] → E∗[[x1, x2]] is a (1-dimensional, commutative)formal group law—that is, a commutative group structure on the formal completionA1 at the origin of the affine line A1 over the ring E∗.
 A formal group often arises as the completion of a group scheme at its identityelement; the dimension of the formal group is the dimension of the original groupscheme. There are three kinds of 1-dimensional group schemes:
 (1) the additive group Ga = A1 with multiplication determined by the mapZ[x]→ Z[x1, x2] sending x to x1 + x2,
 (2) the multiplicative group Gm = A1\0 with multiplication determined bythe map Z[x±1]→ Z[x±1
 1 , x±12 ] sending x to x1x2, and
 (3) elliptic curves (of which there are many isomorphism classes).1
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Ordinary cohomology is complex orientable, and its associated formal group isthe formal completion of the additive formal group. Topological K-theory is alsocomplex orientable, and its formal group is the formal completion of the multiplica-tive formal group. This situation naturally leads one to search for ‘elliptic’ coho-mology theories whose formal groups are the formal completions of elliptic curves.These elliptic cohomology theories should, ideally, be functorial for morphisms ofelliptic curves.
 Complex bordism MU is complex orientable and the resulting formal grouplaw is the universal formal group law; this means that ring maps from MU∗ to Rare in natural bijective correspondence with formal group laws over R. Given acommutative ring R and a map MU∗ → R that classifies a formal group law overR, the functor
 X 7→ MU∗(X)⊗MU∗ R
 is a homology theory if and only if the corresponding map from Spec(R) to themoduli stack MFG of formal groups is flat. There is a map
 Mell →MFG
 from the moduli stack of elliptic curves to that of formal groups, sending an ellipticcurve to its completion at the identity; this map is flat. Any flat map Spec(R) →Mell therefore provides a flat map Spec(R)→MFG and thus a homology theory, orequivalently, a cohomology theory (a priori only defined on finite CW -complexes).In other words, to any affine scheme with a flat map to the moduli stack of ellipticcurves, there is a functorially associated cohomology theory.
 The main theorem of Goerss–Hopkins–Miller is that this functor (that is,presheaf)
 flat maps from affine schemes to Mell
 →
 multiplicative cohomology theories,
 when restricted to maps that are etale, lifts to a sheaf
 Otop :
 etale maps to Mell
 →E∞-ring spectra
 .
 (Here the subscript ‘top’ refers to it being a kind of ‘topological’, rather thandiscrete, structure sheaf.) The value of this sheaf onMell itself, that is the E∞-ringspectrum of global sections, is the periodic version of the spectrum of topologicalmodular forms:
 TMF := Otop(Mell) = Γ(Mell ,Otop).
 The spectrum TMF owes its name to the fact that its ring of homotopy groupsis rationally isomorphic to the ring
 Z[c4, c6,∆±1]/(c34 − c26 − 1728∆) ∼=
 ⊕n≥0
 Γ(Mell , ω
 ⊗n)of weakly holomorphic integral modular forms. Here, the elements c4, c6, and ∆have degrees 8, 12, and 24 respectively, and ω is the bundle of invariant differentials(the restriction to Mell of the (vertical) cotangent bundle of the universal ellipticcurve E → Mell). That ring of modular forms is periodic with period 24, and theperiodicity is given by multiplication by the discriminant ∆. The discriminant isnot an element in the homotopy groups of TMF , but its twenty-fourth power ∆24 ∈π242(TMF ) is, and, as a result, π∗(TMF ) has a periodicity of order 242 = 576.
 2
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One would like an analogous E∞-ring spectrum whose homotopy groups arerationally isomorphic to the subring
 Z[c4, c6,∆]/(c34 − c26 − 1728∆)
 of integral modular forms. For that, one observes that the sheaf Otop is definednot only on the moduli stack of elliptic curves, but also on the Deligne–Mumfordcompactification Mell of the moduli stack—this compactification is the modulistack of elliptic curves possibly with nodal singularities. The spectrum of globalsections over Mell is denoted
 Tmf := Otop(Mell) = Γ(Mell ,Otop).
 The element ∆24 ∈ π242(Tmf ) is no longer invertible in the homotopy ring, andso the spectrum Tmf is not periodic. This spectrum is not connective either, andthe mixed capitalization reflects its intermediate state between the periodic versionTMF and the connective version tmf , described below, of topological modularforms.
 In positive degrees, the homotopy groups of Tmf are rationally isomorphic tothe ring Z[c4, c6,∆]/(c34− c26− 1728∆). The homotopy groups π−1, . . . , π−20 are allzero, and the remaining negative homotopy groups are given by:
 π−n(Tmf ) ∼=[πn−21(Tmf )
 ]torsion-free
 ⊕[πn−22(Tmf )
 ]torsion
 .
 This structure in the homotopy groups is a kind of Serre duality reflecting theproperness (compactness) of the moduli stack Mell .
 If we take the (−1)-connected cover of the spectrum Tmf , that is, if we kill allits negative homotopy groups, then we get
 tmf := Tmf 〈0〉,
 the connective version of the spectrum topological modular forms. This spectrumis now, as desired, a topological refinement of the classical ring of integral modularforms. Note that one can recover TMF from either of the other versions by invertingthe element ∆24 in the 576th homotopy group:
 TMF = tmf [∆−24] = Tmf [∆−24].
 There is another moduli stack worth mentioning here, the stackM+
 ell of ellipticcurves with possibly nodal or cuspidal singularities. There does not seem to bean extension of Otop to that stack. However, if there were one, then a formalcomputation, namely an elliptic spectral sequence for that hypothetical sheaf, shows
 that the global sections of the sheaf over M+
 ell would be the spectrum tmf . Thathypothetical spectral sequence is the picture that appears before the preface. It isalso, more concretely, the Adams–Novikov spectral sequence for the spectrum tmf .
 So far, we have only mentioned the connection between tmf and modular forms.The connection of tmf to the stable homotopy groups of spheres is equally strongand the unit map from the sphere spectrum to tmf detects an astounding amountof the 2- and 3-primary parts of the homotopy π∗(S) of the sphere.
 The homotopy groups of tmf are as follows at the prime 2:3
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and as follows at the prime 3:
 0 4 8 12 16 20 24 28 32 36 40 44 48 52 56 60 64 68 72 76 80 84 88 92 96 100 104 108 112 116 120 124 128 132 136 140 144 148 152 156 160 164 168 172 176 180 184 188 192 196 200
 The homotopy groups of tmf at the prime 3.
 33333 3
 !
 ν
 Here, a square indicates a copy of Z and a dot indicates a copy of Z/p. A littlenumber n drawn in a square indicates that the copy of Z in π∗(tmf ) maps onto anindex n subgroup of the corresponding Z in the ring of modular forms. A verticalline between two dots indicates an additive extension, and a slanted line indicatesthe multiplicative action of the generator η ∈ π1(tmf ) or ν ∈ π3(tmf ). The y-coordinate, although vaguely reminiscent of the filtration degree in the Adamsspectral sequence, has no meaning in the above charts.
 Note that, at the prime 2, the pattern on the top of the chart (that is, abovethe expanding ko pattern on the base) repeats with a periodicity of 192 = 8 ·24. A similar periodicity (not visible in the above chart) happens at the prime 3,with period 72 = 3 · 24 . Over Z, taking the least common multiple of these twoperiodicities results in a periodicity of 24 · 24 = 576.
 2. A brief history of tmf
 In the sixties, Conner and Floyd proved that complex K-theory is determinedby complex cobordism: if X is a space, then its K-homology can be described asK∗(X) ∼= MU∗(X) ⊗MU∗ K∗, where K∗ is a module over the complex cobordismring of the point via the Todd genus map MU∗ → K∗. Following this observation,it was natural to look for other homology theories that could be obtained fromcomplex cobordism by a similar tensor product construction. By Quillen’s theorem(1969), MU∗ is the base ring over which the universal formal group law is defined;ring maps MU∗ → R thus classify formal groups laws over R.
 Given such a map, there is no guarantee in general that the functor X 7→MU∗(X) ⊗MU∗ R will be a homology theory. If R is a flat MU∗-module, thenlong exact sequences remains exact after tensoring with R and so the functor inquestion does indeed define a new homology theory. However, the condition ofbeing flat over MU∗ is quite restrictive. Landweber’s theorem (1976) showed that,because arbitrary MU∗-modules do not occur as the MU -homology of spaces, theflatness condition can be greatly relaxed. A more general condition, Landweberexactness, suffices to ensure that the functor MU∗(−)⊗MU∗R satisfies the axioms ofa homology theory. Shortly after the announcement of Landweber’s result, Moravaapplied that theorem to the formal groups of certain elliptic curves and constructedthe first elliptic cohomology theories (though the term ‘elliptic cohomology’ wascoined only much later).
 In the mid-eighties, Ochanine introduced certain genera (that is homomor-phisms out of a bordism ring) related to elliptic integrals, and Witten constructeda genus that took values in the ring of modular forms, provided the low-dimensionalcharacteristic classes of the manifold vanish. Landweber–Ravenel–Stong made ex-plicit the connection between elliptic genera, modular forms, and elliptic coho-mology by identifying the target of the universal Ochanine elliptic genus with the
 5
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coefficient ring of the homology theory X 7→ MU∗(X) ⊗MU∗ Z[ 12 ][δ, ε,∆−1] asso-
 ciated to the Jacobi quartic elliptic curve y2 = 1 − 2δx2 + εx4 (here, ∆ is thediscriminant of the polynomial in x). Segal had also presented a picture of the re-lationship between elliptic cohomology and Witten’s physics-inspired index theoryon loop spaces. In hindsight, a natural question would have been whether thereexisted a form of elliptic cohomology that received Witten’s genus, thus explainingits integrality and modularity properties. But at the time, the community’s at-tention was on Witten’s rigidity conjecture for elliptic genera (established by Bottand Taubes), and on finding a geometric interpretation for elliptic cohomology—aproblem that remains open to this day, despite a tantalizing proposal by Segal andmuch subsequent work.
 Around 1989, inspired in part by work of McClure and Baker on A∞ structuresand actions on spectra and by Ravenel’s work on the odd primary Arf invariant,Hopkins and Miller showed that a certain profinite group known as the Moravastabilizer group acts by A∞ automorphisms on the Lubin–Tate spectrum En (therepresenting spectrum for the Landweber exact homology theory associated to theuniversal deformation of a height n formal group law). Of special interest wasthe action of the binary tetrahedral group on the spectrum E2 at the prime 2.The homotopy fixed point spectrum of this action was called EO2, by analogywith the real K-theory spectrum KO being the homotopy fixed points of complexconjugation on the complex K-theory spectrum.
 Mahowald recognized the homotopy of EO2 as a periodic version of a hypo-thetical spectrum with mod two cohomology A//A(2), the quotient of the Steenrodalgebra by the submodule generated by Sq1, Sq2, and Sq4. It seemed likely thatthere would be a corresponding connective spectrum eo2 and indeed a bit later Hop-kins and Mahowald produced such a spectrum; (in hindsight, that spectrum eo2 isseen as the 2-completion of tmf ). However, Davis–Mahowald (1982) had proved, byan intricate spectral sequence argument, that it is impossible to realize A//A(2) asthe cohomology of a spectrum. This conundrum was resolved only much later, whenMahowald found a missing differential around the 55th stem of the Adams spectralsequence for the sphere, invalidating the earlier Davis–Mahowald argument.
 In the meantime, computations of the cohomology of MO〈8〉 at the prime 2revealed an A//A(2) summand, suggesting the existence of a map of spectra fromMO〈8〉 to eo2. While attempting to construct a map MO〈8〉 → EO2, Hopkins(1994) thought to view the binary tetrahedral group as the automorphism group ofthe supersingular elliptic curve at the prime 2; the idea of a sheaf of ring spectraover the moduli stack of elliptic curves quickly followed—the global sections of thatsheaf, TMF , would then be an integral version of EO2.
 The language of stacks, initially brought to bear on complex cobordism andformal groups by Strickland, proved crucial for even formulating the question TMFwould answer. In particular, the stacky perspective allowed a reformulation ofLandweber’s exactness criterion in a more conceptual and geometric way: MU∗ →R is Landweber exact if and only if the corresponding map to the moduli stack offormal groups, Spec(R)→MFG , is flat. From this viewpoint, Landweber’s theoremdefined a presheaf of homology theories on the flat site of the moduli stackMFG offormal groups. Restricting to those formal groups coming from elliptic curves thenprovided a presheaf of homology theories on the moduli stack of elliptic curves.
 6
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Hopkins and Miller conceived of the problem as lifting this presheaf of ho-mology theories to a sheaf of spectra. In the 80s and early 90s, Dwyer, Kan,Smith, and Stover had developed an obstruction theory for rigidifying a diagramin a homotopy category (here a diagram of elliptic homology theories) to an honestdiagram (here a sheaf of spectra). Hopkins and Miller adapted the Dwyer–Kan–Stover theory to treat the seemingly more difficult problem of rigidifying a diagramof multiplicative cohomology theories to a diagram of A∞-ring spectra. The re-sulting multiplicative obstruction groups vanished, except at the prime 2—Hopkinsaddressed that last case by a direct construction in the category of K(1)-local E∞-ring spectra. Altogether the resulting sheaf of spectra provided a universal ellipticcohomology theory, the spectrum TMF of global sections (and its connective ver-sion tmf ). Subsequently, Goerss and Hopkins upgraded the A∞ obstruction theoryto an obstruction theory for E∞-ring spectra, leading to the definitive theorem ofGoerss–Hopkins–Miller: the presheaf of elliptic homology theories on the compact-ified moduli stack of elliptic curves lifts to a sheaf of E∞-ring spectra.
 Equipped finally with the spectrum tmf , Ando–Hopkins–Strickland (2001) es-tablished the connection to elliptic genera by constructing a tmf -orientation foralmost complex manifolds with certain vanishing characteristic classes; specifically,they built a map of ring spectra from MU〈6〉 to tmf . This map was later refinedby Ando–Hopkins–Rezk to a map of E∞-ring spectra MO〈8〉 → tmf that recov-ers Witten’s genus at the level of homotopy groups. In the meantime, the sourcespectrum MO〈8〉 of that map had been optimistically rebranded as MString .
 Later, an interpretation of tmf was given by Lurie (2009) using the theory ofspectral algebraic geometry, based on work of Toen and Vezzosi. Lurie interpretedthe stack Mell with its sheaf Otop as a stack not over commutative rings but overE∞-ring spectra. Using Goerss–Hopkins–Miller obsturction theory and a spectralform of Artin’s representability theorem, he identified that stack as classifying ori-ented elliptic curves over E∞-ring spectra. Unlike the previous construction of tmfand of the sheaf Otop, this description specifies the sheaf and therefore the spectrumtmf up to a contractible space of choices.
 3. Overview
 Part I
 Chapter 1: Elliptic genera and elliptic cohomology. One-dimensionalformal group laws entered algebraic topology though complex orientations, in an-swering the question of which generalized cohomology theories E carry a theory ofChern classes for complex vector bundles. In any such theory, the E-cohomology ofCP∞ is isomorphic to E∗[[c1]], the E-cohomology ring of a point adjoined a formalpower series generator in degree 2. The tensor product of line bundles defines amap CP∞ × CP∞ → CP∞, which in turn defines a comultiplication on E∗[[c1]],i.e., a formal group law. Ordinary homology is an example of such a theory; theassociated formal group is the additive formal group, since the first Chern classof the tensor product of line bundles is the sum of the respective Chern classes,c1(L ⊗ L′) = c1(L) + c1(L′). Complex K-theory is another example of such atheory; the associated formal group is the multiplicative formal group.
 Complex cobordism also admits a theory of Chern classes, hence a formal group.Quillen’s theorem is that this is the universal formal group. In other words, theformal group of complex cobordism defines a natural isomorphism of MU∗ with
 7
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the Lazard ring, the classifying ring for formal groups. Thus, a one-dimensionalformal group over a ring R is essentially equivalent to a complex genus, that is,a ring homomorphism MU∗ → R. One important example of such a genus isthe Todd genus, a map MU∗ → K∗. The Todd genus occurs in the Hirzebruch–Riemann–Roch theorem, which calculates the index of the Dolbeault operator interms of the Chern character. It also determines the K-theory of a finite spaceX from its complex cobordism groups, via the Conner–Floyd theorem: K∗(X) ∼=MU∗(X)⊗MU∗ K
 ∗.Elliptic curves form a natural source of formal groups, and hence complex
 genera. An example of such is Euler’s formal group law over Z[ 12 , δ, ε] associated to
 Jacobi’s quartic elliptic curve; the corresponding elliptic cohomology theory is givenon finite spaces by X 7→MU∗(X)⊗MU∗Z[ 1
 2 , δ, ε]. Witten defined a genus MSpin →Z[[q]] (not an elliptic genus in the above strict sense, because not a map out ofMU∗) which lands in the ring of modular forms, provided the characteristic classp12 vanishes. He also gave an index theory interpretation, at a physical level of rigor,
 in terms of Dirac operators on loop spaces. It was later shown, by Ando–Hopkins–Rezk that the Witten genus can be lifted to a map of ring spectra MString → tmf .The theory of topological modular forms can therefore be seen as a solution to theproblem of finding a kind of elliptic cohomology that is connected to the Wittengenus in the same way that the Todd genus is to K-theory.
 Chapter 2: Elliptic curves and modular forms. An elliptic curve is anon-singular curve in the projective plane defined by a Weierstrass equation:
 y2 + a1xy + a3y = x3 + a2x2 + a4x+ a6.
 Elliptic curves can also be presented abstractly, as pointed genus one curves. Theyare equipped with a group structure, where one declares the sum of three points tobe zero if they are collinear in P2. The bundle of Kahler differentials on an ellipticcurve, denoted ω, has a one-dimensional space of global sections.
 When working over a field, one-dimensional group varieties can be classifiedinto additive groups, multiplicative groups, and elliptic curves. However, whenworking over an arbitrary ring, the object defined by a Weierstrass equation willbe typically a combination of those three cases. The general fibers will typically beelliptic curves, some fibers will be nodal (multiplicative groups), and some cuspidal(additive groups).
 By a ‘Weierstrass curve’ we mean a curve defined by a Weierstrass equation—nosmoothness requirement. An integral modular form can then be defined, abstractly,to be a law that associates to every (family of) Weierstrass curves a section of ω⊗n,in a way compatible with base change. Integral modular forms form a graded ring,graded by the power of ω. Here is a concrete presentation of that ring:
 Z[c4, c6,∆]/
 (c34 − c26 − 1728∆).
 In the context of modular forms, the degree is usually called weight : the generatorsc4, c6, and ∆ have weight 4, 6, and 12, respectively. As we’ll see later, those weightscorrespond to the degrees 8, 12, and 24 in the homotopy groups of tmf .
 Chapter 3: The moduli stack of elliptic curves. We next describe thegeometry of the moduli stack of elliptic curves over fields of prime characteristic,and over the integers. At large primes, the stack Mell looks rather like the wayit does over C: general elliptic curves have an automorphism group of order two,
 8
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and there are two special curves with automorphism groups of orders four andsix. That picture needs to be modified when dealing with small primes. At theprime p = 3 (respectively p = 2), there is only one special ‘orbifold point’, and theautomorphism group of the corresponding elliptic curve has order 12 (respectively24). The automorphism group of that curve is given by Z/4 nZ/3 at the prime 3,and by Z/3 nQ8 (also known as the binary tetrahedral group) at the prime 2.
 In characteristic p, there is an important dichotomy between ordinary andsupersingular elliptic curves. An elliptic curve C is ordinary if its group of p-torsion points has p connected components, and supersingular if the group of p-torsion points is connected. This dichotomy is also reflected in the structure of themultiplication-by-p map, which is purely inseparable in the supersingular case, andthe composite of an inseparable map with a degree p covering in the case of anordinary elliptic curve. The supersingular elliptic curves form a zero-dimensionalsubstack of (Mell)Fp—the stack of elliptic curves in characteristic p—whose car-dinality grows roughly linearly in p. If one counts supersingular curves with amultiplicity equal to the inverse of the order of their automorphism group, thenthere are exactly (p− 1)/24 of them.
 The stratification of (Mell)Fp into ordinary and supersingular alliptic curves isintimately connected to the stratification of the moduli stack of formal groups bythe height of the formal group. A formal group has height n if the first non-zerocoefficient of the multiplication-by-p map is that of xp
 n
 . The ordinary elliptic curvesare the ones whose associated formal group has height one, and the supersingularelliptic curves are the ones whose associated formal group has height two. Higherheights cannot occur among elliptic curves.
 Chapter 4: The Landweber exact functor theorem. The next main re-sult is that there this a presheaf Ell of homology theories on the (affines of the)flat site of the moduli stack of elliptic curves—the category whose objects are flatmaps Spec(R)→Mell . That presheaf is defined as follows. Given an elliptic curveC over a ring R, classified by a flat map Spec(R) → Mell , the associated formal
 group C corresponds to a map MP0 → R, where MP∗ =⊕
 n∈ZMU∗+2n is the
 periodic version of complex cobordism. EllC is then defined by
 EllC(X) := MP∗(X) ⊗MP0
 R.
 We claim that for every elliptic curve C whose classifying map Spec(R) → Mell
 is flat, the functor EllC is a homology theory, i.e., satisfies the exactness axiom.An example of an elliptic curve whose classifying map is flat, and which thereforeadmits an associated elliptic homology theory, is the universal smooth Weierstrasscurve.
 The proof is a combination of several ingredients. The main one is the Landwe-ber exact functor theorem, which provides an algebraic criterion (Landweber ex-actness, which is weaker than flatness) on a ring map MP0 → R, that ensures thefunctor X 7→ MP∗(X) ⊗MP0
 R satisfies exactness. The other ingredients, due toHopkins and Miller, relate the geometry ofMell andMFG to the Landweber exact-ness criterion. These results are the following: (1) A formal group law MP0 → Rover R is Landweber exact if and only if the corresponding map Spec(R)→MFG isflat; together with Landweber exactness, this gives a presheaf of homology theories
 9
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on the flat site of the moduli stack of formal groups MFG . (2) The map of stacks,Mell →MFG defined by sending an elliptic to its associated formal group, is flat.
 Chapter 5: Sheaves in homotopy theory. By the above construction,using the Landweber Exact Functor Theorem, we have a presheaf Ohom of ho-mology theories (previousely called Ell) on the moduli stack of elliptic curves.One might try to define a single ‘universal elliptic homology theory’ as the limitlimU∈UOhom(U), where U is an affine cover of the moduli stack. However, thecategory of homology theories does not admit limits. If, though, we can rigidifythe presheaf Ohom of homology theories to a presheaf Otop of spectra, then we canuse instead a homotopy limit construction in the category of spectra. The maintheorem is that there does indeed exist such a presheaf, in fact a sheaf, of spectra.
 Theorem (Goerss–Hopkins–Miller). There exists a sheaf Otop of E∞ ringspectra on (Mell)et, the etale site of the moduli stack of elliptic curves (whoseobjects are etale maps to Mell), such that the associated presheaf of homology the-ories, when restricted to those maps whose domain is affine, is the presheaf Ohom
 built using the Landweber Exact Functor Theorem.
 In this theorem, it is essential that the sheaf Otop is a functor to a point-set-level, not homotopy, category of E∞ ring spectra. Moreover, the functor is definedon all etale maps N →Mell , not just those where N is affine; (in fact, N can beitself a stack, as long as the map toMell is etale). Given a cover N = Ni → N ofan object N , we can assemble the n-fold ‘intersections’ Nij := Ni ×N Nj , Nijk :=Ni ×N Nj ×N Nk, etc., into a simplicial object
 N• =[∐
 Ni ←←∐Nij ←←← ∐
 Nijk ←←←← · · ·
 ].
 The sheaf condition is that the natural map from the totalization (homotopy limit)of the cosimplicial spectrum
 Otop(N•)
 =[Otop
 (∐Ni)→→ Otop
 (∐Nij)→→→ Otop
 (∐Nijk
 )· · ·]
 to Otop(N ) is an equivalence.Now consider a cover N = Ni →Mell ofMell by affine schemes. The above
 cosimplicial spectrum has an assoicated tower of fibrations
 . . .→ Tot2Otop(N•)→ Tot1Otop(N•)→ Tot0Otop(N•)
 whose inverse limit is TotOtop(N•) = Otop(Mell) = TMF . The spectral sequenceassociated to this tower has as E2 page the Cech cohomology Hq
 N(Mell , πpOtop) ofN with coefficients in πpOtop. Since N is a cover by affines, the Cech cohomologyof that cover is the same as the sheaf cohomology of Mell with coefficients in thesheafification π†pOtop of πpOtop; (that sheafification happens to agree with πpOtop
 on maps to Mell whose domain is affine). Altogether, we get a spectral sequence,the so-called descent spectral sequence, that converges to the homotopy groups ofthe spectrum of global sections:
 E2pq = Hq(Mell , π
 †pOtop) ⇒ πp−qTMF .
 10
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Chapter 6: Bousfield localization and the Hasse square. We would likea sheaf of spectra Otop on the moduli stack of elliptic curves Mell . As we will see,this moduli stack is built out of its p-completions Otop
 p and its rationalization. The
 p-completion Otopp is in turn built from certain localizations of Otop with respect
 to the first and second Morava K-theories.Localizing a spectrum X at a spectrum E is a means of systematically ignoring
 the part of X that is invisible to E. A spectrum A is called E-acyclic if A ∧X iscontractible. A spectrum B is called E-local if there are no nontrivial maps froman E-acyclic spectrum into B. Finally, a spectrum Y is an E-localization of X ifit is E-local and there is a map X → Y that is an equivalence after smashing withE. This localization is denoted LEX or XE .
 The localization LpX := LM(Z/p)X of a spectrum X at the mod p Moore spec-trum is the p-completion of X (when X is connective); we denote this localizationmap ηp : X → LpX. The localization LQX := LHQX at the rational Eilenberg–MacLane spectrum is the rationalization of X; we denote this localization mapηQ : X → LQX.
 Any spectrum X can be reconstructed from its p-completion and rationaliza-tion by means of the ‘Sullivan arithmetic square’, which is the following homotopypullback square:
 X∏p LpX
 LQX LQ
 (∏p LpX
 ).
 ∏ηp
 LQ(∏ηp)
 ηQ ηQ
 The above pullback square is a special case of the localization square
 LE∨FX LEX
 LFX LFLEX,
 ηE
 LF (ηE)
 ηF ηF
 which is a homotopy pullback square if one assumes that E∗(LFX) = 0.An application of this localization square gives the so-called ‘chromatic fracture
 square’:
 LK(1)∨K(2)X LK(2)X
 LK(1)X LK(1)LK(2)X.
 ηK(2)
 LK(1)(ηK(2))
 ηK(1) ηK(1)
 Here K(1) and K(2) are the first and second Morava K-theory spectra.When the spectrum in question is an elliptic spectrum, the above square sim-
 plifies into the ‘Hasse square’: for any elliptic spectrum E, there is a pullback11
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square
 LpE //
 LK(2)E
 LK(1)E // LK(1)LK(2)E.
 By means of the arithmetic square, the construction of the sheaf Otop is reducedto the construction of its p-completions, of its rationalization, and of the comparisonmap between the rationalization and the rationalization of the product of the p-completions. In turn, the construction of the p-completion Otop
 p of the sheaf Otop
 is reduced to the construction of the corresponding K(1)- and K(2)-localizationsand of a comparison map between the K(1)-localization and the K(1)-localizationof the K(2)-localization.
 Chapter 7: The local structure of the moduli stack of formal groups.By Landweber’s theorem, flat maps Spec(R) →MFG to the moduli stack of one-dimensional formal groups give rise to even-periodic homology theories:
 X 7→MP∗(X)⊗MP0R.
 Here, MP is periodic complex bordism, MP0 = MU∗ ∼= Z[u1, u2, . . .] is the Lazardring, and the choice of a formal group endows R with the structure of algebraover that ring. We wish to understand the geometry of MFG with an eye towardsconstructing such flat maps.
 The geometric points of MFG have a simple description. If k is a separablyclosed field of characteristic p > 0, then formal groups over k are classified by theirheight, where again a formal group has height n if the first non-trivial term of itsp-series (the multiplication-by-p map) is the one involving xp
 n
 . Given a formalgroup of height n, classified by Spec(k) → MFG , one may consider ‘infinitesimalthickenings’ Spec(k) → B, whereB is the spectrum of a local (pro-)Artinian algebrawith residue field k, along with an extension
 Spec(k) //MFG .
 B
 99
 _
 This is called a deformation of the formal group. The Lubin–Tate theorem saysthat a height n formal group admits a universal deformation (a deformation with aunique map from any other deformation), carried by the ring W(k)[[v1, . . . vn−1]].Here, W(k) denotes the ring of Witt vectors of k. Moreover, the map from B :=Spf(W(k)[[v1, . . . vn−1]]) to MFG is then flat.
 The formal groups of interest in elliptic cohomology come from elliptic curves.The Serre–Tate theorem further connects the geometry ofMell with that ofMFG ,in the neighborhood of supersingular elliptic curves. According to this theorem, thedeformations of a supersingular elliptic curve are equivalent to the deformations ofits associated formal group. The formal neighborhood of a point Spec(k) →Mell
 classifying a supersingular elliptic curve is therefore isomorphic to Spf(W(k)[[v1]]),the formal spectrum of the universal deformation ring.
 12
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Chapter 8: Goerss–Hopkins obstruction theory. Goerss–Hopkins ob-struction theory is a technical apparatus for approaching questions such as the fol-lowing: for a ring spectrum E and a commutative E∗-algebra A in E∗E-comodules,is there an E∞-ring spectrum X such that E∗X is equivalent to A? What is thehomotopy type of the space of all such E∞-ring spectra X?
 That space is called the realization space of A and denoted BR(A). The mainresult here is that there is an obstruction theory for specifying points of BR(A),and that the obstructions live in certain Andre–Quillen cohomology groups of A.More precisely, there is a Postnikov-type tower
 . . .→ BRn(A)→ BRn−1(A)→ . . .→ BR0(A)
 with inverse limit BR(A) whose layers are controlled by the Andre–Quillen co-homology groups of A, as follows. If we let Hn+2(A; ΩnA) be the Andre–Quillencohomology space (the Eilenberg–MacLane space for the Andre–Quillen cohomol-ogy group) of the algebra A with coefficients in the nth desuspension of A, thenHn+2(A; ΩnA) is acted on by the automorphism group of the pair (A,ΩnA) and
 we can form, by the Borel construction, a space Hn+2(A; ΩnA) over the classifyingspace of Aut(A,ΩnA). This is a bundle of pointed spaces and the base points pro-
 vide a section BAut(A,ΩnA)→ Hn+2(A; ΩnA). The spaces BRn(A) then fit intohomotopy pullback squares
 BRn(A) //
 BAut(A,ΩnA)
 BRn−1(A) // Hn+2(A; ΩnA).
 Chapter 9: From spectra to stacks. We have focussed on constructingspectra using stacks, but one can also go the other way, associating stacks to spectra.Given a commutative ring spectrum X, letMX be the stack associated to the Hopfalgebroid
 (MU∗X,MU∗MU ⊗MU∗ MU∗X).
 If X is complex orientable, then MX is the scheme Spec(π∗X)—the stackiness ofMX therefore measures the failure of complex orientability of X. The canonicalHopf algebroid map (MU∗,MU∗MU)→ (MU∗X,MU∗MU ⊗MU∗MU∗X) induces
 a map of stacks from MX to M(1)FG, the moduli stack of formal groups with first
 order coordinate. Moreover, under good circumstances, the stack associated to a
 smash product of two ring spectra is the fiber product over M(1)FG:
 MX∧Y ∼= MX ×M(1)FG
 MY .
 It will be instructive to apply the above isomorphism to the case when Y istmf , and X is one of the spectra in a filtration
 S0 = X(1)→ X(2)→ · · ·X(n)→ · · · →MU
 of the complex cobordism spectrum. By definition, X(n) is the Thom spectrumassociated to the subspace ΩSU(n) of ΩSU ' BU ; the spectrum X(n) is an E2-ring spectrum because ΩSU(n) is a double loop space. Recall that for a complexorientable theory R, multiplicative maps MU → R correspond to coordinates onthe formal group of R. There is a similar story with X(n) in place of MU , where theformal groups are now only defined modulo terms of degree n+1, and multiplicative
 13
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maps X(n)→ R correspond to coordinates up to degree n. Using this description,
 one can show thatMX(n) is the stackM(n)FG, the classifying stack of formal groups
 with a coordinate up to degree n. The map from M(n)FG to M(1)
 FG is the obviousforgetful map.
 The stack Mtmf associated to tmf is the moduli stack of generalized ellipticcurves (both multiplicative and additive degenerations allowed) with first ordercoordinate. The stackMX(4)∧tmf can therefore be identified with the moduli stackof elliptic curves together with a coordinate up to degree 4. The pair of an ellipticcurve and such a coordinate identifies a Weierstrass equation for the curve, and sothis stack is in fact a scheme:
 MX(4)∧tmf∼= SpecZ[a1, a2, a3, a4, a6].
 Here, a1, a2, a3, a4, a6 are the coefficients of the universal Weierstras equation. Byconsidering the products X(4) ∧ . . . ∧ X(4) ∧ tmf , one can furthermore identifythe whole X(4)-based Adams resolution of tmf with the cobar resolution of theWeierstrass Hopf algebroid.
 Chapter 10: The string orientation. The string orientation, or σ-orientationof tmf is a map of E∞-ring spectra
 MO〈8〉 → tmf .
 Here, MO〈8〉 = MString is the Thom spectrum of the 7-connected cover of BO, andits homotopy groups are the cobordism groups of string manifolds (manifolds witha chosen lift to BO〈8〉 of their tangent bundle’s classifying map). At the level ofhomotopy groups, the map MO〈8〉 → tmf is the Witten genus, a homomoprhism[M ] 7→ φW (M) from the string cobordism ring to the ring of integral modularforms. Note that φW (M) being an element of π∗(tmf ) instead of a mere modularform provides interesting congruences, not visible from the original definition of theWitten genus.
 Even before having a proof, there are hints that the σ-orientation should exist.The Steenrod algebra module H∗(tmf ,F2) = A//A(2) occurs as a summand inH∗(MString ,F2). This is reminiscent of the situation with the Atiyah–Bott–Shapiroorientation MSpin → ko, where H∗(ko,F2) = A//A(1) occurs as a summand ofH∗(MSpin,F2).
 Another hint is that, for any complex oriented cohomology theory E withassociated formal group G, multiplicative (not E∞) maps MO〈8〉 → E correspondto sections of a line bundle over G3 subject to a certain cocycle condition. If G is thecompletion of an elliptic curve C, then that line bundle is naturally the restrictionof a bundle over C3. That bundle is trivial, and because C3 is proper, its space ofsections is one dimensional (and there is even a preferred section). Thus, there is apreferred map MO〈8〉 → E for every elliptic spectrum E.
 A not-necessarily E∞ orientation MO〈8〉 → tmf is the same thing as a nullho-motopy of the composite
 BO〈8〉 → BOJ−→ BGL1(S)→ BGL1(tmf ),
 where BGL1(R) is the classifying space for rank one R-modules. An E∞ orientationMO〈8〉 → tmf is a nullhomotopy of the corresponding map of spectra
 bo〈8〉 → boJ−→ Σgl1(S)→ Σgl1(tmf ).
 14
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In order to construct that nullhomotopy, one needs to understand the homotopytype of gl1(tmf )—this is done one prime at a time. The crucial observation is thatthere is a map of spectra gl1(tmf )p → tmf p, the ‘topological logarithm’, and ahomotopy pullback square
 gl1(tmf )log //
 tmf
 LK(1)(tmf )
 1−Up // LK(1)(tmf )
 where Up is a topological refinement of Atkin’s operator on p-adic modular forms.The fiber of the topological logarithm is particularly intriguing: Hopkins speculatesthat it is related to exotic smooth structures on free loop spaces of spheres.
 Chapters 11 and 12: The sheaf of E∞ ring spectra and The construc-tion of tmf . We outline a roadmap for the construction of tmf , the connectivespectrum of topological modular forms. The major steps in the construction aregiven in reverse order.
 • The spectrum tmf is the connective cover of the nonconnective spectrumTmf ,
 tmf := τ≥0Tmf ,
 and Tmf is the global sections of a sheaf of spectra,
 Tmf := Otop(Mell),
 where Mell is the moduli stack of elliptic curves with possibly nodal sin-gularities. This stack is the Deligne–Mumford compactification of themoduli stack of smooth elliptic curves. Here, Otop is a sheaf on Mell
 in the etale topology. Also, TMF is the global sections of Otop over thesubstack Mell of smooth elliptic curves,
 TMF := Otop(Mell).
 The uppercase ‘T ’ in Tmf signifies that the spectrum is no longer connective (butit is also not periodic). The ‘top’ stands for topological, and Otop can be viewed asa kind of structure sheaf for a spectral version of Mell .
 We are left now to construct the sheaf of spectraOtop. The first step is to isolatethe problem at every prime p and at Q. That is, one constructs Otopp , a sheaf of
 spectra on the p-completion (Mell)p and then pushes this sheaf forward along the
 inclusion map ιp : (Mell)p → Mell . One then assembles these pushforwards toobtain Otop, as follows.
 • The sheaf Otop is the limit in a diagram
 Otop //
 ∏p ιp,∗Otopp
 ιQ,∗OtopQ//(∏
 p ιp,∗Otopp)Q
 for a given choice of map αarith : ιQ,∗OtopQ →(∏
 p ιp,∗Otopp)Q
 .
 15
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Once Otop has been constructed, it will turn out that Otopp is the p-completion of
 Otop, and OtopQ is its rationalization, so that the above diagram is the arithmetic
 square for Otop. This thus leaves one to construct eachOtopp and OtopQ and the gluing
 map αarith. The sheaf OtopQ is not difficult to construct. Its value on an etale map
 Spec(R) → (Mell)Q is given by OtopQ (SpecR) = H(R∗), the rational Eilenberg–MacLane spectrum associated to a certain evenly graded ring R∗. This ring isspecified by R2t := Γ(ω⊗t|SpecR), where ω is the sheaf of invariant differentials.
 The construction of Otopp is more subtle. The first step in its construction is
 to employ a natural stratification of (Mell)p. Each elliptic curve has an associatedformal group which either has height equal to 1 if the curve is ordinary, or equal to2 if the curve is supersingular. This gives a stratification of the moduli space withexactly two strata:
 Mordell
 ιord−→ (Mell)pιss←−Mss
 ell .
 The sheaf Otopp is presented by a Hasse square, gluing together a sheaf OtopK(1) on
 Mordell and a sheaf OtopK(2) onMss
 ell . (This notation is used because the sheaves OtopK(i)
 are also the K(i)-localizations of Otop, where K(i) is the ith Morava K-theory atthe prime p.)
 • Otopp is the limit
 Otopp //
 ιss,∗OtopK(2)
 ιord,∗OtopK(1)
 //(ιss,∗OtopK(2)
 )K(1)
 for a certain ‘chromatic’ attaching map
 αchrom : ιord,∗OtopK(1) −→(ιss,∗OtopK(2)
 )K(1)
 .
 The sheaf Otopp is thus equivalent to the following triple of data: a sheaf OtopK(1)
 on Mordell , a sheaf OtopK(2) on Mss
 ell , and a gluing map αchrom as above. We have
 now arrived at the core of the construction of tmf : the construction of these threeobjects. This construction proceeds via Goerss–Hopkins obstruction theory.
 That obstruction theory is an approach to solving the following problem: onewants to determine the space of all E∞-ring spectra subject to some conditions,such as having prescribed homology. More specifically, for any generalized homol-ogy theory E∗, and any choice of E∗-algebra A in E∗E-comodules, one can calculatethe homotopy type of the moduli space of E∞-ring spectra with E∗-homology iso-morphic to A. Goerss and Hopkins describe that moduli space as the homotopylimit of a sequence of spaces, where the homotopy fibers are certain Andre–Quillencohomology spaces of A. As a consequence, there is a sequence of obstructionsto specifying a point of the moduli space, i.e., an E∞-ring spectrum whose E∗-homology is A. The obstructions lie in Andre–Quillen cohomology groups of E∗-algebras in E∗E-comodules. That obstruction theory is used to build the sheafOtopK(2).
 16
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There is also a ‘global’ version of this obstruction theory, where one tries tolift a whole diagram I of E∗-algebras in E∗E-comodules to the category of E∞-ring spectra. Here, in general, the obstructions live in the Hochschild–Mitchellcohomology group of the diagram I with coefficients in Andre–Quillen cohomology.This diagrammatic enhancement of the obstruction theory is used to build the sheafOtopK(1).
 Obstruction theory for OtopK(2): The stack Mssell is a 0-dimensional substack
 of Mell . More precisely, it is the disjoint union of classifying stacks BG where Granges over the automorphism groups of the various supersingular elliptic curves.The Serre–Tate theorem identifies the formal completion of these groups G with theautomorphism groups of the associated formal group. Consequently, to constructthe sheaf OtopK(2) on the category of etale affines mapping to Mss
 ell , it suffices to
 construct the stalks of the sheaf at each point of Mssell , together with the action
 of these automorphism groups. The spectrum associated to a stalk is a MoravaE-theory, the uniqueness of which is the Goerss–Hopkins–Miller theorem: thattheorem says that there is an essentially unique (unique up to a contractible spaceof choices) way to construct an E∞-ring spectrum E(k,G), from a pair (k,G) of aformal group G of finite height over a perfect field k, whose underlying homologytheory is the Landweber exact homology theory associated to (k,G). Altogetherthen, given a formal affine scheme Spf(R), with maximal ideal I ⊂ R, and an etalemap Spf(R) → Mss
 ell classifying an elliptic curve C over R, the value of the sheaf
 OtopK(2) is
 OtopK(2)(Spf(R)) :=∏i
 E(ki, C(i)0 ).
 In this formula, the product is indexed by the set i in the expression of the quotient
 R/I =∏i ki as a product of perfect fields, and Ci0 is the formal group associated
 to the base change to ki of the elliptic curve C0 over R/I.
 Obstruction theory for OtopK(1): We first explain the approach described
 in Chapter 11. Over the stack Mordell , there is a presheaf of homology theories
 given by the Landweber exact functor theorem. This presheaf assigns to an el-liptic curve classified by an etale map Spec(R) → Mord
 ell the homology theoryX 7→ BP∗(X)⊗BP∗R. Ordinary elliptic curves have height 1, and so the represent-ing spectrum is K(1)-local. In the setup of the Goerss–Hopkins obstruction theoryfor this situation, we take E∗ to be p-adic K-theory, which has the structure of aθ-algebra. The moduli problem that we are trying to solve is that of determiningthe space of all lifts:
 E∞-ringsK(1)
 K∧p
 I :=
 (Aff /Mord
 ell
 )et
 //
 66
 Algθ.
 In the general obstruction theory, the obstructions live in certain Hochschild–Mitchell cohomology groups of the diagram I. For this particular diagram, theobstruction groups simplify, and are equivalent to just diagram cohomology of Iwith coefficients in Andre–Quillen cohomology. The diagram cohomology of I is
 17
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in turn isomorphic to the etale cohomology of the stack Mordell . In the end, the
 essential calculation is
 Hs(Mordell , ω
 ⊗k) = 0 for s > 0,
 where k ∈ Z and ω is the line bundle of invariant differentials on Mell . At oddprimes, the obstruction groups vanish in the relevant degrees, thus proving theexistence and uniqueness of OtopK(1). Unfortunately, the higher homotopy groups of
 the space of lifts are not all zero, and so one doesn’t get a contractible space ofchoices for the sheaf OtopK(1). At the prime p = 2, one needs to use real instead of
 complex K-theory to get obstruction groups that vanish.The same obstruction theory for E∞-ring spectra also applies to E∞-ring maps,
 such as the gluing maps αchrom and αarith for the Hasse square and the arith-metic square. For αchrom, one considers the moduli space of all E∞-ring mapsιord,∗OtopK(1) → ιss,∗(OtopK(2))K(1) whose induced map of theta-algebras is prescribed,
 and one tries to compute the homotopy groups of this moduli space. The obstruc-tion groups here vanish, and there is an essentially unique map. For αarith, themap is of rational spectra and the analysis is much easier; the obstruction groupsvanish, and again there is an essentially unique map.
 The approach presented in Chapter 12 is a somewhat different way of construct-ing OtopK(1). In that other approach, one directly applies the K(1)-local obstruction
 theory to construct LK(1)tmf , and then works backwards to construct Otop. Thatapproach allows one to avoid the obstruction theory for diagrams, but is more dif-ficult in other steps—for instance, it requires use of level structures on the modulistack Mell to resolve the obstructions.
 Chapter 13: The homotopy groups of tmf and of its localizations.The homotopy groups of tmf are an elaborate amalgam of the classical ring ofmodular forms MF∗ and certain pieces of the 2- and 3-primary part of the stablehomotopy groups of spheres π∗(S).
 There are two homomorphisms
 π∗(S)→ π∗(tmf )→MF∗.
 The first map is the Hurewicz homomorphism, and it is an isomorphism on π0
 through π6. Conjecturally, this map hits almost all of the interesting torsion classesin π∗(tmf ) and its image (except for the classes η, η2, and ν) is periodic with period576 (arising from a 192-fold periodicity at the prime 2 and a 72-fold periodicityat the prime 3). Among others, the map is nontrivial on the 3-primary stablehomotopy classes α ∈ π3(S) and β ∈ π10(S) and the 2-primary stable homotopyclasses η, ν, ε, κ, κ, q ∈ π∗(S). The second map in the above display is the compositeof the inclusion π∗tmf → π∗Tmf with the boundary homomorphism in the ellipticspectral sequence
 Hs(Mell ;πtOtop) ⇒ πt−s(Tmf ).
 This map π∗(tmf ) → MF∗ = Z[c4, c6,∆]/(c34 − c26 − (12)3∆) is an isomorphismafter inverting the primes 2 and 3. The kernel of this map is exactly the torsion inπ∗(tmf ) and the cokernel is a cyclic group of order dividing 24 in degrees divisibleby 24, along with some number of cyclic groups of order 2 in degrees congruent to4 mod 8. In particular, the map from π∗(tmf ) hits the modular forms c4, 2c6, and24∆, but c6 and ∆ themselves are not in the image. The localization π∗(tmf )(p) atany prime larger than 3 is isomorphic to (MF∗)(p)
 ∼= Z(p)[c4, c6].18
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The homotopy of tmf can be computed directly using the Adams spectralsequence. Alternatively, one can use the elliptic spectral sequence to compute thehomotopy of Tmf . The Adams spectral sequence has the form
 E2 = ExtAtmfp
 (Fp,Fp)⇒ π∗(tmf )ˆp,
 where Atmfp := homtmf−modules(HFp, HFp) is a tmf -analog of the Steenrod algebra.
 At the prime 2, the map Atmf2 → A ≡ A2 to the classical Steenrod algebra is
 injective, and the tmf -module Adams spectral sequence can be identified with theclassical Adams spectral sequence
 E2 = ExtA(H∗(tmf ),F2) = ExtA(A//A(2),F2) = ExtA(2)(F2,F2)⇒ π∗(tmf )ˆ2.
 The elliptic spectral sequence has the form Hs(Mell , πtOtop) ⇒ πt−s(Tmf ). Thehomotopy πtOtop is concentrated in even degrees and is the t/2-th power of a linebundle ω; the spectral sequence thus has the form Hq(Mell ;ω
 ⊗p)⇒ π2p−q(Tmf ).
 Part II
 The manuscripts. The book concludes with three of the original, previouslyunpublished, manuscripts on tmf : “Elliptic curves and stable homotopy I” (1996)by Hopkins and Miller, “From elliptic curves to homotopy theory” (1998) by Hop-kins and Mahowald, and “K(1)-local E∞ ring spectra” (1998) by Hopkins. Thefirst focuses primarily on the construction of the sheaf of (associative) ring spectraon the moduli stack of elliptic curves, the second on the computation of the homo-topy of the resulting spectrum of sections around the supersingular elliptic curve atthe prime 2, and the third on a direct cellular construction of the K(1)-localizationof tmf . These documents have been left, for the most part, in their original draftform; they retain the attendant roughness and sometimes substantive loose ends,but also the dense, heady insight of their original composition. The preceding chap-ters of this book can be viewed as a communal exposition, more than fifteen yearson, of aspects of these and other primary sources about tmf .
 4. Reader’s guide
 This is not a textbook. Though the contents spans all the way from classicalaspects of elliptic cohomology to the construction of tmf , there are substantivegaps of both exposition and content, and an attempt to use this book for a lecture,seminar, or reading course will require thoughtful supplementation.
 Reading straight through the book would require, among much else, some fa-miliarity and comfort with commutative ring spectra, stacks, and spectral sequences.Many of the chapters, though, presume knowledge of none of these topics; insteadof thinking of them as prerequisites, we suggest one simply starts reading, and asappropriate or necessary selects from among the following as companion sources:
 Commutative ring spectra:
 • May, J. Peter. E∞ ring spaces and E∞ ring spectra. With contributions byFrank Quinn, Nigel Ray, and Jrgen Tornehave. Lecture Notes in Mathematics,Vol. 577. Springer-Verlag, Berlin-New York, 1977.
 19
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• Rezk, Charles. Notes on the Hopkins-Miller theorem. Homotopy theory viaalgebraic geometry and group representations (Evanston, IL, 1997), 313–366,Contemp. Math., 220, Amer. Math. Soc., Providence, RI, 1998.
 • Schwede, Stefan. Book project about symmetric spectra. Book preprint. Avail-able at http://www.math.uni-bonn.de/people/schwede/SymSpec.pdf
 Stacks:
 • Complex oriented cohomology theories and the language of stacks course notesfor 18.917, taught by Mike Hopkins (1999), available at http://www.math.rochester.
 edu/people/faculty/doug/otherpapers/coctalos.pdf
 • Naumann, Niko. The stack of formal groups in stable homotopy theory. Adv.Math. 215 (2007), no. 2, 569–600.
 • The Stacks project. Open source textbook, available at http://stacks.math.columbia.
 edu
 • Vistoli, Angelo. Grothendieck topologies, fibered categories and descent theory.Fundamental algebraic geometry, 1104, Math. Surveys Monogr., 123, Amer.Math. Soc., Providence, RI, 2005.
 Spectral sequences:
 • Hatcher, Allen. Spectral Sequences in Algebraic Topology. Book preprint.Available at http://www.math.cornell.edu/˜hatcher/SSAT/SSATpage.html
 • McCleary, John. A user’s guide to spectral sequences. Second edition. Cam-bridge Studies in Advanced Mathematics, 58. Cambridge University Press,Cambridge, 2001. xvi+561 pp. ISBN: 0-521-56759-9
 • Weibel, Charles A. An introduction to homological algebra. Cambridge Studiesin Advanced Mathematics, 38. Cambridge University Press, Cambridge, 1994.xiv+450 pp. ISBN: 0-521-43500-5; 0-521-55987-1
 The contents of this book span four levels: the first five chapters (elliptic co-homology, elliptic curves, the moduli stack, the exact functor theorem, sheaves inhomotopy theory) are more elementary, classical, and expository and we hope willbe tractable for all readers and instructive or at least entertaining for all but theexperts; the next three chapters (the Hasse square, the local structure of the modulistack, obstruction theory) are somewhat more sophisticated in both content andtone, and especially for novice and intermediate readers will require more deter-mination, patience, and willingness to repeatedly pause and read other referencesbefore proceeding; the last five chapters (from spectra to stacks, string orientation,the sheaf of ring spectra, the construction, the homotopy groups) are distinctlyyet more advanced, with Mike Hopkins’ reflective account of and perspective onthe subject, followed by an extensive technical treatment of the construction andhomotopy of tmf ; finally the three classic manuscripts (Hopkins–Miller, Hopkins–Mahowald, Hopkins) illuminate the original viewpoint on tmf —a careful readingof them will require serious dedication even from experts.
 In addition to the references listed above, we encourage the reader to consultthe following sources about tmf more broadly:
 20
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• Goerss, Paul. Topological modular forms [after Hopkins, Miller, and Lurie].Seminaire Bourbaki (2008/2009). Asterisque No. 332 (2010), 221-255.
 • Hopkins, Michael. Topological modular forms, the Witten genus, and the theo-rem of the cube. Proceedings of the International Congress of Mathematicians(Zurich 1994), 554-565, Birkhauser, Basel, 1995.
 • Hopkins, Michael. Algebraic topology and modular forms. Proceedings of theInternational Congress of Mathematicians (Beijing 2002), 291–317, Higher Ed.Press, Beijing, 2002.
 • Rezk, Charles. Supplementary notes for Math 512. Available at http://www.math.uiuc.edu/˜rezk/512-spr2001-notes.pdf
 21
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Elliptic genera and elliptic cohomology
 Corbett Redden
 The goal of this overview is to introduce concepts which underlie elliptic coho-mology and reappear in the construction of tmf . We begin by defining complex-oriented cohomology theories and looking at the two special cases of complex cobor-dism and K-theory. We then see that a complex orientation of a cohomology theorynaturally leads to a formal group law. Furthermore, Quillen’s theorem states thatthe universal complex-oriented theory (complex cobordism) encodes the universalformal group law. This implies that complex genera, or homomorphisms from thecomplex cobordism ring to a ring R, are equivalent to formal group laws over R.The group structure on an elliptic curve naturally leads to the notion of an ellipticgenus. Finally, we use the Landweber exact functor theorem to produce an ellipticcohomology theory whose formal group law is given by the universal elliptic genus.
 Elliptic cohomology was introduced by Landweber, Ravenel, and Stong in themid-1980’s as a cohomological refinement of elliptic genera. The notion of ellipticgenera had previously been invented by Ochanine to address conjectured rigidityand vanishing theorems for certain genera on manifolds admitting non-trivial groupactions. Witten played an important role in this process by using intuition fromstring theory to form many of these conjectures. He subsequently interpreted theelliptic genus as the signature of the free loop space of a spin manifold, beginning along and interesting interaction between theoretical physics and algebraic topologythat is still active today. While we don’t have the space to adequately tell this story,there are already several excellent references: the introductory article in [Lan] givesthe history of elliptic genera and elliptic cohomology, [Seg] explains how they shouldbe related to more geometric objects, and [Hop] summarizes important propertiesof tmf . Finally, both [Lur] and [Goe] give a detailed survey of elliptic cohomologyand tmf from the more modern perspective of derived algebraic geometry.
 1. Complex-oriented cohomology theories
 A generalized cohomology theory E is a functor from (some subcategory of)topological spaces to the category of abelian groups. This functor must satisfy allthe Eilenberg–Steenrod axioms except for the dimension axiom, which states thecohomology of a point is only non-trivial in degree 0. Any cohomology theory isrepresented by a spectrum which we also call E, and from a spectrum the reduced
 1
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homology and cohomology groups of a finite CW complex X are given by
 En(X) = limk→∞
 πn+k(X ∧ Ek),
 En(X) = limk→∞
 [ΣkX,En+k].
 The coefficient groups are abbreviated by E∗ = E∗(pt) and E∗ = E∗(pt), andthey are naturally related by π∗E = E∗ ∼= E−∗. We restrict to theories with agraded commutative ring structure Ei(X) × Ej(X) → Ei+j(X) analogous to thecup product in ordinary cohomology. They are known as multiplicative cohomologytheories and are represented by ring spectra.
 Example 1.1 (Cobordism). A smooth closed (compact with no boundary)manifold M is said to be null-bordant if there exists a compact manifold W whoseboundary is M . A singular manifold (M,f) in X, where f : M → X is a continu-ous map, is null-bordant if there exists a singular manifold (W,F ) with boundary(M,f). The n-th unoriented bordism group of X, denoted by ΩOn (X), is the set ofsmooth closed singular n-manifolds in X modulo null-bordism; the group structureis given by the disjoint union of manifolds.
 Let Gk be a sequence of topological groups with representations Gkρk→
 O(k) which are compatible with the inclusion maps. We define a G-structure onM as a stable lift of the structure groups to Gk for the stable normal bundle νM .Suppose a manifold W with ∂W = M has a G-structure on νW that extends tothe G-structure on νM . This is considered a null-bordism of M as a G-manifold.The abelian group ΩGn (X) is then defined as before; it is the set of smooth closedsingular n-manifolds on X with G-structure on ν, modulo null-bordism. Up tohomotopy, G-structures on the stable tangent bundle and stable normal bundle areequivalent; we later use this fact in geometric constructions.
 The functors ΩG∗ are examples of generalized homology theories, and the Pontryagin–Thom construction shows they are represented by the Thom spectraMG = MGk =Th(ρ∗kξk). Here, ξk → BO(k) is the universal k-dimensional vector bundle(ξk = EO(k)×O(k) Rk), and for any vector bundle V → X the Thom space Th(V )is defined as the unit disc bundle modulo the unit sphere bundle D(V )/S(V ). Par-ticularly common examples of G-bordism include oriented bordism, spin bordism,and complex bordism, corresponding to the groups SO(k), Spin(k), and U(k), re-spectively. Bordism classes in these examples have an orientation, spin structure,or complex structure on the manifold’s stable normal bundle (or stable tangentbundle).
 The spectrumMG defines a generalized cohomology theory known asG-cobordism.It is also a multiplicative cohomology theory (assuming there are maps Gk1×Gk2 →Gk1+k2 compatible with the orthogonal representations). The coefficient ring ofMGis simply the bordism ring of manifolds with stable G-structure,
 MG−∗(pt) ∼= MG∗(pt) = ΩG∗ ,
 and the product structure is induced by the product of manifolds. Of particular in-terest to us will be oriented cobordism and complex cobordism. The first coefficientcalculation is due to Thom, and the second is from Thom, Milnor, and Novikov:
 MSO∗ ⊗Q ∼= Q[[CP2], [CP4], . . .](1)
 MU ∗ ∼= Z[a1, a2, . . .]; |ai| = −2i.
 2
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Rationally, MU∗ ⊗Q is generated by the complex projective spaces CPi for i ≥ 1.The book [Sto] is an excellent source of further information on cobordism.
 Example 1.2 (Complex K-theory). Isomorphism classes of complex vectorbundles over a space X form an abelian monoid via the direct sum⊕ operation. For-mally adjoining inverses gives the associated Grothendieck group known as K(X)or K0(X); elements in K(X) are formal differences of vector bundles up to iso-
 morphism. The reduced group K0(X) is naturally isomorphic to [X,Z×BU ], andBott periodicity gives a homotopy equivalence Ω2(Z×BU) ' Z×BU . Therefore,we can extend Z×BU to an Ω-spectrum known as K, where
 K2n = Z×BU,K2n+1 = Ω(Z×BU) ' U.
 This defines the multiplicative cohomology theory known as (complex) K-theory,with ring structure induced by the tensor product of vector bundles. A straightfor-ward evaluation shows that the coefficients π∗K are
 K2n(pt) ∼= π0(Z×BU) = Z,K2n+1(pt) ∼= π0(U) = 0.
 Furthermore, Bott periodicity is manifested in K-theory by the Bott class β =
 [ξ] − 1 ∈ K(S2) ∼= K−2(pt), where ξ → S2 is the Hopf bundle and 1 is theisomorphism class of the trivial line bundle. The class β is invertible in K∗, andmultiplication by β and β−1 induces the periodicity in general rings K∗(X).
 The periodicity in K-theory turns out to be a very convenient property, and itmotivates the following definition.
 Definition 1.3. A multiplicative cohomology theory E is even periodic ifEi(pt) = 0 whenever i is odd and there exists β ∈ E−2(pt) such that β is in-vertible in E∗(pt).
 The existence of β−1 ∈ E2(pt) implies that for general X there are naturalisomorphisms
 E∗+2(X)
 ·β++E∗(X)
 ·β−1
 ∼=ll.
 given by multiplication with β and β−1, so E is periodic with period 2.A number of cohomology theories, such as ordinary cohomology, are even (i.e.
 Eodd(pt) = 0) but not periodic. Given an arbitrary even cohomology theory, wecan create an even periodic theory A by defining
 An(X) :=∏k∈Z
 En+2k(X).
 For example, if we perform this construction on ordinary cohomology with coeffi-cients in a ring R, we obtain a theory known as periodic ordinary cohomology. Thecoefficients of MU in (1) show that MU also is even but not periodic. We defineperiodic complex cobordism MP by
 MPn(X) :=∏k∈Z
 MU n+2k(X),
 3
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Letting |β| = −2, we could equivalently define MPn(X) ⊂ MU ∗(X)Jβ, β−1K asformal series which are homogeneous of degree n.
 Definition 1.4. In E-cohomology, a Thom class for the vector bundle V → X
 (with dimR V = n) is a class UV ∈ En(Th(V )) such that for each x ∈ X thereexists ϕx : Rn → Vx so that UV 7→ 1 under the following composition:
 En(Th(V )) // En(Th(Vx))∼=ϕ∗
 x
 // En(Sn)∼= // E0(pt)
 UV // 1
 Thom classes give rise to Thom isomorphisms
 E∗(X)·UV→ E∗+n(Th(V )).
 The existence of Thom isomorphisms allows one to construct pushforward mapsin cohomology theories, which in turn gives important invariants generalizing theEuler class. Ordinary cohomology with Z/2 coefficients admits Thom classes forall vector bundles, but only oriented bundles have Thom classes in H∗(−;Z). Ingeneral, we would like to functorially define Thom classes compatible with the ⊕operation. Such a choice for vector bundles with lifts of the structure group to Gk iscalled a G-orientation of the cohomology theory E, and E is said to be G-orientableif there exists such an orientation. A specific orientation will be given by universal
 Thom classes in En(MGn) and is equivalent (at least up to homotopy) to a mapof ring spectra MG → E. We will mostly be concerned with complex orientabletheories, and summarizing the above discussion gives the following definition.
 Definition 1.5. A complex orientation of E is a natural, multiplicative, col-
 lection of Thom classes UV ∈ E2n(Th(V )) for all complex vector bundles V → X,where dimC V = n. More explicitly, these classes must satisfy
 • f∗(UV ) = Uf∗V for f : Y → X,• UV1⊕V2
 = UV1· UV2
 ,• For any x ∈ X, the class UV maps to 1 under the composition1
 E2n(Th(V ))→ E2n(Th(Vx))∼=→ E2n(S2n)
 ∼=→ E0(pt).
 Given a complex orientation, we can define Chern classes in the cohomologytheory E. Because the zero-section CP∞ → ξ induces a homotopy equivalenceCP∞ ∼→ Th(ξ), the universal Thom class for line bundles is naturally a class c1 ∈E2(CP∞), and it plays the role of the universal first Chern class. If one computesE∗(CP∞), the existence of c1 implies the Atiyah–Hirzebruch spectral sequence mustcollapse at the E2 page. This implies the first part of the following theorem.
 Theorem 1.6. A complex orientation of E determines an isomorphism
 E∗(CP∞) ∼= E∗(pt)Jc1K,
 and such an isomorphism is equivalent to a complex orientation. Furthermore, anyeven periodic theory is complex orientable.
 1The complex structure induces an orientation on Vx, hence there is a canonical homotopy classof map ϕx : R2n → Vx.
 4
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In addition to the above proposition, the splitting principle carries over, andthe class c1 uniquely determines isomorphisms
 E∗(BU(n)) ∼= (E∗(CP∞ × · · · × CP∞))Σn ∼=(E∗(pt)Jx1, · · · , xnK
 )Σn
 ∼= E∗(pt)Jc1, · · · , cnK,
 where ck ∈ E2k(BU(n)) is the k-th elementary symmetric polynomial in the vari-ables xi. This gives us a theory of Chern classes analogous to the one in ordinarycohomology.
 2. Formal group laws and genera
 A complex orientation of E determines Chern classes for complex vector bun-dles. As in ordinary cohomology, the Chern classes satisfy the properties of natu-rality and additivity. In ordinary cohomology, the first Chern class of a product ofline bundles is given by
 c1(L1 ⊗ L2) = c1(L1) + c1(L2).
 For a general complex-oriented cohomology theory, this relation no longer holdsand leads to an interesting structure.
 The universal tensor product is classified by
 ξ ⊗ ξ //
 ξ
 CP∞ × CP∞ // CP∞.
 The induced map in cohomology,
 E∗(CP∞)⊗ E∗(CP∞)←−E∗(CP∞)
 F (x1, x2)←−[c1
 where F (x1, x2) is a formal power series in two variables over the ring E∗, gives theuniversal formula
 c1(L1 ⊗ L2) = F (c1(L1), c1(L2)).
 This formal power series F is an example of a formal group law over the gradedring E∗.
 Definition 2.1. A formal group law over a ring R is a formal power seriesF ∈ RJx1, x2K satisfying the following conditions:
 • F (x, 0) = F (0, x) = x (Identity)• F (x1, x2) = F (x2, x1) (Commutativity)• F (F (x1, x2), x3) = F (x1, F (x2, x3)) (Associativity)
 If R is a graded ring, we require F to be homogeneous of degree 2 where |x1| =|x2| = 2.
 One easily verifies that the power series giving c1(L1 ⊗ L2) is a formal grouplaw. The three properties in the definition follow immediately from the naturaltransformations which give the identity, commutativity, and associativity propertiesof the tensor product.
 5
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Example 2.2. As noted above, the formal group law obtained from ordinarycohomology is F+ = F (x1, x2) = x1 +x2, and is known as the additive formal grouplaw.
 Example 2.3. The multiplicative formal group law is defined by
 F×(x1, x2) = x1 + x2 − x1x2.
 One can explicitly verify it satisfies the definition of a formal group law. One canalso see that it is obtained from the standard complex orientation of K-theory.Since K-theory is even periodic, we place the classes c1 in degree 0. The resultingformal group law is over the ring K0(pt) = Z and involves no grading. (Though,we could use the Bott element and its inverse to maintain the grading |c1| = 2 ifwe wish.)
 To the universal line bundle ξ → CP∞, we define the universal first Chern classto be 1− [ξ] ∈ K0(CP∞). The term 1 is included so that trivial bundles have trivialfirst Chern class. Hence, for any line bundle L→ X,
 c1(L) = 1− [L] ∈ K0(X).
 A simple calculation demonstrates
 c1(L1 ⊗ L2) = 1− L1 ⊗ L2
 = (1− L1) + (1− L2)− (1− L1)(1− L2)
 = c1(L1) + c1(L2)− c1(L1)c1(L2),
 demonstrating that the multiplicative formal group law is obtained from K-theory.
 Any ring homomorphismR→ S induces a map of formal group laws FGL(R)→FGL(S). In fact, there is a universal formal group law Funiv ∈ RunivJx1, x2K suchthat any F ∈ FGL(R) is induced by a ring homomorphism Runiv → R. Theexistence of Runiv is easy, since one can construct it formally by
 Runiv = Z[aij ]/ ∼
 where aij is the coefficient of xi1xj2, and ∼ represents all equivalence relations in-
 duced by the three axioms of a formal group law. Though this description is quiteunwieldy, a theorem by Lazard shows that this ring is isomorphic to a polynomialalgebra; i.e.
 Runiv ∼= L := Z[a1, a2, . . .]
 where |ai| = −2i if we include the grading.A complex orientation of E therefore induces a map L→ E∗ defining the formal
 group law. Earlier we noted that complex orientations are basically equivalent tomaps of ring spectra MU → E, so MU has a canonical complex orientation givenby the identity map MU → MU . The following important theorem of Quillenshows that in addition to MU being the universal complex oriented cohomologytheory, it is also the home of the universal formal group law. It also explains thegrading of the Lazard ring.
 Theorem 2.4. (Quillen) The map L → MU ∗ induced from the identity mapMU → MU is an isomorphism.
 6
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To summarize, we have maps
 MU ∗ → E∗ OOQuillen
 MU → E 22
 ,,FGL(E∗)
 where E∗ can be any graded ring. Given a formal group law, can we construct acomplex oriented cohomology theory with that formal group law? We will returnto this question in Section 4 and see that in certain cases we can construct such acohomology theory.
 First, we discuss formal group laws from the slightly different viewpoint ofcomplex genera. A genus is some multiplicative bordism invariant associated tomanifolds. There are two main types of genera, and this is due to the descriptionof the cobordism groups from (1).
 Definition 2.5. A complex genus is a ring homomorphism
 ϕ : MU ∗ → R.
 An oriented genus (or usually just genus) is a ring homomorphism
 ϕ : MSO∗ ⊗Q→ R,
 where R is a Q-algebra. More explicitly, ϕ(M) only depends on the cobordism classof M and satisfies
 ϕ(M1 tM2) = ϕ(M1) + ϕ(M2), ϕ(M1 ×M2) = ϕ(M1)ϕ(M2).
 Quillen’s theorem implies there is a 1-1 correspondence between formal grouplaws over R and complex genera over R. We introduce some common terminologywhich will make this correspondence more concrete.
 First, a homomorphism between formal group laws Ff→ G (over R) is a power
 series f(x) ∈ RJxK such that
 f(F (x1, x2)) = G(f(x1), f(x2)).
 If f is invertible then it is considered an isomorphism, and f is a strict isomorphismif f(x) = x+ higher order terms.
 Example 2.6. We could have chosen complex orientation of K-theory so thatc1(L) = [L] − 1 as opposed to 1 − [L]. The resulting formal group law wouldhave been F (x1, x2) = x1 + x2 + x1x2, which is also sometimes defined as themultiplicative formal group law. These two formal group laws are (non-strictly)isomorphic, with isomorphism given by f(x) = −x. Our original choice, though,coincides with the Todd genus and with conventions in index theory.
 Remark 2.7. In general, our formal group law depends on the particular com-plex orientation. Two different orientations will lead to an isomorphism betweenthe formal group laws. More abstractly, to any complex orientable theory is canon-ically associated a formal group. The choice of orientation gives a coordinate forthe formal group, and the formal group expanded in this coordinate is the formalgroup law.
 7
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Over a Q-algebra, any formal group law is uniquely (strictly) isomorphic to theadditive formal group law F+. We denote this isomorphism by logF and its inverseby expF :
 F
 logF **F+
 expF
 ii
 The isomorphism logF can be solved by the following:
 f(F (x1, x2)) = f(x1) + f(x2)
 ∂
 ∂x2
 ∣∣∣∣x,0
 (f(F (x1, x2))) =∂
 ∂x2
 ∣∣∣∣x,0
 (f(x1) + f(x2))
 f ′(x)∂F
 ∂x2(x, 0) = 1
 logF (x) = f(x) =
 ∫ x
 0
 dt∂F∂x2
 (t, 0)(2)
 Going from the third to fourth line involves inverting a power series, so one mustwork over a Q-algebra. If R is torsion-free, then R → R ⊗ Q is an injection, andwe lose no information in considering logF instead of F itself.
 Over the ring MU ∗ ⊗ Q, the universal formal group law FMU coming fromcomplex cobordism has the particularly nice logarithm
 logFMU(x) =
 ∑n≥0
 [CPn]
 n+ 1xn.
 Therefore, a formal group law F (or a complex genus) induced by ϕ : MU ∗ → Rhas a logarithm
 logF (x) =∑n≥0
 ϕ([CPn])
 n+ 1xn.
 While (modulo torsion in R) the logarithm encodes the value of a genus on anycomplex manifold, in practice it is difficult to decompose the bordism class of amanifold into projective spaces. However, there is an easier approach to calculatinggenera due to work of Hirzebruch.
 Proposition 2.8. (Hirzebruch) For R a Q-algebra, there are bijections
 Q(x) = 1 + a1x+ a2x2 + · · · ∈ RJxK ←→ ϕ : MU ∗ ⊗Q→ R
 Q(x) = 1 + a2x2 + a4x
 4 + · · · ∈ RJxK | aodd = 0 ←→ ϕ : MSO∗ ⊗Q→ R
 The first bijection is given by the following construction. Given Q(x), to acomplex line bundle L→ X assign the cohomology class
 ϕQ(L) := Q(c1(L)) ∈ H∗(X;R).
 Using the splitting principle, ϕQ extends to a stable exponential characteristic classon all complex vector bundles. The complex genus ϕ generated by Q(x) is thendefined by
 ϕ(M) := 〈ϕQ(TM), [M ]〉 ∈ R,where M is a stably almost complex manifold, 〈, 〉 is the natural pairing betweencohomology and homology, and [M ] is the fundamental class (an almost complex
 8
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structure induces an orientation). Going the other direction, the series Q(x) isrelated to the formal group law by
 Q(x) =x
 expϕ(x),
 where expϕ(x) is the inverse to logϕ(x). The second bijection follows in the samemanner, but one needs an even power series to define the stable exponential char-acteristic class for real vector bundles.
 Example 2.9 (K-theory and F×). From (2), the logarithm for the multiplica-tive formal group law F×(x1, x2) = x1 + x2 − x1x2 is given by
 log×(x) =
 ∫ x
 0
 dt
 1− t= − log(1− x).
 Therefore,
 exp×(x) = 1− e−x,and the associated power series
 Q×(x) =x
 exp×(x)=
 x
 1− e−x= 1 +
 x
 2+x2
 12− x4
 720+ · · · ∈ QJxK
 generates the Todd genus Td. When we evaluate the Todd genus on a Riemannsurface M2 with genus g,
 Td(M2) = 〈Q(c1(TM)), [M ]〉 = 〈1 +1
 2c1(TM) + · · · , [M ]〉
 =1
 2〈c1(TM), [M ]〉 = 1− g.
 In this situation, the Todd genus recovers the standard notion of genus.Note that even though we started with a Z-valued complex genus, the power
 series Q(x) has fractional coefficients. If one is only given Q(x), it is quite surprisingthat Todd genus gives integers when evaluated on manifolds with an almost complexstructure on the stable tangent bundle. Another explanation for the integrality isgiven by the following important index theorem. In fact, most of the commongenera are equal to the index of some elliptic operator on a manifold (possibly withG-structure).
 Theorem 2.10. (Hirzebruch-Riemann-Roch) Let M be a compact complex man-ifold, and let V be a holomorphic vector bundle. Then, the index of the Dolbeaultoperator ∂ + ∂∗ on the Dolbeault complex Λ0,i ⊗ V , which equals the Euler char-acteristic in sheaf cohomology H∗(M,V ), is given by
 index(∂ + ∂∗) = χ(M,V ) = 〈Td(M)ch(V ), [M ]〉 ∈ Z.
 3. Elliptic genera
 Another example of a formal group law comes from the group structure of theJacobi quartic elliptic curve. We first start by working over C. Assume δ, ε ∈ Cand the discriminant ∆ = ε(δ2 − ε)2 6= 0. Letting the subscript J stand for Jacobi,we define
 (3) logJ(x) :=
 ∫ x
 0
 dt√1− 2δt2 + εt4
 =
 ∫ x
 0
 dt√R(t)
 .
 9
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Here, logJ(x) is an example of an elliptic integral, and it naturally arises in physicalproblems such as modeling the motion of a pendulum. Expanding logJ as a powerseries in x produces a formal group law with a nice geometric description. Invertingthe function logJ(x) gives
 f(z) := expJ(z) = (logJ)−1(z),
 which is an elliptic function (i.e. periodic with respect to a lattice Λ ⊂ C) satisfyingthe differential equation (f ′)2(z) = R(z). Hence, it parameterizes the elliptic curveC defined by the Jacobi quartic equation
 y2 = R(x) = 1− 2δx2 + εx4 ⊂ CP2
 via the map
 C/Λ −→ CP2
 z 7−→ [x(z), y(z), 1] = [f(z), f ′(z), 1].
 The additive group structure on the torus C/Λ induces a natural group struc-ture on the elliptic curve C. This group structure coincides with the one given inChapter 2, defined by P + Q + R = 0 for points P,Q,R on a straight line. Nearthe point [0, 1, 1], the group structure is given in the parameter x by
 FJ(x1, x2) := f(f−1(x1) + f−1(x2)) = expJ(logJ(x1) + logJ(x2)).
 The formal group law FJ defined by the logarithm logJ can therefore be expressedby ∫ x1
 0
 dt√R(t)
 +
 ∫ x2
 0
 dt√R(t)
 =
 ∫ FJ (x1,x2)
 0
 dt√R(t)
 .
 Despite the integral logJ having no closed form solution, the formal group law wassolved for explicitly by Euler.
 Theorem 3.1. (Euler)
 FJ(x1, x2) =x1
 √R(x2) + x2
 √R(x1)
 1− εx21x
 22
 .
 While we previously worked over the field C, the Jacobi quartic is defined overan arbitrary ring, and the universal curve is defined by the same equation over thering Z[δ, ε]. The formal group law FJ can be expanded as a power series in the ringZ[ 1
 2 , δ, ε]. Any genus whose logarithm is of the form (3) is called an elliptic genus,and the universal elliptic genus ϕJ corresponds to Euler’s formal group law FJ overZ[ 1
 2 , δ, ε]. When considering the grading, |δ| = −4 and |ε| = −8, so ϕJ also definesan oriented genus. In fact, one can calculate that
 ϕJ(CP2) = δ, ϕJ(HP2) = ε.
 Example 3.2. The geometric description of FJ assumed ∆ = ε(δ2 − ε)2 6= 0so that the curve C has no singularities. However, the degenerate case δ = ε = 1gives the L-genus, which equals the signature of an oriented manifold:
 log(x) =
 ∫ x
 0
 dt
 1− t2= tanh−1(x),
 Q(x) =x
 tanhx.
 10
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Similarly, letting δ = − 18 , ε = 0, we recover the A-genus, which for a spin manifold
 is the index of the Dirac operator:
 log(x) =
 ∫ x
 0
 dt√1 + (t/2)2
 = 2 sinh−1(x/2);
 Q(x) =x/2
 sinh(x/2).
 The genera L and A are elliptic genera corresponding to singular elliptic curves.This is explicitly seen in the fact that their logarithms invert to singly-periodicfunctions as opposed to doubly-periodic functions.
 The signature was long known to satisfy a stronger form of multiplicativity,known as strict multiplicativity. If M is a fiber bundle over B with fiber F andconnected structure group, then L(M) = L(B)L(F ). The same statement holds
 for the A-genus when F is a spin manifold. As more examples were discovered,Ochanine introduced the notion of elliptic genera to explain the phenomenon andclassify strictly multiplicative genera.
 Theorem 3.3 (Ochanine, Bott–Taubes). A genus ϕ satisfies the strict mul-tiplicativity condition ϕ(M) = ϕ(B)ϕ(F ) for all bundles of spin manifolds withconnected structure group if and only if ϕ is an elliptic genus.
 There is extra algebraic structure encoded within the values of the universalelliptic genus. Using the Weierstrass ℘ function, to a lattice Λτ = Zτ + Z we cancanonically associate coefficients ε(τ) and δ(τ) satisfying the Jacobi quartic equa-tion. The functions ε(τ) and δ(τ) are modular forms, of weight 2 and 4 respectively,on the subgroup Γ0(2) := A ∈ SL2(Z) |A = ( ∗ ∗0 ∗ ) mod 2 ⊂ SL2(Z). Therefore,the elliptic genus ϕJ associates to any compact oriented 4k-manifold a modularform of weight 2k on the subgroup Γ0(2). Because modular forms are holomorphicand invariant under the translation τ 7→ τ + 1, we can expand them in the variableq = e2πiτ and consider ϕJ(M) ∈ QJqK.
 Using insights from quantum field theory, Witten gave an alternate interpreta-tion of the elliptic genus which illuminated several of its properties. His definitionof ϕJ is as follows. Let M be a spin manifold of dimension n with complex spinorbundle S(TMC). To a complex vector bundle V → X, use the symmetric andexterior powers to define the bundle operations
 StV = 1 + tV + t2V ⊗2 + · · · ∈ K(X)JtK, ΛtV = 1 + tV + t2Λ2V + · · · ∈ K(X)JtK.
 Then, the power series in q defined by⟨A(TM)ch
 (S(TMC)
 ∞⊗l=1
 Sql(TMC − Cn)⊗
 ∞⊗l=1
 Λql(TMC − Cn)
 ), [Mn]
 ⟩∈ QJqK
 is equal to the q-expansion of the elliptic genus ϕJ . When M is a spin manifold,Witten formally defined the signature operator on the free loop space LM , and heshowed its S1-equivariant index equals ϕJ (up to a normalization factor involvingthe Dedekind η function). The S1-action on LM = Map(S1,M) is induced by thenatural action of S1 on itself.
 Witten also defined the following genus, now known as the Witten genus:
 ϕW (M) :=⟨A(TM)ch
 ( ∞⊗l=1
 Sql(TMC − Cn))
 ), [Mn]
 ⟩∈ QJqK.
 11
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WhenM admits a string structure (i.e. M is a spin manifold with spin characteristicclass p1
 2 (M) = 0 ∈ H4(M ;Z)), Witten formally defined the Dirac operator on LM
 and showed its S1-equivariant index equals ϕW (M), up to a normalization involvingη. If M is spin, then the q-series ϕJ(M) and ϕW (M) both have integer coefficients.If M is string, ϕW (M) is the q-expansion of a modular form over all of SL2(Z).Note that the integrality properties can be proven by considering ϕJ and ϕW as apower series where each coefficient is the index of a twisted Dirac operator on M .For more detailed information on elliptic genera, an excellent reference is the text[HBJ].
 4. Elliptic Cohomology
 There is an important description of K-theory via Conner-Floyd. As describedin Section 2, the formal group law for K-theory is given by a map MP0(pt) →K0(pt) ∼= Z or MU ∗ → K∗ ∼= ZJβ, β−1K, depending on our desired grading conven-tion. From this map of coefficients encoding the formal group law, one can in factrecover all of K-theory.
 Theorem 4.1. (Conner-Floyd) For any finite cell complex X,
 K∗(X) ∼= MP∗(X)⊗MP0 Z ∼= MU ∗(X)⊗MU∗ ZJβ, β−1K.
 In general, Quillen’s theorem shows that a formal group law F over a gradedring R is induced by a map MU ∗ → R. Can we construct a complex-orientedcohomology theory E with formal group law F over E∗ ∼= R? Imitating the Conner-Floyd description of K-theory, we can define
 E∗(X) := MU ∗(X)⊗MU∗ R.
 While E is a functor satisfying the homotopy, excision, and additivity axioms ofa cohomology theory, the “long exact sequence of a pair” will not necessarily beexact. This is due to the fact that exact sequences are not in general exact aftertensoring with an arbitrary ring. If R is flat over MU ∗, then E will satisfy the longexact sequence of a pair and will be a cohomology theory.
 The condition that R is flat over MU ∗ is very strong and not usually satisfied.However, the Landweber exact functor theorem states that R only needs to satisfy amuch weaker set of conditions. This criterion, described in more detail in Chapter 5,states one only needs to check that multiplication by certain elements vi is injectiveon certain quotients R/Ii. In the case of the elliptic formal group law, the elementsv1 and v2 can be given explicitly in terms of ε and δ, and the quotients R/In aretrivial for n > 2. Therefore, one can explicitly check Landweber’s criterion andconclude the following.
 Theorem 4.2. (Landweber, Ravenel, Stong) There is a homology theory Ell
 Ell∗(X) = MU ∗(X)⊗MU∗ Z[1
 2, δ, ε,∆−1]
 whose associated cohomology theory is complex oriented with formal group law givenby the Euler formal group law. For finite CW complexes X,
 Ell∗(X) = MU ∗(X)⊗MU∗ Z[1
 2, δ, ε,∆−1].
 In Ell∗, |δ| = −4, |ε| = −8.12
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The theory Ell was originally referred to as elliptic cohomology, but it is nowthought of as a particular elliptic cohomology theory. If we ignore the grading ofδ and ε, we can form an even periodic theory by MP(−)⊗MP Z[ 1
 2 , δ, ε,∆−1]. This
 motivates the following definiton.
 Definition 4.3. An elliptic cohomology theory E consists of:
 • A multiplicative cohomology theory E which is even periodic,• An elliptic curve C over a commutative ring R,• Isomorphisms E0(pt) ∼= R and an isomorphism of the formal group fromE with the formal group associated to C.
 The even periodic theory associated to Ell is an elliptic cohomology theoryrelated to the Jacobi quartic curve over Z[ 1
 2 , δ, ε,∆−1]. An obvious question is
 whether there is a universal elliptic cohomology theory; this universal theory shouldbe related to a universal elliptic curve. Any elliptic curve C over R is isomorphicto a curve given in affine coordinates by the Weierstrass equation
 y2 + a1xy + a3y = x3 + a2x2 + a4x+ a6, ai ∈ R.
 However, there is no canonical way to do this since the Weierstrass equation hasnon-trivial automorphisms. There is no single universal elliptic curve, but insteada moduli stack of elliptic curves, as seen in Chapter 4. Because of this, there is nouniversal elliptic cohomology theory in the naive sense.
 What one does end up with as the “universal elliptic cohomology theory” istopological modular forms or tmf . Its mere existence is a difficult and subtle the-orem, and it will take the rest of these proceedings to construct tmf . Roughlyspeaking, one uses the Landweber exact functor theorem to form a pre-sheaf of el-liptic cohomology theories on the moduli stack of elliptic curves. One then lifts thisto a sheaf of E∞ ring-spectra and takes the global sections to obtain the spectrumtmf . While constructed out of elliptic cohomology theories, tmf is not an ellipticcohomology theory, as evidenced by the following properties.
 There is a homomorphism from the coefficients tmf −∗ to the ring of modularforms MF . While this map is rationally an isomorphism, it is neither injectivenor surjective integrally. In particular, tmf −∗ contains a large number of torsiongroups, many of which are in odd degrees. Topological modular forms is thereforenot even, and the periodic version TMF has period 242 = 576 as opposed to 2 (oras opposed to 24, the period of Ell). Furthermore, the theory tmf is not complexorientable, but instead has an MO〈8〉 or string orientation denoted σ. At the levelof coefficients, the induced map MString−∗ → tmf −∗ gives a refinement of theWitten genus ϕW .
 tmf−∗
 MString−∗
 σ66
 ϕW // MF
 While a great deal of information about tmf has already been discovered, thereare still many things not yet understood. As an example, the index of family of(complex) elliptic operators parameterized by a space X naturally lives in K(X),and topologically this is encoded by the complex orientation of K-theroy. Becauseof analytic difficulties, there is no good theory of elliptic operators on loop spaces.However, it is believed that families indexes for elliptic operators on loop spacesshould naturally live in tmf and refine the Witten genus. Making mathematical
 13
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sense of this would almost certainly require a geometric definition of tmf , whichstill does not yet exist despite efforts including [Seg, ST].
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Elliptic Curves and Modular Forms
 Carl Mautner
 We introduce elliptic curves as certain smooth curves in P2. We then considerthe group law on their points and formulate an equivalent definition of ellipticcurves as projective one dimensional group varieties, sketching the equivalence. Weconclude by considering the more general notion of a pointed curve of genus 1 overan arbitrary base scheme and define the notion of a modular form. The first twosections follow parts of Silverman’s books [Si1, Si2] and the third section is basedon the short note [De] by Deligne.
 1. Elliptic curves as cubics in P2. . .
 Definition 1.1. An elliptic curve defined over a field K is a nonsingular curveC in P2 defined by a cubic equation such that C ∩ P1
 ∞ = [0 : ∗ : 0] (where P1∞ is
 the curve [∗ : ∗ : 0]).
 Any such curve can be expressed in projective coordinates [X,Y, Z], after rescal-ing X and Y , as
 Y 2Z + a1XY Z + a3Y Z2 = X3 + a2X
 2Z + a4XZ2 + a6Z
 3
 for some a1, a2, . . . , a6 ∈ K. Conversely, any such equation will cut out a (possiblysingular) cubic curve such that C ∩ P1
 ∞ = [0 : ∗ : 0].In affine coordinates, this becomes the so-called Weierstrass form:
 y2 + a1xy + a3y = x3 + a2x2 + a4x+ a6.
 If char(K) 6= 2, then we can complete the square on the left hand side and use thechange of coordinates
 y =1
 2(y1 − a1x− a3)
 to obtain the equation:
 y21 = 4x3 + b2x2 + 2b4x+ b6,
 whereb2 = a21 + 4a2,b4 = 2a4 + a1a3,b6 = a23 + 4a6.
 Of course, these elements of K can be defined without any restrictions the char-acteristic. Similarly, one can define the following objects associated to a fixedWeierstrass equation.
 1
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b8 = a21a6 + 4a2a6 − a1a3a4 + a2a23 − a24,
 c4 = b22 − 24b4,c6 = b32 + 36b2b4 − 216b6,∆ = −b22b8 − 8b34 − 27b26 + 9b2b4b6,j = c34/∆,ω = dx/(2y + a1x+ a3) = dy/(3x2 + 2a2x+ a4 − a1y).
 The last three have names. ∆ is called the discriminant, j is the j-invariant, andω is the invariant differential.
 If the characteristic is neither 2 nor 3, then by the following change of coordi-nates:
 x2 = (x1 − 3b2)/36y2 = y1/108,
 we obtain
 y22 = x32 − 27c4x2 − 54c6.
 One is really interested in the curve itself, as opposed to the various equationswhich cut it out. Thus we must understand how these quantities change underchanges of variables preserving Weierstrass form and fixing the point [0 : 1 : 0].
 Any such change of variables is of the form:
 (1)x = u2x′ + ry = u3y′ + u2sx′ + t,
 where r, s, t ∈ K and u ∈ K∗. This changes the quantities above as shown inTable 1.
 ua′1 = a1 + 2su2a′2 = a2 − sa1 + 3r − s2u3a′3 = a3 + ra1 + 2tu4a′4 = a4 − sa3 + 2ra2 − (t+ rs)a1 + 3r2 − 2stu6a′6 = a6 + ra4 + r2a2 + r3 − ta3 − t2 − rta1
 u2b′2 = b2 + 12ru4b′4 = b4 + rb2 + 6r2
 u6b′6 = b6 + 2rb4 + r2b2 + 4r3
 u8b′8 = b8 + 3rb6 + 3r2b4 + r3b2 + 3r4
 u4c′4 = c4u6c′6 = c6u12∆′ = ∆
 j′ = ju−1ω′ = ω
 Table 1. a,b,c’s under the change of coordinates given in equation (1).
 As an excuse to draw some pictures, we include the plots of the real points ofsome Weierstrass equations:
 2
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(2)
 x
 y
 x
 y
 Real points of the elliptic curve y2 = x3 − x and the singular cubic y2 = x3.
 We conclude the section with a few easy facts, proofs of which can be either providedby the reader or found in [Si1]:
 1. A Weierstrass curve is singular if and only if ∆ = 0.
 2. Two elliptic curves over a field K, C and C ′, are isomorphic over K if andonly if the have the same j-invariants, i.e., j(C) = j(C ′).
 3. The invariant differential ω has no poles and no zeros.
 2. . . . and as one dimensional group varieties
 As an elliptic curve C is defined by a cubic, intersecting with any line in P2
 will provide three points (when counted with multiplicity) of C. It turns out thatone can define a group law on the points of C by declaring that any three points ofC obtained from intersection with a line should sum to the identity element. Moredirectly, given two points P and Q on C, we define their sum as follows:
 (1) Find the line L containing P and Q (or tangent to C at P if P = Q) andlet R be the third point on L ∩ C. (2) Take the line L′ passing through R ande = [0, 1, 0] and define P +Q to be the third point of intersection in L′ ∩ C.
 A picture illustrating this group law is shown in Figure 3.3
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(3)
 P
 L
 R
 L’
 P+Q
 Q
 Group law on an elliptic curve.
 Theorem 2.1. The law defined above provides an abelian group structure onthe points of C with identity element e = [0, 1, 0]. In fact, the maps
 + : E × E → E,− : E → E
 are morphisms.
 Proof: See [Si1] III.2-3.
 Corollary 2.2. An elliptic curve C over K is a one dimensional group varietyover K.
 In fact, there is a rather strong converse to this statement.
 Theorem 2.3. Let G be a one dimensional (connected) group variety over analgebraically closed field K. Then either:
 (i) G ≡ Ga the additive group,(ii) G ≡ Gm the multiplicative group,or (iii) G is an elliptic curve.
 Remark: Over a non-algebraically closed field, a very similar statement is true,the only modification being that there can be ‘more multiplicative groups.’
 We will only sketch a proof, for more details see [Si2]. We begin by recalling alemma which we will not prove.
 Lemma 2.4. Let B be a non-singular projective curve of genus g and S ⊂ B afinite set of points such that:
 (i) #S ≥ 3 if g = 0, (ii) #S ≥ 1 if g = 1, and (iii) S is arbitrary if g ≥ 2.Then, Aut(B;S) := φ ∈ Aut(B)|φ(S) ⊂ S is a finite set.
 Assume first that we knew the lemma held. Note that as G is a group, it isnon-singular and irreducible. This together with the fact that G is one dimensionalimplies that it embeds as a Zariski open subset in a non-singular projective curveG ⊂ B (cf. [Ha] I.6).
 Let S = B − G. Now each point P ∈ G provides a different translationautomorphism τP : G→ G of G as a variety. This extends to a rational map fromB to B and as B is non-singular, an element of Aut(B;S). This gives an injection
 4
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of G into Aut(B;S) so this set can not be finite. Applying the lemma above showsthat either G if P1 with 0,1, or 2 points removed or a genus one surface.
 A simple argument shows that P1 does not admit a group structure (eventopologically!), and the only group structure on A1 (resp. A1 − 0) is Ga (resp.Gm). It then remains to show that a genus one curve G with a base point e isisomorphic to an elliptic curve and that the only possible group structures on thegenus one surface arise from such an isomorphism. We will ignore the second issueand focus on the first as we will want to generalize the argument later.
 Theorem 2.5. Let (B, e) be a genus one curve with marked point e ∈ B. Then(B, e) is an elliptic curve, i.e. there exist functions x, y ∈ K(B) such that the map
 φ : B → P2
 defined by φ = [x, y, 1] is an isomorphism of B/K onto the elliptic curve
 C : y2 + a1xy + a3y = x3 + a2x2 + a4x+ a6
 for some a1, . . . , a6 ∈ K.
 To prove this theorem, we use the following special case of Riemann-Roch.
 Theorem 2.6. Let B be a curve of genus 1. If D ∈ Div(B) has positive degreeand L (D) = f ∈ K(C)∗ : div(f) ≥ −D ∪ 0, then dimL (D) = degD.
 Now apply this version of Riemann-Roch to the sequence of divisors: e, 2e, 3e, . . ..Applied to e we find that dimL (e) = 1 so L consists of the constant functions
 K. L (2e) is 2 dimensional and thus will contain a function x with pole of order2 at e. Similarly, L (3e) is three dimensional and thus have another function ywith a pole of order 3 at e. Continuing on, we see that (1, x, y, x2) is a basis forL (4e) and (1, x, y, x2, xy) a basis for L (5e). However, the dimension of L (6e) is6 and it must contain the functions (1, x, y, x2, xy, y2, x3). Thus there must exista linear combination of these such that the coefficients of y2 and x3 are non-zero.Rescalling x and y appropriately, we obtain a Weierstrass equation.
 It remains to show that the map φ defined in the statement of the theoremis (1) a surjective morphism, (2) a degree 1 map onto its image C, and (3) C issmooth.
 To see (1) we note that φ is a rational map from a smooth curve, and thereforea morphism. Moreover, any morphism between connected curves is surjective.
 For (2) it is equivalent to show that K(B) = K(x, y). First consider the map[x, 1] : B → P1. It has a pole of order 2 at e and no others, so is of degree 2, i.e.,[K(B) : K(x)] = 2. On the other hand, mapping E to P1 by [y, 1] we see that[K(B) : K(y)] = 3. As 2 and 3 are relatively prime, [K(B) : K(x, y)] = 1 and thusK(B) = K(x, y).
 Lastly, suppose that C were singular. Then there would be a rational map toP1 of degree one. But composing this with φ would give a degree one map betweensmooth curves from B to P1. Any degree one map between smooth curves is anisomorphism which would imply that B was of genus zero, a contradiction.
 3. Elliptic curves over arbitrary schemes
 Now that we have a sense of what an elliptic curve looks like, we would like tounderstand how they behave in families. Once we do so, it makes sense to allowsome singularities. For example, if one wants to understand the rational points
 5
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of an elliptic curve, say y2 = x3 + 2x2 + 6, one might wish to consider the curvereduced modulo a prime. However, in characteristic 2 (respectively 3), the curvebecomes singular as y2 = x3 + 2x2 + 6 ≡ x3 (resp. y2 = x3 + 2x2). If we think ofour curve as being a scheme over SpecZ, over most primes the geometric fiber willbe an elliptic curve, but over 2 and 3 for example, it will become singular.
 This motivates the following definition.
 Definition 3.1. A pointed curve of genus 1 over a scheme S is a proper, flat,finitely presented morphism p : C → S together with a section e : S → C such thatthe section is contained in the smooth locus of the fibers and every geometric fiberof p is either
 (i) an elliptic curve,(ii) a singular cubic in P2 with a node, or(iii) a singular cubic in P2 with a cusp.
 A fiber of the form (ii) (resp. (iii)) is said to be multiplicative (resp. additive).
 Example 3.2. Consider the scheme over SpecZ given in affine coordinates asC1 : y2 = x3 + 2x2 + 6. The discriminant of this curve is −18624 = −26 · 3 · 97. Itfollows that C1 is singular only over the primes (2), (3), (97). As we saw above, Chas a cusp over (2) and a node over (3), similarly one can check that it also has anode over (97). See Figure (4).
 (4)
 (2) (3) (5) (7) (97)(0)
 The curve C1 : y2 = x3 + 2x2 + 6 over SpecZ.
 Example 3.3. Over the base Spec(C(λ)) = A1 we can consider the schemeC2 : y2 = x(x− 1)(x− λ). Over 0 and 1, the fibers are multiplicative and all otherfibers are smooth. See Figure (5).
 6
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(5)
 p−1
 p−1
 p−1p
 −1
 p−1
 0 1
 a
 b
 c
 (a)(1)(0)
 (c)
 (b)
 The curve C2 : y2 = x(x− 1)(x− λ) over Spec(C[λ]) = A1.
 Definition 3.4. Let ω be the invertible sheaf ω = e∗Ω1C/S .
 In other words, ω is the sheaf over S whose stalk at a closed point s ∈ S is therestriction of the cotangent space of the geometric fiber over s to e(s).
 The section e is a relative Cartier divisor of C over S (i.e., a closed subscheme,flat over S whose ideal sheaf is an invertable OC-module [KM, 1.1]). One has ashort exact sequence for all n > 0:
 0→ O(ne)→ O((n+ 1)e)→ Oe((n+ 1)e)→ 0.
 Using the residue pairing between Ω1C/S and Oe(e), we can identify p∗Oe(e)
 and ω−1. Also, one can check fiber-by-fiber, that R1p∗O(ne) = 0 for all n > 0.Thus the long exact sequence obtained by pushing forward will begin with the shortexact sequence:
 0→ p∗O(ne)→ p∗O((n+ 1)e)→ ω⊗−(n+1) → 0.
 Riemann-Roch tells us that p∗O(ne) is locally free of rank n. Further one cancheck fiber by fiber that OS is isomorphic to p∗O(e). Putting this together we seethat we have a filtration of p∗O(ne) by p∗O(me) for 1 ≤ m ≤ n with associatedgraded
 Gr p∗O(ne) = OS ⊕n⊕
 i=2
 ω⊗−i.
 We will use this to show that we can (locally) embed any pointed curve ofgenus 1 into P2
 S by a Weierstrass equation, just as we did for genus 1 curves overalgebraically closed fields.
 Let π be an invertible section of ω. In analogy to the simpler case, we choosea basis 1, x, y of p∗O(3e) such that x ∈ p∗O(2e) ⊂ p∗O(3e) and under theprojections to the pieces of the associated graded:
 p∗(O(3e))→ ω⊗−3
 y 7→ π⊗−3
 p∗(O(2e))→ ω⊗−2
 x 7→ π⊗−2
 7
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If instead of π, we had chosen a different section π′ = uπ where u is an invertiblefunction, then all such bases with respect to u′ can be written in terms of the oldas
 x = u2x′ + ry = u3y′ + su2x′ + t.
 Note that this is a global version of formula (1) from the first section and thatall of the formulas in Table 1 still hold. Moreover, the section of ω⊗4 given byc4π⊗4 changes to c′4(π′)⊗4, so it does not depend on the choice of π, x, and y. The
 same goes for c6π⊗6 and ∆π⊗12 which are sections respectively of ω6 and ω12. This
 suggests the following definition.
 Definition 3.5. An integral modular form of weight n is a law associatingto every pointed curve of genus 1 a section of ω⊗n in a way compatible with basechange.
 From the discussion above, examples of integral modular forms of weight 4, 6,and 12 are c4π
 ⊗4, c6π⊗6, and ∆π⊗12.
 Remark 3.6. The product of two integral modular forms f and g of weightsn and m produces an integral modular form of weight n + m. If we let modularforms live in the direct sum of the tensor powers of ω, we can then consider integralmodular forms as making up a ring.
 Remark 3.7. As any pointed curve of genus 1 embeds locally in P2S by a
 Weierstrass equation, the curve C : y2 + a1xy+ a3y = x3 + a2x2 + a4x+ a6 defined
 over SpecZ[a1, a2, a3, a4, a6] is universal and any modular form will be a polynomialin the ai.
 As we saw in section 1, if we only consider bases in which 2 and 3 are invertible(i.e., if we work over Z[1/6]), then for a fixed choice of π, there exists a uniquechoice of x, y such that a1 = a2 = a3 = 0. In analogy to the previous remark,this says that the curve given by y2 = x3 − 27c4x− 54c6 defined over Z[1/6][c4, c6]is universal over Z[1/6]. This then implies that every Z[1/6]-modular form is apolynomial in Z[1/6][c4, c6]. But as both c4 and c6 are integral modular forms asshown above, we are left with the following theorem.
 Theorem 3.8. The ring of Z[1/6]-modular forms is the polynomial ring Z[1/6][c4, c6].
 With a little more work the ring of integral modular forms can be calculated.
 Theorem 3.9. The ring of integral modular forms is generated over Z by c4, c6,and ∆ and has only one relation:
 c34 − c26 = 1728∆.
 The proof can be found in [De].
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The Moduli stack of elliptic curves
 Andre Henriques
 1. The geometry of Mell
 1.1. Mell over the complex numbers. Over the complex numbers, anyelliptic curve C is isomorphic to Cτ := C/Z1, τ for some complex number τin the upper half plane H. Two elliptic curves Cτ and Cτ ′ are then isomorphicif and only if τ ′ = g · τ for some element g ∈ SL2(Z), where the (non-faithful)
 action of SL2(Z) on H is given by(a bc d
 )· τ = aτ+b
 cτ+d . More precisely, there is a
 bijective correspondence between isomorphisms Cτ∼−→ Cτ ′ , and group elements
 g ∈ SL2(Z) satisfying τ ′ = g · τ . The map corresponding to g =(a bc d
 )is then given
 by Cτ → Cτ ′ : z 7→ zcτ+d . It follows that Mell is the quotient stack
 Mell = [H/SL2(Z)].
 The automorphism group of the elliptic curve Cτ then corresponds to the stabilizergroup of τ by the action of SL2(Z).
 The j-invariant provides an algebraic map Mell → C, expressing C as thecoarse moduli space of Mell . By definition, this means that the above map isinitial among all maps from Mell to a variety. By a generalized elliptic curve wemean a curve that is either an elliptic curve or isomorphic to the multiplicativecurve Gm = C×. The moduli space Mell of generalized elliptic curves can then bethought as the one point compactification of Mell , and the j-invariant extends toa map Mell → CP1.
 There are two distinguished j-invariants, corresponding to curves with extrasymmetries. These are j = 0, which corresponds to the elliptic curve obtained bymodding out C by an equilateral lattice, and j = 123 = 1728, which correspondsto the elliptic curve Ci = C/Z1, i. Those elliptic curves have automorphismgroup Z/6 and Z/4, respectively, while all the other generalized elliptic curves haveautomorphism group Z/2. Depending on one’s taste, one might then draw Mell
 1
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as
 j=1728
 or
 inf
 j=inf
 j=0
 inf
 1728
 0
 1728
 0
 The first one of the above pictures is the most geometric, but it is only the thirdone that we will be able to generalize to the case when our base is Spec(Z).
 1.2. Mell over the integers. Over Spec(Z), the coarse moduli spaces ofMell and Mell are still isomorphic A1 and P1, respectively. However, Spec(Z)being one-dimensional, it is now preferable to draw A1
 Spec (Z) as a plane, as opposed
 to a line. The elements 0, 123 ∈ Z then correspond to sections of the projectionmap A1
 Spec (Z) → Spec(Z). Note that, since the difference 123 − 0 is divisible by 2
 and 3, the values of those two sections agree over the points (2), (3) ∈ Spec(Z).The elliptic curves y2 +y = x3 and y2 = x3−x have j-invariants 0 and 123,
 respectively. Their discriminants are −27 and −64. Therefore, as elliptic curves,they are actually only defined over Z(3) and Z(2), respectively. By definition ofMell ,an elliptic curve defined over a ring R gives rise to a map Spec(R) → Mell . Sothe above elliptic curves correspond to maps Spec(Z(3))→Mell and Spec(Z(2))→Mell .
 dar
 Spec(Z)
 (2) (5) (7)
 Mell
 (3)
 j=1728 E0
 j=0
 E1728
 Given a variety X defined over Fp, one typically needs to base change to Fp inorder to “see” all the automorphisms of X. But for elliptic curves it turns out thatFp2 is always enough. The automorphism groups of an elliptic curve C defined overa finite field F containing Fp2 are given by:
 Aut(C) =
 Z/2 if j 6= 0, 123
 Z/6 if j = 0 , p 6= 2, 3Z/4 if j = 123, p 6= 2, 3
 Z/4 n Z/3 if j = 0 = 123, p = 3Z/3 nQ8 if j = 0 = 123, p = 2
 2
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The last group is the semi-direct product of Z/3 with the quaternion group Q8,where the action permutes the generators i, j and k.
 If C is defined over Fp, then it is better to view Aut(C) as a finite group scheme,as opposed to a mere finite group. In general, the data of a finite group scheme oversome field k is equivalent to that of a finite group and an action of Gal(K/k) bygroup automorphisms, where K is some finite extension of k. In our case, k = Fp,K = Fp2 , and Aut(C) is given by Aut
 (C×Spec (Fp) Spec(Fp2)
 ), along with its action
 of Z/2 = Gal(Fp2/Fp). The actions of Z/2 on the above groups is given by:
 Z/2 : the trivial action;Z/6 : trivial iff 3 divides p− 1;Z/4 : trivial iff 4 divides p− 1;Z/4 n Z/3 : non-trivial on Z/4, trivial on Z/3;
 Z/3 nQ8 :non-trivial action on Z/3; the action on Q8
 exchanges i↔ −i, j ↔ −k, and k ↔ −j.
 Note that the group schemes corresponding to the first three rows of the above listare isomorphic to µ2, µ6, and µ4, respectively.
 2. Multiplication by p
 Let C be an elliptic curve defined over a field F. Like any abelian group, it hasa natural endomorphism [p] : C → C given by x 7→ x+ · · ·+ x (p times). Clearly,the derivative of [p] at the identity element is multiplication by p. If p is invertiblein F, then the derivative of [p] is non-zero at the identity element, and thereforeeverywhere non-zero since it is a group homomorphism. On the other hand, if Fhas characteristic p, then the derivative of [p] is identically zero.
 Let C[p] denote the scheme-theoretical kernel of [p]. From the above discussion,we see that C[p] is a reduced scheme if and only if p 6= 0. The number of geometricpoints of C[p] can vary. But if we count points with multiplicities, then that numberis always p2.
 Theorem 2.1. Let C be an elliptic curve defined over a field F. Then [p] :C →C has degree p2. Equivalently, the vector space Γ(C[p],O) has dimension p2.
 Proof. We begin by the observation that, if C1 and C2 are smooth curvesover a field F, then any non-constant map f :C1 → C2 is flat. Indeed, flatness canbe checked on formal neighborhoods of points. So without loss of generality, wemay replace C1 and C2 by their completions around some given points. The mapf can then be written locally as
 f : Spf(F[[x]]
 )→ Spf
 (F[[y]]
 )F[[x]] ← F[[y]] : f∗
 f∗(y) 7→ y
 (1)
 The power series f∗(y) ∈ F[[x]] is non-zero by assumption, so can be written asf∗(y) = axd + (higher terms) for some a 6= 0. One then checks that F[[x]] is a freeF[[y]] module with basis 1, x, . . . , xd−1. In particular, it is flat.
 Now let C be an elliptic curve defined over a field. Since [p] :C → C is not theconstant map [Si, Prop. III.4.2], it is flat.
 3
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It will be useful to allow more general base schemes. Recall [Gro, section11.3.11] that given a diagram
 X
 f // Y
 S
 where X and Y are flat and of finite type over S, the map f is flat iff for every field Fand every map Spec(F)→ S, the pullback map f : X ×S Spec(F)→ Y ×S Spec(F)is flat. Let CWeier denote the universal Weierstrass elliptic curve, defined over thering Z[a1, a2, a3, a4, a6][∆−1]. By the above criterion, and using our knowledgeabout elliptic curves over fields, we see that
 CWeier
 [p]// CWeier
 Spec(Z[ai][∆−1])
 xx&&
 is flat.Fix a map ϕ : Spec(C)→ Spec(Z[ai][∆
 −1]), and let Cϕ be the elliptic curve itclassifies. Since Cϕ is topologically isomorphic to S1 × S1, one sees immediatelythat Cϕ[p] ' (Z/p)2. Now consider the following commutative diagram:
 Cϕ[p] //
 CWeier[p]
 Spec(Z[ai][∆−1])//
 Cϕ //
 CWeier
 [p]// CWeier
 zero section
 Spec(C) Spec(Z[ai][∆−1])
 ## //ϕ
 Being an elliptic curve, CWeier is proper over Spec(Z[ai][∆−1]). Any map be-
 tween proper schemes is proper, and so [p] is proper. The projection CWeier[p] →Spec(Z[ai][∆
 −1]) is pulled back from [p]. It is therefore flat and proper, and inparticular, it has constant relative dimension. To compute the latter, we notethat the relative dimension of a map is left unchanged by pullbacks, and thatCϕ[p]→ Spec(C) is of relative dimension zero.
 We have shown that CWeier[p]→ Spec(Z[ai][∆−1]) is proper, flat, and of relative
 dimension zero. It is therefore a finite map. Being flat and finitely generated, theZ[ai][∆
 −1] module Γ(CWeier[p];O) is therefore projective of finite rank. The rank ofa projective module is stable under pullbacks. It is therefore equal to the complexdimension of Γ(Cϕ[p];O), namely p2.
 Now let C be an arbitrary elliptic curve, defined over a field F. By the followingpullback square
 C[p] //
 CWeier[p]
 Spec(F) // Spec(Z[ai][∆
 −1])
 4
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we see that the dimension of Γ(C[p];O) is equal to the rank of Γ(CWeier[p];O),which is p2.
 The scheme theoretic cardinality of C[p] is always p2. Since C[p] is a group, thenumber of connected components of C[p] is therefore either p2, p, or 1. All thosecases can occur. The first one happens iff C[p] is reduced, namely iff the base fieldis of characteristic different from p. The two other cases happen in characteristicp.
 Definition 2.2. Let F be a field of characteristic p, and C an elliptic curvedefined over F. Then C is called ordinary if C[p] has p connected components, andsupersingular if C[p] is connected.
 If C is an elliptic curve defined over an arbitrary base scheme S, then there is anatural stratification of S: the stratum over which the fibers of the map C[p]→ Shave cardinality p2, the one over which they have cardinality p, and the one overwhich they consist of a single thick point. The first of the above three strata is theZariski open set p 6= 0. The other two strata are called the ordinary locus andthe supersingular locus.
 C[p]
 ord
 dar
 ss
 pneq0
 pneq0ord2
 p=0
 S
 3. The relative Frobenius
 In characteristic zero, the derivative of a non-constant map f : C1 → C2 canonly vanish at a finite number of points. But in characteristic p, the derivative off can vanish identically without f being constant. For example, this is the case forthe map [p] :C → C, where C is an elliptic curve. The prototypical example of amap whose derivative vanishes identically is the relative Frobenius.
 5
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Definition 3.1. Let C be a curve defined over a perfect field F of characteristicp. Define C(p) to be the scheme with same underlying space as C, but with structuresheaf
 OC(p)(U) := xp |x ∈ OC(U).
 The relative Frobenius of C is the map
 φ : C − C(p)
 given by the identity on the underlying spaces, and by the inclusion OC(p) → OCat the level of structure sheaves.
 In local coordinates, the relative Frobenius is given by
 φ : Spf(F[[x]]) → Spf(F[[x]])(p) = Spf(F[[y]]) (where y = xp)
 xp 7→ y
 We see in particular that its derivative φ′ vanishes identically.
 Remark 3.2. If C is defined by equations in Pn, then C(p) can be identifiedwith the curve defined by those same equations, but where all the coefficients havebeen replaced by their pth powers. In those coordinates, the relative Frobenius isgiven by φ([x0, . . . , xn]) = [xp0, . . . , x
 pn]. Using that as our working definition, we
 could have removed the condition that F be perfect in Definition 3.1.
 In the rest of this chapter, we assume for convenience that the base field F isperfect. All the statements remain true without that assumption.
 Proposition 3.3. Let C1, C2 be curves defined over a perfect field of char-acteristic p, and let f : C1 → C2 be a map whose derivative vanishes identically.Then the map f can then be factored through the relative Frobenius of C1:
 (2)
 C1
 φ ""
 f // C2
 C(p)1
 f
 == .
 Proof. In local coordinates, the map f is given by some power series expan-sion, as in (1). Since f∗(y) =
 ∑aix
 i ∈ F[[x]] has zero derivative, it follows thatai = 0 for all i not divisible by p.
 Now, let g ∈ Γ(U,OC1) be a function in the image of f : f∗OC2
 → OC1. Its
 derivative g′ is identically zero, so g admits a pth root (a priori, this is only truelocally, but the local pth roots are unique, so they assemble to a pth root defined
 on the whole U). It follows that g ∈ O(p)C1
 . We have shown that f∗OC2→ OC1
 factors through O(p)C1
 , which is equivalent to the statement that f factors through
 C(p)1 .
 Corollary 3.4. Let C be an elliptic curve defined over a perfect field of char-acteristic p, Then the map [p] : C → C factors through φ.
 6
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Define inductively C(pn+1) := (C(pn))(p). Given a non-constant map f : C1 →C2, there is a maximal number n such that we get factorizations
 C1
 C(p)1
 C(p2)1· · · C
 (pn)1
 C2
 · · ·φ
 φ &&φ//
 f //3388
 f
 JJ
 Note that since deg(φ) = p, it follows that deg(f) = pn deg(f).If C is an elliptic curve and f is the map [p] : C → C, then by Theorem 2.1
 two cases can occur. Either C is ordinary, in which case n = 1 and the mapf :C(p) → C is an etale cover of order p, or C is supersingular, in which case n = 2
 and f :C(p2) → C is an isomorphism.
 (3)
 C
 C(p)
 C
 φ
 [p]//
 etale coverof degree p
 99 C
 C(p) C(p2)
 C
 φ
 φ//
 '
 JJ[p]
 //88
 C is ordinary C is supersingular
 Lemma 3.5. If C is a supersingular elliptic curve defined over a perfect fieldF of characteristic p, then its j-invariant is an element of F ∩ Fp2 . In particular,there are at most p2 isomorphism classes of supersingular elliptic curves.
 Proof. By (3), we see that C(p2) is isomorphic to C. It follows that j(C(p2)) =
 j(C)p2
 = j(C).
 In fact, there are roughly p/12 isomorphism classes of supersingular ellipticcurves [Si, Theorem V.4.1]. More precisely, if we count each isomorphism classwith a multiplicity of 1/|Aut(C)|, then one has the following formula:∑
 [C] : C issupersingular
 1
 |Aut(C)|=
 p− 1
 24.
 For small primes, the number of supersingular curves is recorded in the followingtable:
 p = 2 3 5 7 11 13 17 19 23 29 · · ·
 # of ss curves 1 1 1 1 2 1 2 2 3 3 · · ·∑1
 |Aut(C)|124
 112
 16
 14
 14 + 1
 612
 12 + 1
 612 + 1
 412 + 1
 4 + 16
 12 + 1
 2 + 16 · · ·
 4. Formal groups
 Given an elliptic curve C, let C denote its formal completion at the identity.
 Then C has the structure of a formal group.7
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Definition 4.1. A (one dimensional, commutative) formal group over S is aformal scheme G→ S which is isomorphic to the formal completion of a line bundlealong its zero section, and which comes equipped with an addition law
 + : G×S G→ G ,
 making it into an abelian group object, with neutral element given by the zerosection S → G.
 Given a formal group G, one can consider the multiplication-by-p map [p] :G→G.
 Lemma 4.2. Let G be formal group over a perfect field F of characteristic p,and let us assume that the map [p] :G→ G is not constant. Then, after picking anidentification of G with Spf(F[[x]]), the power series expansion of [p] is of the form
 (4) [p](x) = a1xpn + a2x
 2pn + a3x3pn + . . .
 for some integer n ≥ 1, and elements ai ∈ F, a1 6= 0.
 Proof. The first derivative of [p] vanishes identically, so we can factor [p] as in(2). Letting n be the biggest number for which we get a factorization [p] = f φn,the power series expansion for [p] then looks as in (4). We need to show that a1 6= 0.
 Since φ is a surjective group homomorphism, f is also a homomorphism. Thefirst derivative of f is therefore either everywhere non-zero or identically zero. Iff ′ = 0, then by Proposition 3.3, we get a further factorization by φ, contradictingthe maximality of n. So f ′(0) = a1 6= 0.
 The power series (4) is called the p-series of G. By the above lemma, we seethat the first non-zero coefficient of the p-series is always that of some xp
 n
 .
 Definition 4.3. Let G be formal group over a field of characteristic p. Theheight of G is the smallest number n such that the coefficient of xp
 n
 in the p-seriesof G is non-zero. If the p-series is identically zero, then we declare G to have height∞.
 Writing the p-series as [p](x) =∑aix
 i, we see by Lemma 4.2 that the conditionof being of height greater than n is given by exactly n equations:
 ap = 0, ap2 = 0, ap3 = 0, · · · , apn = 0.
 It is customary to write vn for the coefficient apn .If C is an elliptic curve over a field of characteristic p, then by (3), the only
 possible heights for C are 1 and 2. The height is 1 if C is ordinary, and 2 if is C issupersingular.
 Theorem 4.4 (Lazard [Laz]). Let F be an algebraically closed field of charac-teristic p. Then the height provides a bijection between the isomorphism classes offormal groups over F, and the set 1, 2, 3, . . . ∪ ∞.
 Given a formal group G defined over a scheme S of characteristic p, one canconsider the heights of the fibers G|x at the various closed points x ∈ S. Thisyields a partition of S into strata Sn := x ∈ S : ht(G|x) = n. The closed subsetsS>n :=
 ⋃m>n Sm then form a decreasing sequence
 S = S>0 ⊃ S>1 ⊃ S>2 ⊃ · · · ,8
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where each one is of codimension at most one in the previous one. Let MFG
 denote the the moduli space of formal groups. From the above discussion, we seethat MFG |Spec (Fp) looks roughly as follows:
 ht=1
 ht=inf
 sd
 ht=2
 d
 Namely, it consists of a countable sequence of stacky points, each point containingall the next ones in its closure, and each point being of codimension one in theprevious one.
 When considering formal groups over schemes S that are not necessarily ofcharacteristic p, then one has many heights: one for each prime p. By convention,we let the p-height be 0 whenever p 6= 0. Here’s a picture of MFG over Spec(Z):
 (5)
 dots
 dots
 0
 3 5 72
 The assignment C 7→ C defines a map Mell → MFG . As we have seen, thatmap only hits the first three layers of (5), namely the ones where the p-heights are0, 1, and 2.
 To complete the picture, we give some examples of formal groups of height n.The following result of Lazard will be useful to us.
 Proposition 4.5 (Lazard [Laz]). Let R be a ring, and let
 +F : Spf(R[[x]])2 = Spf(R[[x, y]])→ Spf(R[[x]])
 be a binary operation satisfying the axioms for abelian groups, modulo error termsof total degree ≥ d. Then there exists another operation +F , which does satisfy theabelian group axioms, and which agrees with +F modulo terms of degree ≥ d.
 Let R be any ring, and consider the example:
 x +F y := x+ y +(x+ y)q − xq − yq
 p,
 9
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where q = pn, and p is a prime. It satisfies commutativity, unitarity, and associa-tivity modulo terms of degree ≥ 2q − 1:(x +F y
 )+F z = x+ y +
 (x+ y)q − xq − yq
 p+ z
 +
 (x+ y + (x+y)q−xq−yq
 p + z)q − (x+ y + (x+y)q−xq−yq
 p
 )q − zqp
 = x+ y +(x+ y)q − xq − yq
 p+ z +
 (x+ y + z
 )q − (x+ y)q − zq
 p(mod deg ≥ 2q − 1)
 (6)
 = x+ y + z +(x+ y + z)q − xq − yq − zq
 p
 = x +F
 (y +F z
 )(mod degree ≥ 2q − 1)
 So, by the above proposition, there exists an abelian group law on Spf(R[[x]]) ofthe form:
 (7) x +F y := x+ y +(x+ y)q − xq − yq
 p+ (terms of degree ≥ 2q − 1).
 Generalizing the computation (6), it is easy to get the following formula:
 x1 +F x2 +F · · ·+F xr =∑
 xi +
 (∑xi)q −∑xqip
 (mod degree ≥ 2q − 1).
 In particular, if R = F is a field of characteristic p, then the p-series of (7) looks asfollows:
 [p](x) = px+(px)q − pxq
 p= −xq (mod degree ≥ 2q − 1).
 The first non-zero coefficient is that of xq = xpn
 , therefore (7) defines an abeliangroup law of height n on Spf(F[[x]]).
 References
 [Gro] Alexandre Grothendieck. Elements de geometrie algebrique. IV. Inst. Hautes Etudes Sci.
 Publ. Math. Etude locale des schemas et des morphismes de schemas.[Laz] Michel Lazard. Sur les groupes de lie formels a un parametre. (French). Bull. Soc. Math.
 France, 83:251–274, 1955.
 [Si] Joseph H. Silverman. The arithmetic of elliptic curves, volume 106 of Graduate Texts inMathematics. Springer-Verlag, New York, 1992. Corrected reprint of the 1986 original.
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The Landweber exact functor theorem
 Henning Hohnhold
 1. Introduction
 The goal of this chapter is the construction of the presheaf of elliptic homologytheories on the moduli stack of elliptic curvesMell . This sets the stage for many ofthe later chapters where the objective will be to turn this presheaf into to a sheafof E∞-ring spectra (using obstruction theory).
 Even though we use the language of stacks, much of this chapter is closelyrelated to the classical story of elliptic cohomology. Constructing a presheaf ofhomology theories on Mell means to associate to every elliptic curve C (satisfying
 a certain flatness condition) a homology theory EllC . The construction of EllC
 is based on Landweber’s exact functor theorem, and we verify the assumptions ofLandweber’s theorem using the argument given by Landweber, Stong, Ravenel, andFranke, see [LRS], [Fr]. However, in the approach we describe (due to Hopkinsand Miller) the use of Landweber’s theorem is elegantly hidden in the statementthat the morphism
 F :Mell →MFG
 given by associating to an elliptic curve its formal group is flat. This result is themain ingredient in the construction of the presheaf of elliptic homology theories onMell .
 Let us briefly outline the content of this chapter. In Section 2 we first reviewsome generalities concerning even periodic cohomology theories and their formalgroups. After that we turn to Quillen’s theorem, the fundamental link betweencomplex cobordism and formal group laws. We state a version of the theorem thatindicates how the moduli stack of formal groupsMFG comes up in connection withcomplex cobordism. We conclude Section 2 by describing Landweber’s exactnesscondition and his exact functor theorem which gives a nice criterion for when it issatisfied.
 We begin Section 3 by introducing some basics about stacks that are neededfor the construction of the presheaf of elliptic homology theories. We then expressLandweber’s exactness condition in the language of stacks: a formal group law overa ring R is Landweber exact if and only if the corresponding map SpecR→MFG
 is flat. Using this and the flatness of the map F :Mell →MFG we see that everyflat morphism C : SpecR → Mell gives rise to a homology theory EllC . We alsoexplain how these fit together to give a presheaf of homology theories on Mell .
 1
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Finally, in Section 4 we prove, following Hopkins and Miller, that the map F isflat. The proof is based on some facts about elliptic curves and their formal grouplaws and the Landweber exact functor theorem.
 Before getting started, let us fix some terminology. Whenever we talk aboutstacks, we mean stacks defined on the Grothendieck site Aff of affine schemes withthe flat topology. In this Grothendieck topology, a covering is a faithfully flat mapSpecS → SpecR. Since we will not be able to supply all the details about stacksthat are needed, we will occasionally refer the reader to the papers [Goe] and [Nau]by Goerss and Naumann. Throughout this chapter, we will refer to 1-morphismsbetween stacks simply as morphisms.
 2. Periodic cohomology theories, formal groups, and the Landweberexact functor theorem
 We begin by outlining the relationship between even periodic cohomology the-ories and formal groups.
 Definition 2.1. A multiplicative cohomology theory h∗ is even periodic ifhk(pt) = 0 for odd integers k and if there exists a unit u ∈ h∗(pt) of degree |u| = 2.
 Remark 2.2. Let h0 := h0(pt).
 (1) Using the Atiyah-Hirzebruch spectral sequence we obtain (non-canonical)isomorphisms
 ιk : h0((CP∞)k)∼=→ h0[[x1, ..., xk]].
 The choice of ι := ι1 determines in a canonical way a choice of ιk fork > 1.
 (2) The map µ : CP∞×CP∞ → CP∞ classifying the (exterior) tensor productof two copies of the universal line bundle induces a map
 h0[[x]] ∼=ι−1
 h0(CP∞)→µ∗h0(CP∞ × CP∞) ∼=
 ι2h0[[x1, x2]].
 The image Fh(x1, x2) of x under this map defines a formal group law overthe ring h0.
 (3) The formal group underlying the formal group law Fh(x1, x2) is indepen-dent of the choice of ι and is called the formal group associated withh∗.
 More information about this can be found in [Re]. The formal group associatedwith h∗ can also be defined without choosing the coordinate ι : h0(CP∞)) ∼= h0[[x],see [Lu].
 Examples 2.3.
 (1) The formal group associated with the periodic Eilenberg-MacLane spec-trum
 HP :=∨m∈Z
 Σ2mHZ
 is the additive formal group.(2) The formal group associated with complex K-theory is the multiplicative
 formal group.2
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(3) The periodic complex cobordism spectrum
 MP :=∨m∈Z
 Σ2mMU .
 has a canonical complex orientation and the associated formal group lawFMP (x1, x2) over MP0 = MP0 is, according to Quillen’s theorem, theuniversal formal group law.
 Remark 2.4. As in the case of MU ∗, one can show that
 MP0 →→ MP0MP
 is a Hopf algebroid and that MP∗(X) is a Z-graded comodule over it for all spacesX.
 Recall that every Hopf algebroid L →→W defines a functor from rings to groupoidsby associating to a ring R the groupoid P(L,W )(R) whose set of objects is Hom(L,R)and whose set of morphisms is Hom(W,R). The structure maps of P(L,W )(R) (forexample, the source and target maps Hom(W,R) →→ Hom(L,R)), are induced bythe structure maps of L →→W . We chose the notation P(L,W ) here, since the asso-ciation
 Spec(R) 7→ P(L,W )(R)
 defines a prestack on Aff .Now, consider the functor FGL from rings to groupoids that associates to a ring
 R the category of formal group laws over R and their isomorphisms; on morphisms,FGL is defined by pushforward. The following theorem is the fundamental linkbetween formal groups laws and complex cobordism.
 In the remainder of this section, we will use the short-hand (L,W ) := (MP0,MP0MP)for the Hopf algebroid associated with periodic complex cobordism.
 Theorem 2.5 (Quillen, Landweber, Novikov). The Hopf algebroid (L,W ) corep-resents the functor FGL, i.e. we have a natural isomorphism of functors FGL ∼=P(L,W ).
 For a proof in the non-periodic case we refer to [Ad] and [Ko]. More informa-tion about the periodic case can be found in [St].
 Translating the theorem into the language of stacks, we obtain the followingresult.
 Corollary 2.6. The stack of formal groupsMFG is equivalent to the the stackassociated to the Hopf algebroid (L,W ).
 Proof. The theorem tells us that the prestack of formal group laws is iso-morphic to P(L,W ). Note that there is a morphism from the stackification of theprestack of formal group laws to the stack of formal groups given by forgetting thechoice of a (local) coordinate. Furthermore, since every formal group locally admitsa coordinate, this morphism is an equivalence. This implies the claim.
 We have seen that every even periodic cohomology theory gives rise to a formalgroup. Conversely, let us now try to associate to a formal group law F a cohomologytheory. Recall that, according to Quillen’s theorem, a formal group law over a ringR is the same as a ring homomorphism F : L→ R. One way to get a cohomologytheory from F is to start with the cohomology theory MP∗ corresponding to theuniversal formal group law and to tensor it with R, using the L-algebra structure on
 3
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R defined by F . The functor R⊗L MP∗( ) is again a cohomology theory, providedthe exactness of the Mayer-Vietoris sequence is preserved.
 We will describe Landweber’s theorem in the homological setting, i.e. we ad-dress the question when the functor R ⊗L MP∗( ) is a homology theory. This iscertainly the case if R is flat over L. However, a much weaker condition will do.The point is that the L-modules MP∗(X) that we tensor with R are of a very spe-cial type: as we remarked above, they are comodules over (L,W ). This motivatesthe following definition.
 Definition 2.7. A formal group law F : L → R is Landweber exact if thefunctor
 M 7→ R⊗LM
 is exact on the category of (L,W )-comodules.
 Using this language, we have: if F is a Landweber exact formal group law, thenthe functor
 X 7→ R⊗L MP∗(X)
 defines a homology theory. We now formulate Landweber’s theorem, which givesa useful characterization of Landweber exact formal group laws. For any primep, write the p-series of the universal formal group law Fu over L, [p]Fu
 (x) :=x+Fu
 ...+Fux (summing p copies of x), as
 [p]Fu(x) =:
 ∑n≥1
 anxn
 and let vi := api for all i ≥ 0. Note that the definition of a formal group law impliesv0 = p. Define ideals In ⊂ R by In := v0R+ ...+ vn−1R for all n ≥ 0.
 Theorem 2.8 (Landweber, 1973). If for all primes p and for all integers n ≥ 0the map
 vn : R/In → R/In
 is injective, then F is Landweber exact.
 For the proof we refer to [La]. Note that Landweber only considers the functorM 7→ R ⊗LM on the category of (L,W )-comodules that are finitely presented asL-modules. However, since every (L,W )-comodule is a direct limit of comodules ofthis type, the result holds in general, cf. Remark 9.6 in [Mi].
 Examples 2.9.
 (1) The additive formal group over Z is not Landweber exact. However, itis Landweber exact over Q. The corresponding cohomology theory isordinary cohomology with rational coefficients.
 (2) The multiplicative formal group over Z is Landweber exact. The corre-sponding cohomology theory is complex K-theory.
 (3) We will see that many formal group laws arising from elliptic curves areLandweber exact. They give rise to so-called elliptic cohomology theories.In the next section we will see that all these theories can be put togetherto form a presheaf of (co)homology theories on the moduli stack of ellipticcurves.
 4
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3. Landweber exactness, stacks, and elliptic (co)homology
 The goal of this section is to express Landweber’s exactness condition in thelanguage of stacks and to construct the presheaf of elliptic homology theories on themoduli stack of elliptic curvesMell . We will begin with some preliminary materialabout stacks with a focus on stacks arising from Hopf algebroids. In this section,(L,W ) denotes a general Hopf algebroid, but the case we are mainly interested inis (L,W ) = (MP0,MP0MP), just as in Section 2.
 Remark 3.1. Fibered products1 exist in the 2-category of stacks. Given mor-phisms of stacks F : M → N and G : M′ → N we have a 2-categorical pullbackdiagram
 M×N M′ −−−−→ My yFM′ G−−−−→ N ,
 where the fibered product M×N M′ is defined as follows. For an affine schemeU , the objects of the groupoidM×NM′(U) are given by triples (m,m′, φ), wherem ∈M(U), m′ ∈M′(U), and φ is an isomorphism φ : F(m) ∼= G(m′). Morphisms(m1,m
 ′1, φ1) → (m2,m
 ′2, φ2) are pairs (ψ,ψ′), where ψ : m1 → m2 and ψ′ : m′1 →
 m′2 such that G(ψ′)φ1 = φ2F(ψ).
 Example 3.2. If the stacks involved come from Hopf algebroids, we can com-pute the fibered product in terms of a pushout of Hopf algebroids, i.e. we have apullback square
 M(S,T ) −−−−→ M(L1,W1)y yM(L2,W2) −−−−→ M(L,W ),
 where S = L1 ⊗LW ⊗L L2 and T = W1 ⊗LW ⊗LW2.
 Remark 3.3. We will frequently use the following fact. If M(L,W ) is a stackassociated with a Hopf algebroid and a : SpecA → M(L,W ) is any morphism ofstacks, then a factors locally through the canonical map c : SpecL→M(L,W ). Thismeans that there exists a covering, i.e. a faithfully flat map k : SpecS → SpecA,such that ak : SpecS →M(L,W ) factors through c. This follows from the definitionof the stackification functor.
 Definition 3.4.
 (1) A morphism F : M → N is representable if for all morphisms a :SpecA→ N from an affine scheme to N the fibered productM×N SpecAis equivalent to an affine scheme SpecP .
 (2) In this case, we call F flat (resp. a covering) if for all a the morphism ofaffine schemes Fa in the pullback diagram
 SpecP −−−−→ MyFa
 yFSpecA
 a−−−−→ Nis flat (resp. a covering).
 1Also known as ‘pullbacks’, ‘homotopy pullbacks’, or ‘2-category pullbacks’.
 5
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Remark 3.5.
 (1) In the case N = M(L,W ) it suffices to check the representability of F :M→N on the morphism c : SpecL→M(L,W ) = N . To see this, assumethat M⊗N SpecL ∼= SpecP is affine. If the morphism a : SpecA → Nfactors through SpecL, then M⊗N SpecA ∼= SpecP ⊗SpecL SpecA isaffine. In the general case, we can find a covering k : SpecS → SpecAsuch ak factors through c. Hence the pullback of M to SpecS is affineand it follows from descent theory for affine schemes that the same is truefor the pullback of M to SpecA.
 (2) Similarly, we can check whether a representable morphism F : M →M(L,W ) is flat (or a covering) by checking on c. Since the properties ‘flat’and ‘faithfully flat’ are local for the flat topology, it suffices to prove thatFc (faithfully) flat implies that Fa is flat for any a : SpecA→M(L,W ) inthe case in which a factors through c. In this case, however, this followssince ‘flat’ and ‘faithfully flat’ are stable under base change.
 Examples 3.6.
 (1) The description of the fibered product of stacks coming from Hopf alge-broids given in Example 3.2 implies that every map SpecR→M(L,W ) isrepresentable. In particular, it always makes sense to ask whether or nota map from an affine scheme to the stackMFG
 ∼=M(MP0,MP0MP) is flat.(2) Let (L,W ) be a Hopf algebroid and consider the canonical map c : SpecL→M(L,W ). From Example 3.2 we see that
 SpecWηL−−−−→ SpecLyηR yc
 SpecLc−−−−→ M(L,W )
 is a pullback diagram. Hence, if ηL (or, equivalently, ηR) is a faithfullyflat map, then c : SpecL → M(L,W ) is a covering. In particular, we seethat Spec MP0 →MFG is a cover.
 We will now define (pre)sheaves on stacks, more details can be found in [Goe].Define the category Aff /M of affine schemes over the stack M as follows. Theobjects are simply morphisms F : SpecR → M. The morphisms, say from F1
 to F2, are 2-commutative triangles, i.e. pairs (h, φ) consisting of a morphism h :SpecR1 → SpecR2 and a 2-isomorphism φ between F1 and F2h. We make Aff /Minto a Grothendieck site by declaring a morphism (h, φ) to be a covering if h is acovering in Aff .
 Definition 3.7. A presheaf on a stackM is a contravariant functor M on thecategory Aff /M. A presheaf S on M is a sheaf if for every covering V → U inAff /M we have an equalizer diagram
 S(U)→ S(V ) →→ S(V ×U V ).
 For example, the structure sheaf OM of the stackM is the sheaf of rings definedby
 OM(r : SpecR→M) := R.
 Sheaves of modules over OM are defined in the obvious way. The notion of quasi-coherent sheaves of modules over OM and the correspondence in the following
 6
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proposition is explained in [Goe], Section 1.3; see also [Nau], Section 3.4. In thefollowing we assume that ηL : L → W is faithfully flat, i.e. that c : SpecL →M(L,W ) is a covering.
 Proposition 3.8. The category of comodules over (L,W ) is equivalent to thecategory of quasi-coherent sheaves on M(L,W ).
 This implies that for every space X the comodule MP∗(X) defines a quasi-coherent sheaf over the stack MFG .
 For simplicity, we will call a sequence of quasi-coherent sheaves on M(L,W )
 exact if the corresponding sequence of (L,W )-comodules is exact. By definition ofthe correspondence in Proposition 3.8 this is equivalent to asking that the pullbackof the sequence to SpecL under SpecL → M(L,W ) is exact. Here and in thefollowing the pullback functor is defined by composition: for F : SpecR→M(L,W )
 and a quasi-coherent sheaf S on M(L,W ) define the pullback by F∗S(r) := S(Fr).
 Proposition 3.9. A morphism F : SpecR→M(L,W ) is flat if and only if thepullback functor F∗ from the category of quasi-coherent sheaves on M(L,W ) to thecategory of quasi-coherent sheaves on SpecR is exact.
 Proof. Since both conditions are local with respect to the flat topology, wemay assume that F factors through SpecL by Remark 3.3. Now consider thepullback diagram
 SpecR⊗LWcF−−−−→ SpecRyFc
 yFSpecL
 c−−−−→ M(L,W ).
 Since c is a covering the map cF is faithfully flat. Hence F∗ is exact if and onlyif (FcF )∗ = (cFc)∗ is exact. By our definition of exact sequences on M(L,W ) thismeans precisely that F∗c is exact on (L,W )-comodules. This is certainly true if Fand hence Fc are flat. Conversely, if F∗ is exact then the functor N 7→ F∗N =R⊗LN is exact on (L,W )-comodules. Note that one can use the coalgebra structureof W to make every L-module of the form W ⊗LM (for some L-module M) intoa (L,W )-comodule. Using this and the flatness of ηR : L → W it follows that thefunctor M 7→ R ⊗L W ⊗L M is exact on L-modules. Hence Fc is flat, i.e. F isflat.
 Recall that MFG∼= M(MP0,MP0MP). Hence, given a formal group law F :
 MP0 → R, we have a corresponding morphism of stacks
 F : SpecR→ Spec MP0c→M(MP0,MP0MP)
 ∼=MFG .
 Corollary 3.10. A formal group law F : MP0 → R over R is Landweberexact if and only if the corresponding morphism F : SpecR→MFG is flat.
 Corollary 3.11. Let F : SpecR → MFG be any flat morphism. Then thefunctor
 X 7→ F∗MP∗(X)
 defines a homology theory.
 Now we turn to the definition of the presheaf of elliptic homology theories onMell . We use the following theorem that will be proved in Section 4.
 7
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Theorem 3.12 (Hopkins, Miller). The morphism F :Mell →MFG that mapsa familiy C of elliptic curves to the associated formal group FC is flat.
 Theorem 3.12 implies that for any flat morphism C : SpecR → Mell thecomposition
 FC : SpecR→Mell →MFG
 is again a flat. By Corollary 3.11 we hence obtain a homology theory for every suchC.
 Definition 3.13. Given a flat map C : SpecR→Mell , define by
 EllC∗(X) := F∗CMP∗(X)
 the elliptic homology theory associated with the elliptic curve C over R.
 Remark 3.14. Note that if F factors through the cover SpecL→MFG then,by construction, EllC has coefficients EllC∗(pt) = R ⊗L MP∗(pt) ∼= R[u±1] and theassociated cohomology theory is even periodic. For a general morphism F , thetheory EllC∗( ) might merely be weakly even periodic, cf. [Lu], Remark 1.6.
 The presheaf of elliptic homology theories is defined on the Grothendieck siteof flat affine schemes over Mell . This is the sub-site of Aff /Mell whose objectsare flat morphisms C : SpecR → Mell . The value of this presheaf on an objectC is defined to be EllC∗ . In other words: for every space X we simply evaluatethe quasi-coherent sheaf F∗MP∗(X) on C. On morphisms, we define the presheafin the same way: for every space X and 2-commutative triangle (h, φ), say withh : C1 → C2, we evaluate the sheaf F∗MP∗(X) on (h, φ) to get an induced map
 EllC2∗ (X)→ EllC1∗ (X).
 This is nice and functorial since F∗MP∗(X) is a sheaf onMell . The work of definingthe induced maps is hidden in Proposition 3.8, which allowed us to consider thecomodule MP∗(X) as a sheaf on MFG (the explicit construction of the inducedmaps can be found in [Goe], Section 1.3).
 4. The map Mell →MFG is flat
 Recall that the moduli stack of elliptic curves Mell is an open substack of themoduli stack of generalized elliptic curvesMWeier . The latter is isomorphic to thestack associated with the Hopf algebroid (A,Γ), where A := Z[a1, a2, a3, a4, a6] isthe ring over which the universal Weierstrass curve lives and Γ := A[u±1, r, s, t]parametrizes isomorphisms of Weierstrass curves. The open substack of ellipticcurvesMell →MWeier is given by the locus where the discriminant ∆ is invertible.Consequently, Mell
 ∼= M(A,Γ), where A := A[∆−1] and Γ := Γ[∆−1]. For more
 information about (generalized) elliptic curves, see Appendix B in [AHS] and thereferences therein.
 In order to make sense of the statement that the map Mell → MFG is flat,we have to show that it is representable. It is easy to see that Mell → MWeier
 is representable and hence the representability of Mell →MFG is implied by thefollowing theorem.
 Theorem 4.1. The map MWeier →MFG , C 7→ FC, is representable.
 8
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Proof. We will construct a pullback diagram of prestacks
 SpecA[b4, b5, ...] −−−−→ SpecA −−−−→ P(A,Γ)y y ySpecL −−−−→ PFG(5) −−−−→ P(L,W ).
 Stackifying this diagram yields the corresponding pullback diagram of the associ-ated stacks.2 It will be clear from the definition of the horizontal arrows in thebottom row that their composition is the usual cover c : SpecL → MFG . Thisimplies the claim since the representability of MWeier →MFG can be checked onthe cover c, see Remark 3.5.
 The prestack PFG(5) of formal group laws with a parameter modulo degree 5 inthe bottom row is corepresented by the Hopf algebroid
 FG(5) := (L(5), L(5)[t±10 , t1, t2, ...]),
 where L(5) := L[u±11 , u2, u3, u4].
 In order to complete the proof it suffices to show that the square on the righthand side is a pullback diagram. It then follows from the formula in Example 3.2that the prestack in the top left of the diagram is isomorphic to an affine scheme(which turns out to be SpecA[b4, b5, ...]).
 We need the following lemma.
 Lemma 4.2. Given a Weierstrass curve C over R with a local parameter umodulo degree 5 near the identity, there exists a unique Weierstrass curve C overR and a unique isomorphism
 ψ : C → Cthat maps u to the canonical local parameter x/y near the identity (modulo degree5).
 Proof. We will show that there is a unique transformation ψ that maps u tov := x/y. C is then defined of be the image of C under ψ. Recall that isomor-phisms of Weierstrass curves over R are given by transformations of 2-dimensionalprojective space over R that are of the form
 M(u, s, r, t) =
 u2 0 rsu u3 t0 0 1
 ,
 see [AHS]. It is not difficult to compute that the following expansions hold nearthe identity:
 Uu = M(u, 0, 0, 0) satisfies Uu(v) = u−1v +O(v2)Ss = M(1, 0, s, 0) satisfies Ss(v) = v − sv2 +O(v3)Rr = M(1, r, 0, 0) satisfies Rr(v) = v + rv3 +O(v4)Tt = M(1, 0, 0, t) satisfies Tt(v) = v − tv4 +O(v5).
 In order to prove the last two, one uses that y−1 = v3 + O(v4) near the identity,see [Si], IV §1. Now, given any local parameter u = u1v+u2v
 2 + ... modulo degree5, we can apply the transformation Uu1 to make u1 = 1. Similarly, we can applytransformations Ss, Rr, and Tt to achieve u2 = u3 = u4 = 0. The composition of
 2Readers comfortable with stacks might prefer to argue directly on the level of stacks, usingessentially the same argument we use for the prestacks, but working ‘locally’ whenever appropriate.
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these transformations is the isomorphism ψ we wanted to construct. Furthermore,from the expansions for Uu, Ss, Rr, and Tt given above it is clear that the choicesfor u, s, r, and t are unique. Since any transformation M(u, r, s, t) can be writtenas
 M(u, r, s, t) = TtRrSsUu
 for unique elements t, r, s, u ∈ R this implies that ψ is unique. Now we can explain the pullback square on the right hand side of the dia-
 gram. Recall that for an affine scheme U = SpecR the objects of the groupoidP(A,Γ) ×P(L,W )
 PFG(5)(U) are quadruples (C, F, u, φ), where C : A → R is a Weier-
 strass curve, F : L→ R is a formal group law, u : Z[u±11 , u2, u3, u4]→ R is a local
 parameter modulo degree 5 for F , and φ : FC → F is an isomorphism of formalgroup laws. We claim that the functor
 iU : SpecA (U)→ P(A,Γ) ×P(L,W )PFG(5)(U), C 7→ (C,FC , x/y, id),
 is an equivalence of categories. To see this, note that the inclusion of the full sub-category of P(A,Γ) ×P(L,W )
 PFG(5)(U) whose objects are of the form (C, FC , u, id) isobviously essentially surjective. This together with the existence of ψ in Lemma 4.2shows that iU is essentially surjective. Furthermore, the uniqueness of ψ means thatiU is fully faithful, so iU is an equivalence of categories. The functors iU fit togetherto give an equivalence of prestacks i : SpecA → P(A,Γ) ×P(L,W )
 PFG(5) . Thus wehave constructed the pullback square on the right hand side.
 Now that we have shown that Mell →MFG is representable, we are ready toprove that it is flat. The crucial ingredient is the following lemma.
 Lemma 4.3 (Franke, Landweber, Ravenel, Stong). The formal group law
 F : L→ A
 of the universal smooth Weierstrass curve Cuniv over A := A[∆−1] is Landweberexact.
 Proof. We apply Theorem 2.8, the Landweber exact functor theorem. Wehave to check that for all primes p and integers n ≥ 0, the map vn : A/In → A/Inis injective. This can be done as follows.
 (1) Since A is torsion-free, multiplication by v0 = p defines an injective endo-
 morphism of A.(2) Consider the endomorphism of A/pA ∼= Fp[a1, a1, ..., a6,∆
 −1] given by v1.
 Since A/pA is an integral domain, v1 is injective if and only if the image
 of v1 in A/pA is not zero. This, in turn, is equivalent to the conditionthat the mod p reduction of Cuniv has a fiber that is not supersingular.This is certainly true; in fact, most elliptic curves are not supersingular.
 (3) We finish the proof by showing that the image of v2 in A/(pA + v1A) isa unit. This shows that multiplication by v2 is injective as required andthat the conditions for all vn, n ≥ 3, are trivial, since the ring A/(pA +
 v1A+v2A) is zero. Assume the image of v2 is not a unit in A/(pA+v1A).Then there exists a maximal ideal m ⊂ A containing (the images of) p,
 v1, and v2. Hence the quotient A/m is a field (of characteristic p) and
 the reduction of Cuniv defines an elliptic curve over A/m whose associatedformal group law has height > 2. This contradicts the fact that the height
 10
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of the formal group law of an elliptic curve over a field of characteristicp > 0 is either 1 or 2, see [Si], Chapter IV, Corollary 7.5.
 Now we are ready to complete the proof of Theorem 3.12. Since the structuremaps A →→ Γ of the Hopf algebroid (A, Γ) are faithfully flat, the canonical map
 c : Spec A → Mell is a covering. Hence F : Mell → MFG is flat if and only thecomposition
 F : Spec A→Mell →MFG
 is flat. By Corollary 3.10, F is flat if and only if the formal group law F : L → Ais Landweber exact, which was shown in Lemma 4.3.
 Remark 4.4. In the following chapters we will see that the presheaf Ell onMell can be turned into a sheaf of E∞-ring spectra (if we replace the flat topologyby the etale topology). The spectrum TMF is defined as the global sections ofthis sheaf. It can be shown that the presheaf Ell and the corresponding sheaf ofE∞-ring spectra extend to the Deligne-Mumford compactification Mell of Mell .The (-1)-connected cover of the global sections of this sheaf is tmf .
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Sheaves in Homotopy Theory
 Christopher L. Douglas
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 Background and Motivation
 In the chapter on the Landweber Exact Functor Theorem, we constructed apresheafOhom of homology theories on the moduli stack of elliptic curves, as follows.A map f : Spec(R) → Mell from an affine scheme to the moduli stack of ellipticcurves provided an elliptic curve C over the ring R, and this elliptic curve had anassociated formal group C : MP0 = MU∗ → R. Provided the map f : Spec(R) →Mell was flat, the functor EllC/R(X) = MP∗(X)⊗MP0
 R was a homology theory.1
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The value of the presheaf Ohom on an elliptic curve was defined to be the homologytheory associated to the formal group of that elliptic curve: Ohom(f) = EllC/R.Recall that such a presheaf is by definition simply a contravariant functor:
 (Affine Schemes/(Mell))op Ohom
 −−−→ Homology Theories
 C/R 7−→ EllC/R
 The presheaf Ohom nicely encodes all the homology theories built from theformal groups of elliptic curves. The only problem is that there are many suchtheories, and they are related to one another in complicated ways. We wouldlike instead a “global” or “universal” elliptic homology theory. The standard wayof building a global object from a presheaf is of course to take global sections.Unfortunately, the site of affine schemes over the moduli stack of elliptic curveshas no initial object, and therefore no notion of global sections. We would like tofind a homology theory Ohom(Mell) associated to the whole moduli stack. Onemight guess that this homology theory should be the limit limU∈UOhom(U) of thetheories Ohom(U), where U is an affine cover of the moduli stack. The category ofhomology theories is not complete, though, and this limit does not exist.
 Thanks to Brown representability, we know that homology theories can berepresented by spectra. The category of spectra is rather better behaved than thecategory of homology theories—for instance, it has limits and their homotopicallymeaningful cousins, homotopy limits. If we can show that the presheaf Ohom is thepresheaf of homology theories associated to a presheaf Otop of spectra, then we canbuild a global spectrum, thus have a global homology theory, using a homotopy limitconstruction. The main theorem is that there is indeed an appropriate presheaf ofspectra:
 Theorem 0.1 (Goerss-Hopkins-Miller). There exists a sheaf Otop of E∞ ringspectra on (Mell)et, the moduli stack of elliptic curves in the etale topology, whoseassociated presheaf of homology theories is the presheaf Ohom built using the Landwe-ber Exact Functor Theorem.
 That Otop is a sheaf and not merely a presheaf entails, for example, that itsvalue Otop(Mell) on the whole moduli stack is determined as a homotopy limitholimU∈UOtop(U) of its value on the open sets in a cover U of the moduli stack.The spectrum Otop(Mell) represents the homology theory we were hunting for, andwarrants a special name:
 Definition 0.2. TMF := Otop(Mell).
 The first goal of this chapter is to explain what it means to have a sheaf ofE∞ ring spectra on the moduli stack of elliptic curves. Note that we would havebeen happy with a sheaf of (not necessarily E∞ ring) spectra. That the theoremproduces a sheaf of E∞ ring spectra is an artifact of the ingenious proof: it turnsout to be easier to handle the obstruction theory for sheaves of E∞ ring spectrathan the obstruction theory for sheaves of ordinary spectra.
 Once we have the sheaf Otop, we would like to understand the global homol-ogy theory TMF . In particular, we would like to compute the coefficient ringTMF ∗ = π∗(Otop(Mell)). The spectrum Otop(Mell) is, as described above, builtas a homotopy limit out of smaller pieces Otop(U)U∈U. There is a spectral se-quence that computes the homotopy groups of the homotopy limit Otop(Mell) in
 2
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terms of the homotopy groups of the pieces Otop(U). The E2 term of this spec-tral sequence is conveniently expressed in terms of the sheaf cohomology of thesheafification of the presheaf on Mell given by U 7→ π∗(Otop(U)).
 Proposition 0.3. There is a strongly convergent spectral sequence
 E2 = Hq(Mell , π†pOtop) =⇒ πp−qTMF .
 Here π†pOtop is the sheafification of the presheaf πpOtop.
 The second goal of this chapter is to construct this “descent spectral sequence”.In the chapter on the homotopy of TMF we will evaluate the E2 term of thisand related spectral sequences, and illustrate how one computes the numerousdifferentials.
 In the following section 1, we review the classical notion of sheaves, discussa homotopy-theoretic version of sheaves, and describe stacks as sheaves, in thishomotopy sense, of groupoids. Then in section 2 we describe what it means to havea sheaf on a stack and recall the notion of homotopy limit needed to make sense, inparticular, of sheaves of spectra. In the final section 3, we discuss sheaf cohomologyand Cech cohomology on a stack and construct the descent spectral sequence for asheaf of spectra on a stack.
 In writing this chapter, we have benefited enormously from discussions withAndrew Blumberg and Andre Henriques, and from reading work of Dan Dugger,Phil Hirschhorn, Paul Goerss and Rick Jardine, and, of course, Mike Hopkins.
 1. Sheaves and Stacks
 A sheaf S of sets on a space X is a way of functorially associating a set S(U) toeach open subset U of X. It is natural to generalize this notion in two directions, byconsidering sheaves of objects besides sets and by considering sheaves on objectsbesides spaces. Stacks are, at root, representing objects for moduli problems inalgebraic geometry, and as such might seem to have little to do with sheaves.However, stacks can naturally be viewed as sheaves of groupoids on the categoryof schemes, and this perspective is useful when discussing, as we will in section 2,sheaves on a stack.
 1.1. Sheaves. We begin with the classical notions of presheaves and sheavesof sets on a space.
 Definition 1.1. Given a space X, let X denote the category whose objects areopen subsets U of X and whose morphisms are inclusions U → V of open subsets.A presheaf of sets S on the space X is a contravariant functor from the categoryX to the category Set of sets.
 Explicitly, the presheaf provides a set S(U) for each open U and a restriction map
 S(V )rV U−−−→ S(U) for each inclusion U → V such that the composite S(W )
 rWV−−−→S(V )
 rV U−−−→ S(U) is the restriction map rWU . The prototypical example is thepresheaf of real valued functions on the space: S(U) = Map(U,R); here the restric-tion maps are restriction of functions. This presheaf has the special property thatan element of S(U), that is a function, is uniquely determined by its restriction toany open cover of U by smaller open sets Ui → Ui∈I—such a presheaf is calleda sheaf.
 3
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Definition 1.2. A sheaf of sets on a space is a presheaf of sets S on a spaceX such that for all open sets U ⊂ X and all open covers Ui → Ui∈I of U , theset S(U) is given by the following limit:
 S(U) = lim
 (∏i
 S(Ui) →→∏i,j
 S(Uij) →→→ ∏
 i,j,k
 S(Uijk) →→→→ · · ·
 )Here the intersection Ui ∩ Uj is denoted Uij , the triple intersection Ui ∩ Uj ∩ Uk isdenoted Uijk, and so forth. To be clear, the products above occur over unorderedtuples of not-necessarily-distinct elements of the indexing set I, and the diagramindexing the limit is the full standard cosimplicial diagram.
 Remark 1.3. We emphasize that the limit diagram in this definition does con-tain codegeneracy maps, despite their frequent omission from the notation. For ex-
 ample, if the index set has order two, then the limit, written out, is lim
 (S(U1)× S(U2) →←
 → S(U12)× S(U11)× S(U22)→←→←→· · ·)
 ,
 not lim(S(U1)× S(U2) →→ S(U12) →→
 → ∗ →→→→ · · ·
 ).
 Remark 1.4. The classical definition of a sheaf demands that S(U) be the limit
 lim(∏
 i S(Ui) →→∏i,j S(Uij)
 ). This truncated limit is equal to the limit in defini-
 tion 1.2. However, only the full limit generalizes well when we consider sheaves ofobjects other than sets.
 We can define a presheaf of sets on a category C, not necessarily the category ofopen subsets of a space, simply as a contravariant functor from C to Set. Moreoverwe can give a definition of sheaves of sets on C provided we have a notion of coversin the category. A Grothendieck topology on a category C provides such a notion:
 Definition 1.5. A Grothendieck topology on a category C is a collection of setsof morphisms Ui → Ui∈I; these sets of morphisms are called covering families.The collection of covering families is required to satisfy the following axioms: 1)f : V → U is a covering family if f is an isomorphism; 2) if Ui → Ui∈I is acovering family, and g : V → U is a morphism, then g∗Ui → V is a coveringfamily; 3) if Ui → U is a covering family and Vij → Ui is a covering familyfor each i, then Vij → U is a covering family. A pair of a category C and aGrothendieck topology on C is called a Grothendieck site.
 The basic example of a Grothendieck site is of course the category of opensubsets of a space, with morphisms inclusions, together with covering families thesets Ui → U where Ui is an open cover of U . More interesting are the variousGrothendieck topologies on the category Sch of schemes. For example, in the etale(respectively flat) topology, the covering families are the sets Ui → U such that∐i Ui → U is an etale (respectively flat) covering map. A sheaf on a Grothendieck
 site C is of course a presheaf S : Cop → Set such that for all covering families Ui →U of the site, the set S(U) is the limit lim
 (∏i S(Ui) →→
 ∏i,j S(Uij) →→
 → · · ·)
 .
 Next we consider sheaves on a Grothendieck site C taking values in a categoryD other than sets. We are interested in categories D that have some notion ofhomotopy theory—these include the categories of groupoids, spaces, spectra, andE∞ ring spectra. More specifically, we need the category D to come equipped witha notion of homotopy limits and a notion of weak equivalences. We will discuss
 4
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homotopy limits in detail in section 2.3. For now we content ourselves with a briefexample illustrating the idea that homotopy limits in, for example, spaces behavelike limits with a bit of homotopical wiggle room:
 Example 1.6. Suppose we are interested in the diagram of spaces X →→ Y ,where the two maps are f and g. The limit of this diagram is the space of pointsof X whose image in Y is the same under the two maps: lim(X →→ Y ) = x ∈X s.t. f(x) = g(x). The homotopy limit, by contrast, only expects the two imagesto be the same up to chosen homotopy:
 holim(X →→ Y ) = (x ∈ X,hx : [0, 1]→ Y ) s.t. hx(0) = f(x), hx(1) = g(x).
 A presheaf on the site C with values in the category D is a contravariant functorF : Cop → D. These presheaves are also referred to as presheaves of objects of D onthe site C: for example, “presheaves of sets”, “presheaves of spaces”, “presheavesof spectra”.
 Definition 1.7. A sheaf on the site C with values in the category D is apresheaf F such that for all objects U of C and all covers Ui → Ui∈I , the map
 F (U)'−→ holim
 (∏i
 F (Ui) →→∏i,j
 F (Uij) →→→ ∏
 i,j,k
 F (Uijk) →→→→ · · ·
 )is a weak equivalence. The products here occur over unordered tuples of not-necessarily-distinct elements of the indexing set I; in particular, the indexing dia-gram does contain codegeneracy maps.
 We will be particularly interested in the case where C is the etale site (Mell)et
 on the moduli stack of elliptic curves and D is the category of E∞ ring spectra.We describe this particular site in section 2.2 and discuss homotopy limits of (E∞ring) spectra in section 2.3.
 1.2. Stacks. A schemeX represents a functor Schop → Set by Y 7→ Hom(Y,X).A moduli problem, such as “What are the elliptic curves over a scheme?”, alsoassociates a set to each scheme, for example by Y 7→ ell curves/Y /iso. Un-fortunately, many such moduli problems are not representable by schemes. Tomanage this situation, we keep track of not just the moduli set but the moduligroupoid. We therefore consider, for example, the association taking Y ∈ Sch toell curves/Y,with isoms ∈ Gpd. This association is very nearly a presheaf ofgroupoids on the category of schemes; (it is not a presheaf because pullback is onlyfunctorial up to isomorphism.) It moreover has the sheaf-like property that ellipticcurves over a scheme Y can be built by gluing together elliptic curves on a cover ofY . Altogether, this suggests that sheaves of groupoids are a reasonable model forstudying moduli problems.
 Definition 1.8. A stack on the site C is a sheaf of groupoids on C.
 Recall that this definition means that for a presheaf F : Cop → Gpd to be a
 stack, the map F (U) → holim(∏
 i F (Ui) →→∏i,j F (Uij) →→
 → · · ·)
 must be a weak
 equivalence for all covers Ui → U. In order to unpack this condition, we need toknow what the weak equivalences and the homotopy limits are in the category ofgroupoids. A weak equivalence of groupoids is simply an equivalence of categories.The following proposition identifies the needed homotopy limit.
 5
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Proposition 1.9 ([Hol]). The homotopy limit of groupoids holim(∏
 i F (Ui) →→∏i,j F (Uij) →→
 → · · ·)
 associated to a cover U = Ui → U is the groupoid Desc(F,U) defined as follows.The objects of Desc(F,U) are collections of objects ai in ob(F (Ui)) and morphismsαij : ai|Uij → aj |Uij in mor(F (Uij)) such that αjkαij = αik. The morphisms inDesc(F,U) from ai, αij to bi, βij are collections of morphisms mi : ai → bi inmor(F (Ui)) such that βijmi = mjαij.
 Stacks are often defined to be presheaves of groupoids such that the naturalmap F (U) → Desc(F,U) is an equivalence of categories for all covers U of U . Theabove proposition establishes that the more conceptual homotopy limit definitionagrees with the descent definition.
 Example 1.10. We will be concerned primarily with the moduli stack of ellipticcurves Mell . This is a stack on the category of schemes in any of the flat, etale,or Zariski topologies. Roughly speaking, the stack associates to a scheme Y thegroupoid of elliptic curves over Y . (Precisely, this association must be slightlyrigidified, a la [Hop, p.26].) Alternately, Mell is the stack associated to the Hopfalgebroid (A,Γ) := (Z[a1, a2, a3, a4, a6][∆−1], A[u±1, r, s, t][∆−1]).
 2. Sheaves on Stacks
 We would like to understand sheaves of spectra on the moduli stack of ellipticcurves in the etale topology. First we consider the general notion of a sheaf on astack, then describe the etale site of the moduli stack of elliptic curves, and finallydiscuss sheaves of spectra in particular.
 2.1. The Site of a Stack. Suppose C is a Grothendieck site and X is anobject of C. We have a notion of sheaves on X, which are by definition sheaves onthe site C/X whose objects are maps Y → X in C and whose covers are inheritedfrom C. We would like a notion of sheaves on a stack M on the site C. In orderto consider objects of C over M, we need objects of C to live in the same place asstacks on C. This is accomplished by the following functors:
 C → Pre C → PreGpd CU 7→ Hom(−, U) 7→ Hom(−, U) with id
 Thinking of object of C as the presheaves of groupoids they represent, we canconsider the site of objects over M.
 Definition 2.1. Let M be a stack on the site C. The site C/M has objectsthe morphisms U →M in presheaves of groupoids on C. The morphisms in C/Mfrom U
 a−→ M to Vb−→ M are the pairs (c, φ) where c : U → V is a morphism of
 C and φ is a natural isomorphisms between the functors a and bc. The coveringfamilies of U →M in C/M are the sets of morphisms ci : Ui → U, φi such that
 6
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ci is a covering family in C. Schematically, the definition is
 C/M =
 obj = U →M in PreGpd C
 mor =
 U a
 &&c
 M
 V b
 88φ
 cov =
 Ui
 &&
 M
 U
 88
 s.t.
 Ui
 U
 cov in C
 Definition 2.2. For a stack M on the site C, a sheaf on M with values in D
 is a sheaf on C/M with values in D.
 For example, we might considerMell as a stack on schemes in the etale topologySchet and then consider sheaves on Mell with values in the category of spectra.However, in the end this is not the notion of sheaves on the moduli stack that wewant, so we need to modify the site Schet/Mell .
 2.2. The site (Mell)et. We adjust the site Schet/Mell in two ways. First, toenable later obstruction theory arguments we need to restrict the objects of our siteto be etale, not arbitrary, maps to the moduli stack. Second, it will be convenientif our sheaves take values not only on schemes over the moduli stack but also onstacks over the moduli stack; in particular we will then be able to evaluate a sheafon the moduli stack itself, producing a spectrum of global sections.
 We will be interested in etale maps between stacks and etale covers of stacks.These notions are derived from the corresponding notions for schemes. Recall thata map X → Y between schemes is etale if it is flat and unramified or equivalentlysmooth of relative dimension zero. The topologist can think of etale maps as beingthe algebro-geometric analog of local homeomorphisms. A collection of etale mapsUi → U is an etale cover if for all algebraically closed fields k and all maps
 f : Spec k → U there exists an i with a lift of f to a map f : Spec k → Ui:Ui
 U
 etale cover if
 Ui
 Spec k
 ∃f ;;
 ∀f// U
 Note that these collections are the covers in the site Schet.
 Definition 2.3. A map of stacks f : N →M is etale if for all maps V →Mfrom a scheme toM, the pullback f∗V is a scheme and the induced map f∗V → Vis etale:
 N f−→M etale if
 f∗Vet //
 V
 ∀N
 f//M
 Etale maps N →Mell to the moduli stack of elliptic curves will be the objectsof the etale site of the moduli stack. Roughly, the morphisms are maps of stacksN ′ → N over the moduli stack, and covers are collections of maps Ni → N over
 7
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the moduli stack that are etale covers in their own right. (A collection of maps ofstacks is an etale cover if it satisfies a lifting property precisely analogous to theone for etale covers of schemes.) In more detail, the etale site is defined as follows.Note that we are considering all stacks, the moduli stack Mell included, as stackson the etale site of schemes Schet.
 Definition 2.4. The objects of the etale site of the moduli stack of ellipticcurves (Mell)et are the etale morphisms N →Mell from a stack N to the moduli
 stack. The morphisms from N a−→ Mell to N ′ b−→ Mell are equivalence classes ofpairs (c, φ), where c : N → N ′ is a map of stacks and φ is a natural isomorphismbetween a and bc. A natural isomorphism ψ from c : N → N ′ to d : N → N ′can be viewed as an isomorphism from the pair (c, φ) to the pair (d, ψφ)—thesetwo pairs are therefore considered equivalent as morphisms between N →Mell andN ′ →Mell . A collection of morphisms [(ci : Ni → N , φi)] of stacks overMell is acover of (Mell)et if for all algebraically closed fields k and all maps f : Spec k → N ,there exists an i, a representative (c, φ) of the equivalence class [(ci, φi)], and a lift
 of f to a map f : Spec k → Ni such that f = cf . Schematically, we have
 (Mell)et =
 obj = N et−→Mell
 mor =
 N a
 ''c
 Mell
 N ′ b
 77φ
 /
 N
 c
 d
 ψks
 N ′
 cov =
 Ni
 ''ci
 Mell
 N77
 φi
 s.t.
 Ni
 Spec k
 ∃f ::
 ∀f// N
 Though the definition of this etale site (Mell)et is complicated by the introduc-
 tion of stacks over the moduli stack, the site (Mell)et still contains the fundamentalobjects of study, namely elliptic curves over schemes; sheaves on (Mell)et shouldbe thought of primarily as assignments of sets (or, in a moment, spectra) to theseelliptic curves.
 We are hunting for a sheaf of spectra Otop on the etale site (Mell)et of themoduli stack of elliptic curves. Such a sheaf was defined in section 1.1 as a presheafF : (Mell)
 opet → Spec such that, for all objects U of (Mell)et, the natural map
 F (U)→ holim
 (∏i
 F (Ui) →→∏i,j
 F (Uij) →→→ ∏
 i,j,k
 F (Uijk) →→→→ · · ·
 )is a weak equivalence. We need therefore to understand in detail the notion ofhomotopy limits in the category of spectra.
 2.3. Homotopy Limits and Sheaves of Spectra. A sheaf of sets on a spaceX is a functor F : U ⊂ Xop → Set whose value on large open sets is determinedas a limit of the value on smaller open sets. We could take a similar definitionfor sheaves of spectra F : U ⊂ Xop → Spec, but the limit condition ignores thetopological structure of spectra, and the value of the sheaf on large open sets wouldnot capture any information about the topological behavior of the sheaf on smallopen sets. Instead of “gluing” the values of F together with a limit, we glue themtogether with a homotopy limit. The homotopy limit takes the various values of F
 8
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and thickens them up with a bit of padding, so that they aren’t too badly damaged,homotopically speaking, by the gluing process.
 In section 2.3.1, we describe colimits and limits in terms of tensors and coten-sors, and use this framework to give a concise description of homotopy colimitsand limits. In section 2.3.2, we fess up to the fact that even the homotopy limit isnot always appropriately homotopy invariant, and this leads us into a discussion ofderived limits and corrected homotopy limits. In section 2.3.3, we specialize to thecase of spectra, describing the categories of orthogonal spectra, symmetric spec-tra, and S-modules and specifying the tensors and cotensors needed for homotopycolimits and limits in these categories.
 2.3.1. Limits and Homotopy Limits. Limit and colimit are brutal operations inthe category of spaces: they tend to destroy homotopical information, and they arenot invariant under homotopies of maps. For example, the colimit of the diagram∗ ← S2 → ∗ is a point and has no recollection of the homotopy type of the middlespace S2; the limit of the diagram ∗ →→ [0, 1], where both maps send the point to 0,is also a point, but becomes empty if we deform one of the two maps away from 0.
 We would like homotopy versions of limit and colimit that have more respectfor the homotopical structure of spaces. We take our cue from two fundamentalexamples.
 Example 2.5. The colimit of the diagram of spaces Af←− C
 g−→ B is (A tB)/(f(c) ∼ g(c), c ∈ C). We can homotopify this construction by, instead ofdirectly identifying f(c) and g(c), putting a path between them. This is the doublemapping cylinder construction and is an example of a homotopy colimit:
 hocolim(Af←− C g−→ B) = colim (A← C → C × [0, 1]← C → B)
 = (A t C × [0, 1] tB)/(c, 0) ∼ f(c), (c, 1) ∼ g(c).
 B
 Ix
 A
 C
 The suspension functor is a special case of this homotopy colimit, when A = B = ∗.
 Example 2.6. The limit of the diagram of spaces Xf−→ Z
 g←− Y is (x, y) ∈X × Y |f(x) = g(y). Instead of expecting f(x) and g(y) to be equal in this limit,we can merely demand that they be connected by a chosen path. This is the doublepath space construction and is a homotopy limit:
 holim(Xf−→ Z
 g←− Y ) = lim(X → Z ← Z [0,1] → Z ← Y
 )= (x,m : [0, 1]→ Z, y)|f(x) = m(0), g(y) = m(1).
 The loop functor is the special case of X = Y = ∗ and f = g.9
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 X Y
 In order to generalize these homotopical constructions to other colimits andlimits, it is convenient to have a concise description of the colimit and limit func-tors. Let C be the category we are working in, typically spaces or spectra or moregenerally a simplicial model category, let I be a small category, and let X : I → Cbe a diagram in C indexed by I. The colimit and limit can be explicitly constructedas follows:
 colimI X ∼= X ⊗I ∗IlimI X ∼= homI(∗I , X)
 Here ∗I is the I-diagram of simplicial sets with ∗I(i) = ∗ for all i ∈ I. (Fulldisclosure: here we are using ∗I to refer both to this trivial I-diagram and to thetrivial Iop-diagram.) The constructions ⊗I and homI are the tensor and cotensoron the diagram category CI ; these are special cases of, respectively, coends andends, and are discussed in the following remark and example.
 Remark 2.7. We recall the tensor and cotensor on the diagram category CI ,following Hirschhorn [Hi, §18.3.1]. For X an I-diagram in C and A an Iop-diagramin simplicial sets, the tensor of X and A is as follows:
 X ⊗I A := colim
 ∐iα−→j
 X(i)⊗A(j) →→∐i
 X(i)⊗A(i)
 This is the coend
 ∫ iX(i) ⊗ A(i). Here ⊗ is the tensor action of simplicial sets on
 the category C.For X again an I-diagram in C and A an I-diagram in simplicial sets, the
 cotensor of A and X is as follows:
 homI(A,X) := lim
 ∏i
 X(i)A(i) →→∏jα−→i
 X(i)A(j)
 This is the end
 ∫iX(i)A(i). Here the superscript refers to the cotensor coaction of
 simplicial sets on the category C.
 Example 2.8. When C is the category of spaces, the colimit tensor expression
 X ⊗I ∗I boils down to the space(∐
 i∈I X(i))/x ∼ α(x) ∀ (i
 α−→ j) ∈ I, x ∈X(i)—this is the disjoint union of all the objects in the diagram, mod equivalences
 introduced by the arrows of the diagram. Similarly, the limit cotensor homI(∗I , X)
 is simply (xi) ∈∏i∈I X(i)|α(xj) = xi ∀ (j
 α−→ i) ∈ I. This last space canconveniently be thought of as the space of maps of diagrams from the trivial I-diagram to X, and this justifies the “hom” notation for the cotensor.
 The point of all this abstract hoopla is that we can replace ∗I in the construc-tions X ⊗I ∗I and homI(∗I , X) by a diagram of larger contractible spaces—this
 10
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replacement gives us the homotopical wiggle room we were looking for and pro-duces the homotopy colimit and homotopy limit. The minimal natural choices forthese contractible spaces come from the nerves of over and under categories in thediagram. Specifically we have the following definitions:
 hocolimI X := X ⊗I N(−/I)op
 holimI X := homI(N(I/−), X)
 Here N(I/−) and N(−/I)op are respectively the functors taking i to the nerve ofthe over respectively opposite under categories I/i and (i/I)op. See section 2.3.2for a discussion of why these are sensible replacements for the trivial diagram ∗I .It is worth writing out this tensor and cotensor:
 Definition 2.9. For X an I-diagram in the simplicial model category C, thehomotopy colimit and limit are defined as follows:
 hocolimI X = colim
 ∐iα−→j
 X(i)⊗N(j/I)op →→∐i
 X(i)⊗N(i/I)op
 holimI X = lim
 ∏i
 X(i)N(I/i) →→∏jα−→i
 X(i)N(I/j)
 .The casual reader can safely ignore the “op” here, referring if desired to Hirschhorn [Hi,Remark 18.1.11] for a description of how and why it arises and also for a comparisonof these definitions to the original treatment of homotopy colimits and limits byBousfield and Kan.
 The reader is invited to check that this definition specializes to the descriptionof the homotopy colimit and limit in example 2.5 and example 2.6. Such a special-ization requires, of course, knowing the tensor and cotensor on spaces, namely, fora space Y and simplicial set B, that Y ⊗B = Y × |B| and Y B = Map(|B|, Y ).
 To pin down the homotopy limit and colimit of spectra, it remains only to spec-ify the tensor and cotensor on some particular category of spectra—see section 2.3.3for these constructions in orthogonal spectra, symmetric spectra, and S-modules.Note that once we have a complete picture of homotopy limits of spectra, we have,combining definitions 1.7 and 2.4, our desired notion of sheaves of spectra on themoduli stack of elliptic curves.
 2.3.2. Derived Limits and Corrected Homotopy Limits. Unfortunately, the abovedefinitions of homotopy limit and colimit do not always behave as well as we wouldlike, particularly when we are working in categories other than spaces or simplicialsets. In particular, they are not always homotopy invariant and so do not inducefunctors on the level of homotopy categories. Problems tend to arise when theobjects of our diagram are not fibrant or not cofibrant. In this section we discussthese technicalities and describe and differentiate the four relevant notions: limits,derived limits, homotopy limits, and corrected homotopy limits (and, of course,their co- analogs).
 11
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As before, let C be a simplicial model category, I a small category, and X :I → C an I-diagram in C. As discussed above, the limit is the functor
 lim : CI → C
 X 7→ homI(∗I , X)
 This functor is not homotopy invariant, in that an objectwise weak equivalenceX∼−→ Y of I-diagrams need not induce a weak equivalence of their limits. The
 most straightforward way to attempt to fix this problem is to derive the limitfunctor.
 The diagram category CI can itself have a model structure, and it may even haveseveral depending on particular properties of C and I. If C is a combinatorial modelcategory, then CI has an injective model structure, where the weak equivalences andcofibrations are detected objectwise [Be, Lur, Shu]. If C is merely a cofibrantlygenerated model category, then CI has a projective model structure, where the weakequivalences and fibrations are detected objectwise [Hi, p.224]. If the diagram Iis Reedy, then for any model category C, the category of diagrams CI has a Reedymodel structure, where only the weak equivalences are detected objectwise. In thefollowing, we assume without comment that C and I have appropriate structure toensure the existence of injective, projective, or Reedy model structures, as needed.
 Limit is a right Quillen functor from the injective model structure on CI toC [Shu, p.16]. It therefore makes sense to take the total right derived functor ofthe limit:
 R lim : Ho(CI)→ Ho(C)
 [X] 7→ [homI(∗I , FX)]
 Here F is fibrant replacement in the injective model structure, and brackets referto the object in the homotopy category. By construction this derived limit ishomotopy invariant and so is in a sense the “right” replacement for the limit. Thederived limit and the homotopy limit are occasionally conflated in the literature,but they are distinct functors and are easy to tell apart because the derived limitis a functor from Ho(CI) to Ho(C), while the homotopy limit is a functor fromCI to C. In retrospect, it might have made more sense to call the derived limitthe “homotopy limit” and to have a different name for the particular not-always-homotopy-invariant functor now called the homotopy limit—but it is much too latefor a terminological switcheroo.
 The biggest disadvantage of the derived limit is that it can be quite difficultto calculate the fibrant replacement FX. In general, such a calculation is hopeless,but if the diagram is particularly simple, we can proceed as follows. Suppose thediagram I is Reedy and has cofibrant constants. (A diagram I is said to havecofibrant constants if the constant I-diagram at any cofibrant object of any modelcategory is Reedy cofibrant.) In this case, the limit is right Quillen not only withrespect to the injective model structure, but also with respect to the Reedy modelstructure [Hi, Thm 15.10.8]. The derived limit (which up to homotopy does notdepend on the model structure we use) can therefore be described as R limX =
 [homI(∗I , FRX)], where FR is fibrant replacement in the Reedy model structure.We can then go about explicitly calculating the Reedy fibrant replacement of ourdiagram.
 12
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Example 2.10. If the diagram X is Yf−→ Z
 g←− W , then a Reedy fibrant
 replacement FRX is a diagram Y ′f ′−→ Z ′
 g′←− W ′ with an objectwise weak equiva-lence X → FRX such that Y ′, Z ′, and W ′ are fibrant, and f ′ and g′ are fibrations.The derived limit R limX of the original diagram is the limit limFRX of the newdiagram. Notice that this method, replacing maps by fibrations and then takingthe ordinary pullback, is the usual means for calculating homotopy pullbacks. Ithappens to be the case that it is often enough to convert only one of the two mapsto a fibration.
 All this said, we would be better off if we could avoid replacing X in either theinjective or Reedy model structures.
 The homotopy limit is a compromise solution: it avoids the fibrant replacementthat plagues the derived limit and is therefore more explicit and calculable, at theexpense of some weakening of homotopy invariance. It has the further advantagethat it is a “point-set level” functor, not a functor on homotopy categories. Herethe key motivation for the homotopy limit comes from shifting attention from theinjective to the projective model structure. The derived limit was [homI(∗I , FX)].
 Though this cotensor homI is not in fact a mapping space, it behaves rather likeone. In particular note that ∗I is cofibrant in the injective model structure onsSetI , and FX is by definition fibrant in the injective model structure on CI , andso we expect homI(∗I , FX) to have, as it does, a well behaved homotopy type.Suppose that instead of fibrantly replacing X in the injective model structure onCI , we cofibrantly replace ∗I in the projective model structure on sSetI . Thatis, consider the cotensor homI(C(∗I), X), where C is cofibrant replacement in theprojective model structure. Provided X is objectwise fibrant (therefore fibrant inthe projective model structure), we might expect this cotensor to have a reasonablehomotopy type. Indeed this is the case:
 Lemma 2.11. If the I-diagram X in C is objectwise fibrant, then the cotensorshomI(∗I , FX) and homI(C(∗I), X) are weakly equivalent, where F is fibrant re-placement in the injective model structure on CI and C is cofibrant replacement inthe projective model structure on sSetI .
 The lemma is also true if we substitute the Reedy model structure fibrant replace-ment FRX (if it makes sense) in place of the injective model structure fibrantreplacement FX.
 Note that the construction homI(C(∗I), X) has the huge advantage that thereplacement C(∗I) only depends on the category I and not on the category C orthe particular diagram X. We can therefore make such a choice of replacementonce and for all. The nerve N(I/−) of the overcategory is a cofibrant object in the
 projective model structure on sSetI and so provides such a choice [Hi, Prop 14.8.9].The definition of homotopy limit follows:
 holim : CI → C
 X 7→ homI(N(I/−), X)
 We reiterate that this is a point-set level functor, and is functorial both with respectto the diagram X and with respect to the category I; this would have been difficultto arrange using the cotensor homI(∗I , FX) because we would need to have made achoice, compatible for all diagram categories CI , of a functorial fibrant replacement
 13
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functor F . Instead, we make use of the simple functorial cofibrant replacementC(∗I) = N(I/−).
 The main disadvantage of the homotopy limit is, as one might guess fromLemma 2.11, that it is not homotopy invariant when the diagramX is not objectwisefibrant. In some categories, such as spaces, this does not present a problem (andindeed the proper behavior of holim on spaces probably accounts for its widespreaduse and the general lack of clarity concerning its deficiencies). As we intend towork in categories of spectra and ring spectra, though, we must correct this lackof invariance by precomposing with a functorial fibrant replacement. The resultingfunctor is called the corrected homotopy limit:
 corholim : CI → C
 X 7→ homI(N(I/−), FobjX)
 Here Fobj is objectwise functorial fibrant replacement. According to the extentthat one views objectwise fibrant replacement as a minor adjustment, one mightwelcome or disdain the occasional conflation of holim and corholim.
 The corrected homotopy limit brings us full circle in so far as it representsthe derived functor of the limit: by Lemma 2.11, the cotensor homI(∗I , FX) (or
 homI(∗, FRX) in the case of a Reedy diagram, either of which represent the derived
 limit) is weakly equivalent to the corrected homotopy limit homI(N(I/−), FobjX).
 Remark 2.12. The reader may be wondering why we did not define sheavesto be presheaves satisfying a corholim, rather than a holim, condition. Indeed, inall respects that probably would have been wiser, but for reasons of convention westick to the holim definition. We can get away with this because in the end we willrestrict our attention to presheaves of fibrant objects, in which case a holim and acorholim condition amount to the same thing.
 We briefly describe the colimit analog of the above discussion. The ordinarycolimit is, as before, the functor
 colim : CI → CX 7→ X ⊗I ∗I
 This functor is not homotopy invariant. It is, though, a left Quillen functor fromthe projective model structure on CI to C, and therefore has a total left derivedfunctor:
 L colim : Ho(CI)→ Ho(C)[X] 7→ [CX ⊗I ∗I ]
 Here C is cofibrant replacement in the projective model structure.This cofibrant replacement can be painful to calculate, so instead of replacing
 X we replace ∗I . If X is objectwise cofibrant, then CX ⊗I ∗I and X ⊗I C(∗I)are weakly equivalent—here CX is, as before, the cofibrant replacement in theprojective model structure on CI , while C(∗I) is the cofibrant replacement in the
 projective model structure on sSet(Iop). The nerve N(−/I)op is cofibrant in the
 projective model structure on sSet(Iop) and so provides a particular choice of the
 14
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latter cofibrant replacement, and thereby the definition of homotopy colimit:
 hocolim : CI → CX 7→ X ⊗I N(−/I)op
 We can reestablish homotopy invariance by precomposing this functor with anobjectwise cofibrant replacement; the result is the corrected homotopy colimit:
 corhocolim : CI → CX 7→ CobjX ⊗I N(−/I)op
 The corrected homotopy colimit represents the derived functor, as desired: the ten-sor CX ⊗I ∗I (which represents the derived colimit) is weakly equivalent to thecorrected homotopy colimit CobjX⊗IN(−/I)op. Here CX is the cofibrant replace-ment in the projective model structure on CI , and Cobj is objectwise functorialcofibrant replacement.
 Example 2.13. If the diagram I is Reedy and has fibrant constants (that isevery constant I-diagram at a fibrant object is Reedy fibrant), then the colimit is aleft Quillen functor from the Reedy model structure on CI [Hi, Thm 15.10.8]. Wecan therefore calculate the derived colimit using a Reedy cofibrant replacement:
 L colimX = [CRX ⊗I ∗I ]. If the diagram X has the form Bj←− A
 k−→ C, a Reedy
 cofibrant replacement CRX is a diagram B′j′←− A′
 k′−→ C ′ with an objectwiseweak equivalence CRX → X such that B′, A′, and C ′ are cofibrant and j′ andk′ are cofibrations. The derived limit is the pushout colimCRX of this modifieddiagram. Indeed, replacing maps by cofibrations in such a diagram is the usual wayto calculate homotopy pushouts. Note that it is often sufficient to convert one ofthe two maps to a cofibration.
 Remark 2.14. A last important distinction between the homotopy limit andcolimit and their corrected versions is that the latter depend on a choice of modelstructure on the underlying category C, while the former do not.
 2.3.3. Sheaves of Orthogonal Spectra, Symmetric Spectra, and S-Modules. It istime to bite the bullet and specify the particular categories of spectra in which weintend to work. The relevant options are symmetric spectra, orthogonal spectra,S-modules, and the categories of commutative symmetric ring spectra, commuta-tive orthogonal ring spectra, and commutative S-algebras. We briefly review thedefinitions of these various categories. Along the way we describe the tensor andcotensor over simplicial sets that we needed in the definition of hocolim and holim.We refer, however, to the chapter on model categories of spectra for the notions offibrancy and cofibrancy needed for the corrected homotopy colimit and limit.
 Remark 2.15. At the end of the day, we are trying to make sense of the notionof a “sheaf of E∞ ring spectra”. By definition an E∞ ring spectrum in a particularcategory S of spectra is an algebra in S over an E∞ operad. However, provided Sis for example symmetric or orthogonal spectra or S-modules, the category of E∞ring spectra in S is Quillen equivalent to the category of commutative monoids inS. Therefore, we stick to these various categories of commutative monoids.
 The reader may wonder, then, why the notion of E∞ comes in at all, if thetechnicalities of sheaves of commutative ring spectra are best handled directly withcommutative monoids in spectra. The answer is that the obstruction theory we
 15
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need to actually construct such spectra uses in a fundamental way the operadicformulation of the commutativity conditions on ring spectra.
 Orthogonal spectra and symmetric spectra are both examples of diagram spec-tra, and as such their formulations are nearly identical. We describe orthogonalspectra and then mention the modifications for symmetric spectra. An excellentreference for diagram spectra is [MMSS] and our discussion follows the treatmentthere.
 The basic “diagram” J for orthogonal spectra is the category of finite-dimensionalreal inner product spaces, together with orthogonal isomorphisms. From this di-agram, we define the category J T of J -spaces to be the category of continuousfunctors from J to based spaces, together with natural transformations betweenthese functors.
 The key observation is that J T is a symmetric monoidal category with productas follows:
 J T × J T ∧−→ JT
 (X,Y ) 7→(V
 X∧Y7−−−−→∨W⊂V
 X(W ) ∧ Y (V −W ))
 Note that the wedge product∨W⊂V X(W ) ∧ Y (V −W ) is topologized using the
 ordinary topology on subspaces of V . There is a natural commutative monoid S inJ T , namely S(V ) = SV ; here SV denotes the one point compactification of V . Theproduct on S is induced by direct sum of vector spaces:
 ∨W⊂V S
 W ∧SV−W → SV ;here V−W is the orthogonal complement of W in V and the map W ×(V−W )→ Vis (a, b) 7→ i(a) + j(b) for i : W → V and j : V −W → V the inclusions. The readeris invited to check that this monoid really is strictly commutative, simply becausedirect sum of disjoint orthogonal vector subspaces is strictly commutative.
 Definition 2.16. An orthogonal spectrum is a J -space with an action by themonoid S. In other words, it is an S-module in J T . Denote the category oforthogonal spectra by JS.
 Because S is a commutative monoid, the category JS itself has a symmetricmonoidal structure with product denoted ∧S :
 X ∧S Y := colimJT (X ∧ S ∧ Y →→ X ∧ Y )
 This coequalizer is, of course, the usual way to define tensor products of modulesin algebra. Finally we have our desired notions of ring spectra:
 Definition 2.17. An orthogonal ring spectrum is a monoid in JS. A com-mutative orthogonal ring spectrum is a commutative monoid in JS.
 The tensor and cotensor on the category of orthogonal spectra are particularlysimple: they are both levelwise, which is to say that for X an S-module in J Tand A a (based) space, the tensor X ⊗ A is given by (X ⊗ A)(V ) = X(V ) ∧ Aand the cotensor XA is given by (XA)(V ) = X(V )A. Note that these tensors overtopological spaces can be extended to simplicial sets via the realization functor.The cotensors on both orthogonal ring spectra and commutative orthogonal ringspectra are also levelwise. However, the tensors on these categories are rather less
 16
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explicit and we do not discuss them; luckily, we only need the cotensors for ourdiscussion of sheaves.
 The definition of symmetric spectra is entirely analogous. The diagram Σ inquestion is the category of finite sets with isomorphisms. The category ΣT of Σspaces is symmetric monoidal:
 ΣT × ΣT ∧−→ ΣT
 (X,Y ) 7→ (X ∧ Y )(N) =∨
 M⊂NX(M) ∧ Y (N\M)
 The distinguished commutative monoid S in ΣT has S(N) = SN . A symmetricspectrum is a Σ-space with an action of S. The category of symmetric spectraΣS has a smash product, given by an appropriate coequalizer, and (commutative)symmetric ring spectra are (commutative) monoids in ΣS.
 Remark 2.18. Symmetric spectra are sometimes defined using the skeletondiagram Σskel whose objects are the rigid finite sets n = 1, . . . , n, for n ≥ 0. Thisvariant may look more elementary but requires a rather less intuitive formula forthe smash product of Σskel-spaces: (X ∧ Y )(n) =
 ∨m≤n Σn+ ∧Σm×Σn−m X(m) ∧
 Y (n−m).
 The tensor and cotensor on the category of symmetric spectra and the cotensorson symmetric ring spectra and commutative symmetric ring spectra are all level-wise, as in the case of orthogonal spectra. The tensors for (commutative) symmetricring spectra are not levelwise, and we leave them as a mystery.
 The last category of spectra we consider is the category of S-modules. S-modules are somewhat more technical than diagram spectra, and we give only themost cursory treatment, closely following EKMM [EKMM]. Fix a universe, thatis a real inner product space U isomorphic to R∞. A prespectrum is an assign-ment to each finite dimensional subspace V ⊂ U a based space E(V ) together withcompatible (adjoint) structure maps E(V )→ ΩW−V E(W ). Denote the category ofprespectra by PU or simply P. A (Lewis-May-Steinberger) spectrum is a prespec-trum in which all the structure maps are homeomorphisms, and the category ofsuch is denoted SU or S. The forgetful functor S → P has a left adjoint L : P → Scalled spectrification.
 There is an external smash product of spectra SU ×SU ′ ∧−→ S(U ⊕U ′). Givena pair of spectra (E,E′), the assignment F : V ⊕ V ′ 7→ E(V ) ∧ E′(V ′) defines aprespectrum on the decomposable subspaces of U ⊕ U ′. There is a spectrificationfunctor here as well that produces from F a spectrum LF on the decomposablesubspaces of U ⊕ U ′; there is moreover a left adjoint ψ to the restriction to suchsubspaces, which in turn produces our desired smash E ∧ E′ := ψLF ∈ S(U ⊕ U ′)indexed on all finite dimensional subspaces of U ⊕ U ′.
 We would like to internalize this smash product, using the space of linear isome-tries from U ⊕U to U . If we have a linear isometry f : U → U ′ we can transport aspectrum E ∈ SU to a spectrum f∗E ∈ SU ′: define f∗E to be the spectrificationof the prespectrum taking V ′ ⊂ U ′ to E(V )∧SV ′−f(V ), where V = f−1(V ′∩ im f).Given an A-parameter family of linear isometries, that is a map α : A→ I(U,U ′),
 17
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there is a spectrum A n E ∈ SU ′ called the twisted half smash product, which isin an appropriate sense a union of all the spectra α(a)∗E for a ∈ A.
 Let L(j) = I(U j , U) be the space of all internalizing linear isometries. GivenE,F ∈ SU , the twisted half smash L(2) n (E ∧ F ) is a canonical internal smashproduct, but it is not associative. We fix this by restricting to L-spectra: an L-spectrum is a spectrum E with an action L(1) n E → E by the isometries L(1).The smash product of L-spectra is M ∧L N := L(2) nL(1)×L(1) (M ∧ N). (Herethe twisted half smash over L(1)×L(1) is given by the expected coequalizer.) Wewould be done, except that the category of L-spectra doesn’t have a point-set-levelunit.
 We can conjure up a unit as follows. There is a natural map λ : S ∧LM →M ,where S is the spectrification of the prespectrum V 7→ SV . An S-module is bydefinition an L-spectrum such that λ is an isomorphism. The smash product of twoS-modules is simply their smash product as L-spectra. The category of S-modulesis our desired symmetric monoidal, unital category of spectra. S-algebras andcommutative S-algebras are simply monoids and commutative monoids respectivelyin S-modules.
 Given an S-module M and a based space X, the tensor S-module M ⊗ X isdefined to be the spectrification of the prespectrum V 7→M(V )∧X. The cotensorMX is defined to be S ∧L φ(M)X , where φ forgets from S-modules to spectra, andthe cotensor on spectra is EX(V ) = E(V )X .
 The cotensors on S-algebras and on commutative S-algebras are simply givenby taking the cotensor in S-modules. The tensors on S-algebras and commutativeS-algebras by contrast are not created in S-modules. However, the tensor on com-mutative S-algebras has a convenient description, as follows. Given a finite set [n]and a commutative S-algebra R, define the tensor R ⊗ [n] := R∧[n]. Now for X afinite simplicial set, the tensor R⊗X in commutative S-algebras is the realizationas a simplicial S-module of the levelwise tensor R⊗X∗.
 Picking one of the above three models for spectra, and feeding the cotensorsback into the construction of homotopy limits, we now have a precise definition ofsheaf of spectra, sheaf of ring spectra, and sheaf of commutative ring spectra.
 Remark 2.19. The reader may worry that there could be a confusing differencebetween sheaves of ring spectra and presheaves of ring spectra that are sheaves ofspectra. Luckily, this is not the case: the two notions agree because the sheafcondition is a homotopy limit condition, and this homotopy limit is built usinglimits and cotensors; these limits and cotensors are, in any of the above categoriesof ring and commutative ring spectra, simply computed in the underlying categoryof spectra.
 We invite the reader to ruminate on the fact that cosheaves of ring spectraare very different objects from precosheaves of ring spectra that are cosheaves ofspectra.
 3. The Descent Spectral Sequence
 Recall that the main theorem (of Goerss, Hopkins and Miller) is that thereexists a sheaf Otop of spectra on the moduli stack (Mell)et of elliptic curves in theetale topology. Sections 1 and 2 described what it means to have such a sheaf.In particular, section 2.2 described the Grothendieck site of the moduli stack inthe etale topology, while section 1.1 defined sheaves on such a site with values in
 18
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a category (as presheaves satisfying a homotopy limit condition), and section 2.3discussed the homotopy limits of spectra needed for this definition of sheaves.
 Given the sheaf Otop, we are primarily interested in understanding its spectrumof global sections Otop(Mell)—recall that this spectrum is called TMF . By thedefinition of a sheaf, information about the global sections Otop(Mell) is containedin the spectra Otop(U) associated to small open subsets U of the moduli stackMell ;the goal of this section is describe precisely how this local information is assembledinto the desired global information. In particular, we construct a spectral sequencebeginning with the sheaf cohomology of the moduli stack with coefficients in thesheafification of the presheaf of homotopy groups of Otop, strongly converging tothe homotopy groups of the global spectrum Otop(Mell):
 E2 = Hq(Mell , π†pOtop) =⇒ πp−qOtop(Mell)
 In the chapter on the homotopy groups of TMF , we will compute the E2 term anddescribe the elaborate pattern of differentials.
 We begin in section 3.1 by reviewing the notions of sheaf cohomology and Cechcohomology and discussing how they are related. Then in section 3.2 we construct aspectral sequence beginning with Cech cohomology and converging to the homotopyof the global sections of a sheaf of spectra. Finally, in section 3.3, we specialize tothe sheaf Otop, using properties of this particular sheaf to simplify the spectralsequence from the preceding section.
 3.1. Sheaf Cohomology and Cech Cohomology. We are studying a sheafOtop of spectra on the moduli stack of elliptic curves. We can consider the homotopygroups π∗(Otop(U)) of the spectra Otop(U) associated to particular objects U ofthe etale site of the moduli stack. These homotopy groups fit together into agood-old down-to-earth presheaf of graded abelian groups. The spectral sequencecomputing the homotopy groups of TMF will begin with the sheaf cohomology ofthe sheafification of this presheaf. We review sheaf cohomology, and the relatedCech cohomology, in some generality.
 Let A be an abelian category. A morphism f : X → Y in A is a monomorphismif fg1 = fg2 implies g1 = g2. Recall that an object I ∈ A is injective if for all mapsm : X → I and all monomorphisms X → Y , there exists an extension of m to Y .The category A is said to have enough injectives if for all objects A ∈ A there is amonomorphism A → I into an injective object I. We are interested, of course, inthe category of sheaves on a site:
 Note 3.1. For any site C, the category ShvAb(C) of sheaves of abelian groupson the site is an abelian category with enough injectives.
 We can therefore use the usual definition of sheaf cohomology:
 Definition 3.2. For π ∈ ShvAb(C) a sheaf of abelian groups on a site C, thesheaf cohomology of an object X ∈ C of the site with coefficients in π is
 Hq(X,π) := Hq
 (0→ I0(X)→ I1(X)→ I2(X)→ · · ·
 )where 0 → π|X → I0 → I1 → I2 → · · · is an injective resolution of π|X inShvAb(C/X).
 Sheaf cohomology has a more concrete cousin, Cech cohomology, which doesnot involve an abstract resolution:
 19
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Definition 3.3. Let π ∈ ShvAb(C) be a sheaf of abelian groups, and let U =Ui → U be a cover in the site C. The Cech cohomology of U with respect to thecover U and with coefficients in π is
 HqU(U, π) := Hq
 (0→
 ∏π(Ui)→
 ∏π(Uij)→
 ∏π(Uijk)→ · · ·
 )Here UI refers to the intersection (ie fibre product over U) of the Ui, i ∈ I, and themaps are the alternating sums of the various natural restriction maps.
 Cech cohomology is computable by hand, while sheaf cohomology is evidentlyindependent of a particular choice of cover. If the object U of C has an acycliccover, then the two theories agree:
 Proposition 3.4. For π ∈ ShvAb(C) a sheaf of abelian groups, and U = Ui →Ui∈I a cover in C such that Hq(UJ , π) = 0 for all J ⊂ I and all q ≥ 1, sheaf andCech cohomology agree: Hq(U, π) = Hq
 U(U, π).
 The proof is the usual double complex argument: build the double complex [Iq(∐|J|=p UJ)]
 from an injective resolution I∗ of π, and show that the two resulting spectral se-quences collapse respectively to sheaf and to Cech cohomology.
 Remark 3.5. We will be interested in cases where the site C has a globalterminal object, usually denoted (confusingly) C, and from now on we assume weare in that situation.
 3.2. The Spectral Sequence for a Sheaf of Spectra. We begin with asheaf of spectra O on the etale site (Mell)et of the moduli stack of elliptic curves,and we would like to construct a spectral sequence converging to the homotopygroups π∗(O(Mell)). The spectral sequence is meant to start with the local dataof O; we therefore chose a cover Ni →Mell of the moduli stack. In outline, weuse this cover to build a simplicial object of the site, then apply the sheaf O to geta cosimplicial spectrum, from which we get a tower of spectra, which we wrap upinto an exact couple, and thereby arrive at our desired spectral sequence:
 cover N = Ni →Mell in (Mell)et
 e
 simplicial object
 ∐Ni ←←
 ∐Nij · · · in (Mell)et
 d
 cosimplicial spectrum O∗ = O(
 ∐Ni) →→ O(
 ∐Nij) · · ·
 c
 tower of spectra · · · → (TotO)2 φ2−→ (TotO)1 φ1−→ (TotO)0
 b
 exact couple
 ⊕πp+q(TotO)q →
 ⊕πp+q(TotO)q →
 ⊕πp+q(corhofibφq)
 a
 spectral sequence E2
 pq = HqN(Mell , πpO) =⇒ πp−qO(Mell)
 20
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In this section we describe this chain of constructions in detail. In section 3.3 weuse particular properties of the sheaf Otop to compare the E2 term of this spectralsequence for π∗(Otop(Mell)), which is the Cech cohomology of the presheaf πpOtop,to the sheaf cohomology of the sheafification π†pOtop of the presheaf πpOtop.
 We begin at the end (step a) and work our way back to the beginning (stepe). We assume the reader is familiar with the construction of a spectral sequencefrom an exact couple—see McCleary [McCl] for a detailed presentation of theconstruction and Boardman [Bo] for a careful treatment of convergence issues. Wetherefore proceed to step b, building an exact couple from a tower of spectra.
 3.2.1. The Spectral Sequence of a Filtration of Spectra and of a Tower of Spec-tra. We are interested in towers of spectra and their associated inverse limits. Alongthe way we address the slightly more intuitive situation of a filtration of spectraand its associated direct limit.
 Suppose we have a filtration of spectra:
 ∗φ0 // F0
 φ1 //
 wwF1
 φ2 //
 wwF2
 //
 ww· · ·
 corhocofibφ0 corhocofibφ1 corhocofibφ2
 Denote the corrected homotopy colimit corhocolimi Fi by F . We think of thesequence Fi as a filtration of F , and expect any spectral sequence constructedfrom the filtration to give information about F . Take homotopy groups of thespectra Fi and of the corrected homotopy cofibres corhocofibφi, and wrap up theresulting triangles into an exact couple. This produces a spectral sequence withE1pq = πp+q(corhocofibφq). This spectral sequence is a half plane spectral sequence
 with exiting differentials (in the sense of Boardman [Bo]), and converges stronglyto πp+qF :
 E1pq = πp+q(corhocofibφq) =⇒
 strongπp+q corhocolimi Fi.
 Note 3.6. Lest there be any confusion, note that for X a spectrum, by πiX wemean the set of maps HoSpec([S
 i], [X]) in the homotopy category of spectra betweenthe sphere [Si] and [X], not for instance homotopy classes of maps in the categoryof spectra from a sphere Si to X. The above spectral sequence converges, a priori,to colimi πp+qFi; we have used implicitly the equality
 colimi πp+qFi = πp+q corhocolimi Fi.
 In the dual picture, we begin with a tower of spectra:
 · · · // F 2 φ2 // F 1 φ1 // F 0 φ0 // ∗
 corhofibφ2
 gg
 corhofibφ1
 gg
 corhofibφ0
 gg
 Let F denote the corrected homotopy limit corholimi Fi. Again we take homotopy
 groups of the whole diagram of the F i and corhofibφi, and wrap up the resultingtriangles into an exact couple. The spectral sequence associated to this exact couplehas E1
 pq = πp−q(corhofibφq). It is a half plane spectral sequence with entering
 differentials and converges conditionally to limi πp−qFi:
 E1pq = πp−q(corhofibφq) =⇒
 condlimi πp−qF
 i.
 21
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In general, one must address two issues: whether or not this conditionally conver-gent spectral sequence in fact converges strongly, and whether or not limi πp−qF
 i =
 πp−qF , the latter of which is of course a lim1 problem.
 Note 3.7. The spectral sequence of a tower has target limi πp−qFi, but we
 are usually more interested in the homotopy πp−q corholimi Fi of the corrected
 homotopy limit of the tower. These are related by the Milnor exact sequence:
 0→ lim1i πp−q−1F
 i → πp−q corholimi Fi → limi πp−qF
 i → 0.
 3.2.2. The Realization of a Simplicial Spectrum and Tot of a Cosimplicial Spec-trum. Here we note that a simplicial spectrum leads to a filtration of spectra, anddually that a cosimplicial spectrum leads to a tower of spectra. We also identifythe colimit (resp. limit) of the resulting filtration (tower) in terms of the homotopycolimit (limit) of the original (co)simplicial spectrum.
 Notation 3.8. We begin by fixing some notation. The cosimplicial category∆ has objects [0], [1], [2], . . ., (where we think of [n] as 0, 1, . . . , n) and morphismsweakly order preserving maps. The bold ∆ will denote the standard cosimplicialsimplicial set, whose simplicial set of n-cosimplicies ∆(n) is the simplicial n-simplex∆[n]; this n-simplex ∆[n] has k-simplicies ∆[n]k = ∆([k], [n]). We use the symbol∆n
 0 to denote the full subcategory of ∆ whose objects are [0], . . . , [n].
 Let A be a simplicial spectrum, that is a simplicial object A : ∆op → Spec inthe category of spectra. The realization of A is defined as follows:
 |A| := A⊗∆op ∆ = colim
 ( ∐φ:n→m
 Am ⊗∆[n] →→∐n≥0
 An ⊗∆[n]
 ).
 We construct a filtration whose colimit is the realization |A| as follows. Recallthat the n-skeleton sknA of A is the left Kan extension to ∆op of the restriction ofA from ∆op to (∆n
 0 )op. Intuitively, sknA consists of the simplicies of A of dimensionless than or equal to n, together with the possible degeneracies of those simplicies;(here “possible” means possible in a simplicial spectrum agreeing with A throughdimension n). Let |A|n denote the realization | sknA|. We have the sequence
 ∗ → |A|0 → |A|1 → |A|2 → · · ·The colimit of this sequence is, by construction, the realization |A|.
 Note 3.9. We can build the skeleta of A inductively as follows. Define then-th latching object of A as
 LnA = (skn−1A)n.
 This latching object can, roughly speaking, be thought of as the spectrum of de-generate n-simplicies of A—in general, though, the map LnA → An need not bea cofibration, which means in particular that the latching object LnA may recordmore degenerate simplicies than are present in A itself. We have a pushout dia-gram [GJ, p.367]:
 An ⊗ ∂∆n ∪LnA⊗∂∆n LnA⊗∆n //
 skn−1A
 An ⊗∆n // sknA
 22
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Here only, by “⊗” we mean the external tensor, taking a spectrum and a simplicialset and giving a simplicial spectrum.
 Ignoring the terms involving LnA, the pushout says that the n-skeleton sknA isbuilt by gluing an n-simplex along its boundary onto the (n− 1)-skeleton skn−1A,for each “element” of the spectrum An of n-simplicies. But in fact, the (n − 1)-skeleton already includes degenerate n-simplicies, and the pushout accounts for thisby quotienting out the latching object LnA⊗∆n.
 Example 3.10. Consider the first stage |A|1 = | sk1A| of the filtration of|A|. Ignoring degeneracies, the realization of the 1-skeleton is roughly speaking thecolimit
 colim(A1 ⊗∆0 tA1 ⊗∆0 →→ A0 ⊗∆0 tA1 ⊗∆1
 ).
 We can schematically picture this 1-skeleton glued together as follows:
 0
 A1
 A
 Notice that the filtration ∗ → |A|0 → |A|1 → · · · above has colimit the realiza-tion |A|. However, recall that the spectral sequence from section 3.2.1 converges tothe homotopy groups of the corrected homotopy colimit of the filtration. We there-fore need to address the issue of when these two agree. Conveniently, the conditionensuring this agreement can be expressed in terms of Reedy cofibrancy, as follows.
 Definition 3.11. A simplicial spectrum A is Reedy cofibrant if the mapsLnA → An are cofibrations for all n. Roughly speaking, this is true when thedegenerate simplicies of A are freely generated, and for all n the degenerate n-simplicies of A map by a cofibration into all the n-simplicies of A. A sequence ofspectra ∗ → X0 → X1 → · · · is Reedy cofibrant if all the maps in the sequence arecofibrations.
 If a simplicial spectrum A is Reedy cofibrant, then the morphisms |A|n−1 →|A|n are cofibrations (see [GJ, p.385]), which is to say the realization sequence∗ → |A|0 → |A|1 → · · · is Reedy cofibrant. In section 2.3.2, we saw that thecorrected homotopy colimit represents the derived colimit and observed that in thecase of a Reedy cofibrant diagram, this derived colimit is represented by the honestcolimit. Altogether, when the simplicial spectrum A is Reedy cofibrant, we have aweak equivalence
 corhocolimi |A|i 'RC
 colimi |A|i = |A|.
 The subscript “RC” will serve as a reminder that an equivalence depends on Reedycofibrancy.
 Remark 3.12. When the sequence ∗ → |A|0 → |A|1 → · · · is Reedy cofi-brant, all the terms in the sequence are necessarily cofibrant (though this is not,per se, part of the Reedy condition). This objectwise cofibrancy implies that thecorrected homotopy colimit corhocolim |A|i agrees with the usual homotopy colimithocolim |A|i. We will not, however, need this fact.
 23
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Confusingly, there is another homotopy colimit floating around, namely thehomotopy colimit of the ∆op-diagram A itself. We also need to compare the real-ization |A| to this homotopy colimit hocolim∆op A: when we are studying a cosheafof spectra, we will care about the homotopy colimit of the associated simplicialspectrum, but the spectral sequence constructed in section 3.2.1 converges, if Ais Reedy cofibrant, to the homotopy groups of the realization of this simplicialspectrum.
 Recall that the homotopy colimit of the ∆op-diagram A was defined as A⊗∆op
 N(−/∆op)op. We might therefore expect a close relationship between the realiza-tion and the homotopy colimit:
 Proposition 3.13 ([Hi, Thm 18.7.4]). If the simplicial spectrum A is Reedycofibrant, then there is a natural weak equivalence (the Bousfield-Kan map)
 |A| '←− hocolim∆op A.
 This equivalence is most plausible: the reader can note that, ignoring degeneracymaps, the nerves N(−/∆op)op of the overcategories in ∆op are the barycentricsubdivisions of the standard simplicies of ∆. The Reedy cofibrancy condition willbe automatically satisfied (see Lemma 3.20) in the situation we care about, and soneed not concern us.
 In summary, we have the following chain of equalities, relating the target ofour spectral sequence to the homotopy of the homotopy colimit of our simplicialspectrum:
 colimi π∗|A|i = π∗ corhocolimi |A|i =RC
 π∗ colimi |A|i = π∗|A| =RC
 π∗ hocolim∆op A.
 The indicated equalities depend on A being Reedy cofibrant.——–The dual, cosimplicial picture is the one that concerns us more directly. Let
 B : ∆ → Spec be a cosimplicial spectrum. The “corealization” is traditionallycalled the “totalization” of the cosimplicial spectrum and is defined as follows:
 TotB := hom∆(∆, B) = lim
 (∏n≥0
 (Bn)∆(n) →→∏
 φ:n→m
 (Bm)∆(n)
 ).
 Here again ∆ is the cosimplicial standard simplex with ∆(n) the standard simplicialn-simplex ∆[n].
 The key feature of Tot of a cosimplicial spectrum is that it is the inverse limitof a tower of spectra built from the coskeleta of the cosimplicial spectrum, and thistower leads to our desired spectral sequence. We define the n-coskeleton cosknBof a cosimplicial spectrum B : ∆→ Spec to be the right Kan extension to ∆ of therestriction of B from ∆ to ∆n
 0 . Intuitively, cosknB consists of the cosimplicies ofB of dimension between 0 and n; for k > n the coskeleton has a k-cosimplex forevery possible combination of n-cosimplicies of B that could be the image underthe codegeneracy maps of a k-cosimplex of a cosimplicial spectrum agreeing withB through dimension n. Let TotnB denote the totalization Tot cosknB of thecoskeleton of B. We have a tower
 · · · → Tot2B → Tot1B → Tot0B → ∗
 The limit of this sequence is the full totalization TotB.24
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Remark 3.14. The above definition of Totn is not formally the same as theusual one in the literature, for instance as the definition in Bousfield-Kan or Goerss-Jardine, and we would like to spell out and emphasize the difference.
 For a simplicial spectrum A, recall that the n-skeleton sknA and n-coskeletoncosknA of A are defined respectively as the left and right Kan extensions of A|(∆n
 0 )op
 to ∆op. These are both simplicial spectra in their own right. Now, somewhatunconventionally, for a cosimplicial spectrum B, we define the n-skeleton sknBand n-coskeleton cosknB to be respectively the left and right Kan extensions ofB|∆n
 0to ∆. These are, of course, both cosimplicial spectra.
 It is standard to define
 |A|n := | sknA| = sknA⊗∆op ∆
 TotnB := hom∆(skn ∆, B)
 This is unsettling for two reasons. First, here skn ∆ does not refer to a left Kanextension of the cosimplicial object ∆, but to a levelwise left Kan extension of thesimplicial levels of ∆. Second, it does not express the layers Totn as totalizationsin their own right, and moreover entirely obscures the precise duality between theskeletal filtration and the totalization tower.
 Instead we prefer
 |A|n := | sknA| = sknA⊗∆op ∆
 TotnB := Tot cosknB = hom∆(∆, cosknB)
 We leave it to the reader to verify that this results in the same spectrum TotnBas the usual formulation.
 Note 3.15. As we could for the skeleta of a simplicial spectrum, we can buildthe coskeleta of our cosimplicial spectrum B inductively. In a classic exampleof mathematical nomenclature, the duals of latching objects are called matchingobjects:
 MnB = (coskn−1B)n.
 Readers should be warned that this indexing is not the same as that in Goerss-Jardine or Bousfield-Kan; instead we specialize the abstractly consistent scheme ofHirschhorn. The inductive pullback diagram is
 cosknB //
 (Bn)∆n
 coskn−1B // (Bn)∂∆n ×(MnB)∂∆n (MnB)∆n
 The totalization of this diagram gives a corresponding pullback for TotnB in termsof Totn−1B.
 Ignoring the terms involving matching objects, this pullback would indicatethat TotnB can be seen as the pairs of maps φ : ∆n → Bn and “points” ψ ∈Totn−1B that agree as maps θ : ∂∆n → Bn; here, ψ determines θ by the cofacemaps of B. This idea is illustrated in the following example. More precisely, though,the matching terms in the pullback account for the fact that the (n− 1)-coskeletonalready contains a collection of potential n-cosimplicies.
 25
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Example 3.16. We consider the first stage of the Tot tower. Ignoring code-generacy issues, the totalization of the 1-coskeleton is, roughly, the limit
 lim(
 (B0)∆0
 × (B1)∆1
 →→ (B1)∆0
 × (B1)∆0),
 which is to say a 0-cosimplex, together with a path of 1-cosimplicies agreeing atthe ends with the cofaces of the 0-cosimplex:
 .
 1B
 0
 .. B
 By construction the limit of the Tot tower is TotB. There is the pesky issueof whether this limit is the same as the corrected homotopy limit of the tower—recall that, in the absence of lim1 problems, the spectral sequence of the tower hastarget the homotopy groups of the corrected homotopy limit. The condition on thecosimplicial spectrum B that tethers the limit and the corrected homotopy limit is,as expected, Reedy fibrancy.
 Definition 3.17. A cosimplicial spectrum B is Reedy fibrant if the mapsBn → MnB are fibrations. A tower of spectra · · · → Y 1 → Y 0 → ∗ is Reedyfibrant if the maps in the tower are all fibrations.
 When a cosimplicial spectrumB is Reedy fibrant, the maps TotnB → Totn−1Bare fibrations, so the Tot tower is Reedy fibrant. We saw in section 2.3.2 thatthe corrected homotopy limit represents the derived limit; in the case of a Reedyfibrant diagram, the honest limit also represents this derived limit, and the limitand corrected homotopy limit agree. When the cosimplicial spectrum B is Reedyfibrant, we therefore have a weak equivalence
 corholimi TotiB 'RF
 limi TotiB = TotB.
 Remark 3.18. When the tower · · · → Tot1B → Tot0B → ∗ is Reedy fibrant,all the terms in the tower are fibrant, even though this is not explicitly part ofthe Reedy condition. This objectwise fibrancy implies that the corrected homotopylimit corholim TotiB is equal to the homotopy limit holim TotiB, though we donot need to consider the latter homotopy limit.
 We have a tower of spectra whose limit is the totalization of our cosimplicialspectrum, and a spectral sequence with target the homotopy of this totalization(provide we have Reedy fibrancy, and no lim1 problem). However, in the end wewill be interested in the homotopy limit of the cosimplicial spectrum (not its total-ization), because that homotopy limit will carry the global homotopical informationin a sheaf of spectra. Therefore, we need to compare the totalization of the towerto the homotopy limit of the cosimplicial diagram itself:
 Proposition 3.19 ([Hi, Thm 18.7.4]). If the cosimplicial spectrum B is Reedyfibrant, then there is a natural weak equivalence (again called the Bousfield-Kanmap)
 TotB'−→ holim∆B.
 26
 Author's final version made available with permission of the publisher, American Mathematical Society. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms

Page 99
                        
                        

The totalization is hom∆(∆, B), while the homotopy limit is hom∆(N(∆/−), B).We already remarked that, glossing over degeneracy issues, the nerves of the under-categories N(∆/−) are the barycentric subdivisions of the standard simplicies of∆, and so this weak equivalence is unsurprising. The cosimplicial spectra comingfrom our sheaves of spectra will always be Reedy fibrant—see Lemma 3.20.
 In summary, we have the following chain relating the target of the spectralsequence of the Tot tower to the homotopy of the homotopy limit of our cosimplicialspectrum:
 limi π∗ TotiB lim1
 π∗ corholimi TotiB =RF
 π∗ limi TotiB = π∗ TotB =RF
 π∗ holim∆B.
 Here the first arrow refers to the Milnor short exact sequence, and the indicatedequalities depend on B being Reedy fibrant.
 3.2.3. Cosheaves and Simplicial Spectra, and Sheaves and Cosimplicial Spectra.In the last section, we constructed a filtration of spectra out of a simplicial spectrum,and a tower of spectra out of a cosimplicial spectrum. In either case we have anassociated exact couple and therefore spectral sequence. In this section, given acosheaf (resp. sheaf) of spectra, we build a simplicial (resp. cosimplicial) spectrum,and we describe in detail the E1 and E2 terms of the resulting spectral sequence.
 Let C be a site, for instance the etale site of the moduli stack of elliptic curves,and let U = Ui → Ui∈I be a cover in C. Assuming we have coproducts in C, thiscover yields a simplicial object in C:
 U. :=
 (∐i
 Ui ←←∐i,j
 Uij ←←← ∐
 i,j,k
 Uijk ←←←← · · ·
 ).
 A precosheaf of spectra on C is a covariant functor G : C → Spec; similarly ofcourse we may have precosheaves with values in other categories. If we apply sucha precosheaf G to the simplicial object U., we get a simplicial spectrum:
 G(U.) =(G(∐
 Ui) ←← G(∐
 Uij) ←←← · · ·
 ).
 A cosheaf of spectra is a precosheaf G such that for all objects U of the site C andfor all covers U of U , the map
 G(U)'←− hocolim∆op G(U.)
 is a weak equivalence.The spectral sequence associated to the the simplicial spectrum G(U.) has the
 form
 E1pq = πp+q(corhocofib(|G(U.)|q−1 → |G(U.)|q)) =⇒ πp+q corhocolimi |G(U.)|i.
 In order to better identify both the E1 term and the target of this spectral sequence,we need to know that simplicial spectra built from precosheaves are well behaved:
 Lemma 3.20. Let G be a precosheaf on a site C with values in cofibrant ob-jects of a (model) category D; suppose moreover that G preserves coproducts. LetU = Ui → U be a cover in C, and U. = (
 ∐Ui ←←
 ∐Uij ←←← · · · ) the associated
 simplicial object of C. The simplicial object G(U.) of D is Reedy cofibrant. Simi-larly, if F is a presheaf on C with values in the fibrant objects of D, and if F takescoproducts to products, the associated cosimplicial object F(U.) is Reedy fibrant.
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We assume our precosheaf G takes values in cofibrant spectra and preservescoproducts. The associated simplicial spectrum G(U.) is therefore Reedy cofibrant,and the maps |G(U.)|q−1 → |G(U.)|q are cofibrations between cofibrant spectra.The corrected homotopy cofibres of these maps, which appear in the E1 term of thespectral sequence, are then simply ordinary cofibres. We can identify the cofibreof |G(U.)|q−1 → |G(U.)|q explicitly as the q-fold suspension of the q-simplicies∐|Q|=q G(UQ) of the simplicial spectrum G(U.):
 cofib(|G(U.)|q−1 → |G(U.)|q
 )= Σq
 ( ∐|Q|=q
 G(UQ)
 ).
 For example, in picture 3.10 the cofibre of the inclusion of the 0-skeleton isevidently the 1-fold suspension of the 1-simplicies; (note that the 0-skeleton includesdegeneracies of the 0-simplicies). The E1 term of the spectral sequence is thereforeE1pq = πp(
 ∐|Q|=q G(UQ)). Tracing the d1 differential from the exact couple through
 to this description of the E1 term, we find the E2 term of the spectral sequenceis E2
 pq = HUq (U, πqG)—the Cech homology of U with respect to the cover U with
 coefficients in the precosheaf of abelian groups (πpG)(V ) := πp(G(V )).Now suppose G is a cosheaf of cofibrant spectra. The simplicial spectrum G(U.)
 is Reedy cofibrant, and the results of section 3.2.2 identify the target of the spectralsequence:
 corhocolimi |G(U.)|i ' colimi |G(U.)|i = |G(U.)| ' hocolim∆op G(U.) ' G(U).
 The last equivalence here comes from the cosheaf condition. Altogether then, forsuch a cosheaf of spectra we have a strongly convergent spectral sequence
 E2pq = HU
 q (U, πpG) =⇒strong
 πp+qG(U).
 ——–The reader can imagine how the dual story progresses. Given a presheaf F of
 spectra, we have a cosimplicial spectrum
 F(U.) =(F(∐
 Ui) →→ F(∐
 Uij) →→→ · · ·
 ).
 The spectral sequence associated to this cosimplicial spectrum has the form:
 E1pq = πp−q(corhofib Totq F(U.)→ Totq−1 F(U.)) =⇒ limi πp−q Toti F(U.).
 Suppose the presheaf F takes values in fibrant spectra, and takes coproductsto products. The cosimplicial spectrum F(U.) is then Reedy fibrant, and the mapsTotq F(U.)→ Totq−1 F(U.) in the Tot tower are fibrations between fibrant spectra.The corrected homotopy fibres appearing in the E1 term of the spectral sequenceare therefore ordinary fibres, which are explicitly identifiable. The fibre of themap Totq F(U.) → Totq−1 F(U.) is, up to homotopy, the q-fold loop space of theq-cosimplicies
 ∏|Q|=q F(UQ) of our cosimplicial spectrum:
 fib(Totq F(U.)→ Totq−1 F(U.)) ' Ωq(∏|Q|=q
 F(UQ)).
 For example, for a cosimplicial spectrum B, the map Tot1B → Tot0B is,roughly speaking, projecting to the 0-cosimplicies B0; the fibre over a given 0-cosimplex is an end-fixed path space in the 1-cosimplicies B1, which (provided the
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1-cosimplicies B1 are connected) has the homotopy type of the loop space ΩB1—consider picture 3.16. The E1 term of the spectral sequence associated to thecosimplicial spectrum F(U.) is now E1
 pq = πp(∏|Q|=q F(UQ)). The corresponding
 E2 term is E2pq = Hq
 U(U, πpF), the Cech cohomology with coefficients in the presheaf(πpF)(V ) := πp(F(V )).
 Provided there is no lim1 problem, that is if lim1i πr Toti F(U.) = 0, the tar-
 get of the spectral sequence is limi πp−q Toti F(U.) = πp−q corholimi Toti F(U.).Finally suppose that our presheaf F is actually a sheaf taking values in fibrantspectra. The associated cosimplicial spectrum is Reedy fibrant, and using the re-sults of section 3.2.2 this allows us to further identify the target spectrum:
 corholimi Toti F(U.) ' limi Toti F(U.) = TotF(U.) ' holim∆ F(U.) ' F(U).
 The last equivalence is the sheaf condition on F . The spectral sequence, at longlast, is
 E2pq = Hq
 U(U, πpF) =⇒cond,no lim1
 πp−qF(U).
 3.3. The spectral sequence for π∗TMF . We specialize the spectral se-quence of Section 3.2 to the particular sheaf Otop of (fibrant) spectra on the modulistack (Mell)et of elliptic curves in the etale topology. We use particular proper-ties of this sheaf and the results of Section 3.1 to identify the E2 term as a sheafcohomology of the moduli stack. Moreover, we address the lim1 problem for therelevant tower of spectra, thereby pinning down the target of the spectral sequenceas the spectrum of global sections Otop(Mell).
 For a cover U = Ui →Mell ofMell in the site (Mell)et, and U. the associatedsimplicial object of (Mell)et, the spectral sequence associated to Otop and U hasthe form
 E2pq = Hq
 U(Mell , πpOtop) =⇒cond
 limi πp−q TotiOtop(U.).
 We can remove the dependence of the E2 term on the particular cover U byrestricting attention to covers of the moduli stack by affine schemes.
 Proposition 3.21. Suppose the cover U = Ui →Mell is by affine schemesUi. In this case, for any collection of indices J = i1, . . . , ij, the value of thepresheaf πpOtop on UJ is the same as the corresponding value of the sheafificationof πpOtop:
 πpOtop(UJ) = (π†pOtop)(UJ).
 It follows from this proposition that there is an equality of Cech cohomology groups:
 HqU(Mell , πpOtop) = Hq
 U(Mell , π†pOtop).
 The same affine condition on the cover gets us the rest of the way to sheaf coho-mology:
 Proposition 3.22. Suppose again the cover U is by affine schemes. Then forall J , the intersection UJ is acyclic for the sheaf π†pOtop, that is
 Hi(UJ , π†pOtop) = 0, i > 0.
 By the general Proposition 3.4, the acyclicity of UJ for the sheaf π†pOtop impliesthat in this case Cech and sheaf cohomology agree:
 HqU(Mell , π
 †pOtop) = Hq(Mell , π
 †pOtop).
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Having identified the E2 term, we reconsider the target of the spectral se-quence. Both the convergence properties of the spectral sequence and the potentiallim1 term are controlled by the same finiteness condition on the differentials—seeBoardman [Bo]:
 Proposition 3.23. Let E1pq = πp−q(corhofibφq) =⇒ limi πp−qF
 i be the spec-
 tral sequence associated to the tower of spectra ··· −→ F 2 φ2−→ F 1 φ1−→ F 0 φ0−→ ∗. If forall p and q there are only finitely many r such that the differential originating at Erpqis nonzero, then the spectral sequence convergences strongly and lim1
 i πp−q−1Fi = 0.
 The spectral sequence associated to the sheaf Otop evaluated on an affine cover ofthe moduli stack Mell has the feature that there are only finitely many nonzerodifferentials originating at any term.
 Corollary 3.24. For U. the simplicial object of (Mell)et associated to an
 affine cover U of the moduli stack Mell , the lim1 term in the Milnor sequence forTot∗Otop(U.) vanishes:
 lim1i πp−q−1 TotiOtop(U.) = 0.
 The target limi πp−q TotiOtop(U.) of our spectral sequence is therefore equal to
 πp−q corholimi TotiOtop(U.), which is, in turn, equal to πp−qOtop(Mell). Thespectrum TMF is by definition this spectrum Otop(Mell) of global sections of thesheaf Otop.
 Though we have restricted our attention to the moduli stack Mell of smoothelliptic curves, the sheaf Otop extends to the Deligne-Mumford compactificationMell . The process we have described also provides a spectral sequence for thehomotopy of the spectrumOtop(Mell) of global sections over the compactification—this spectrum is denoted Tmf . Altogether then, we have reached the end of ourroad:
 Proposition 3.25. There are strongly convergent spectral sequences
 E2pq = Hq(Mell , π
 †pOtop) =⇒ πp−qTMF ,
 E2pq = Hq(Mell , π
 †pOtop) =⇒ πp−qTmf .
 As the spectrum tmf is by definition the connective cover of Tmf , the secondspectral sequence gives in particular a means of computing the homotopy groupsof tmf .
 Appendix. Degenerate simplicies and codegenerase cosimplicies
 We hope we are not alone in thinking that cosimplicial objects, totalization,matching objects, and Reedy fibrancy appear at first more abstruse than the dualnotions of simplicial objects, realization, latching objects, and Reedy cofibrancy.We think this is in part due to some missing terminology, which we advertise here.We restrict attention to pointed model categories C that behave like the categoryof based spaces in the sense that fibrations are categorical epimorphisms, and theimage of a cofibration P → Q is isomorphic to its source P .
 Let A be a simplicial object in such a model category C. The object An is called,of course, the n-simplicies of A. This object receives degeneracy maps from the
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k-simplicies Ak for k < n. We would like to build an object DgntnA, the degeneraten-simplicies, that contains precisely the targets of these degeneracy maps in A. Inorder to do this, we first use a left Kan extension to glue together the possiblen-simplicies that could be targets of degeneracy maps from the k-simplicies Akfor k < n—this forms the latching object LnA, which we think of as the possibledegenerate n-simplicies of A. This latching object was described in section 3.2.2,where we noted that “possible” refers to n-simplicies that may exist in simplicialobjects agreeing with A in levels less than n.
 There is a natural map λn : LnA → An from the n-th latching object to then-simplicies. Define the object DgntnA of degenerate n-simplicies of A to be thefibre of the cofibre (that is the image) of the map λn. The degenerate n-simpliciesDgntnA are the possible degenerate simplicies that actually occur in A. (Notethat in an arbitrary model category, it would be wiser to define the degeneraten-simplicies to be the cofibre of the fibre (that is the coimage) of λn; however, intopological contexts coimage rarely coincides with our intuition about the target ofa map, and we scuttle the coimage formulation.)
 Recall that A is Reedy cofibrant if λn : LnA→ An is a cofibration. This occursprecisely when the map LnA→ DgntnA is an isomorphism and the map DgntnA→An is a cofibration—the first condition says that all possible degeneracies actuallyoccur, which is to say the degenerate simplicies are freely generated, while thesecond condition says that the degenerate simplicies include into all simplicies by acofibration. This pair of conditions is a convenient mnemonic for Reedy cofibrancyof simplicial diagrams.
 Now let B be a cosimplicial object in the category C. The object Bn is calledthe n-cosimplicies of B. The n-cosimplicies map by codegeneracy maps to thek-cosimplicies, for k < n. We would like to build an object that encodes infor-mation about the sources of these codegeneracy maps—we will call the resultingobject CodgnsnB, the codegenerase n-cosimplicies. Note well that these are notthe “codegenerate n-cosimplicies”, a term which would refer to n-cosimplicies inthe target of codegeneracy maps, and this object also has nothing to do with cofacemaps. In order to build this codegenerase object, we first use a right Kan extensionto assemble the possible n-cosimplicies that could be sources of codegeneracy mapsto the k-cosimplicies Bk for k < n—this forms the matching object MnB, whichwe think of as the possible codegenerase n-cosimplicies of B. Matching objectswere defined in section 3.2.2; the “possible” here refers to cosimplicies that couldappear in cosimplicial objects agreeing with B below level n. (Pedantically speak-ing, we could emphasize the left versus right Kan extension by thinking of LnA asthe “copossible degenerate” n-simplicies and MnB as the “possible codegenerase”n-cosimplicies, but we draw a line before the term “copossible”.)
 There is a natural map µn : Bn → MnB from the n-cosimplicies to the n-thmatching object. Define the object CodgnsnB of codegenerase n-cosimplicies of Bto be the fibre of the cofibre (that is the image) of the map µn. (Note that wedo use the image here, not as one might expect the coimage.) The codegenerasen-cosimplicies CodgnsnB is the object of possible codegenerase cosimplicies thatactually occur in B.
 The cosimplicial object B is Reedy fibrant if µn : Bn → MnB is a fibra-tion. This happens exactly when the map Bn → CodgnsnB is a fibration and
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the map CodgnsnB →MnB is an isomorphism—the first condition is that the n-cosimplicies map by a fibration onto the codegenerase cosimplicies, and the secondcondition is that all possible codegenerase cosimplicies occur, which is to say thatthe codegenerase cosimplicies are cofreely generated. This provides a convenientperspective on the meaning of Reedy fibrancy for cosimplicial diagrams.
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Bousfield localization and the Hasse square
 Tilman Bauer
 1. Bousfield localization
 The general idea of localization at a spectrum E is to associate to any spectrumX the “part of X that E can see”, denoted by LEX. In particular, it is desirablethat LE is a functor with the following equivalent properties:
 E ∧X ' ∗ =⇒ LEX ' ∗
 If X → Y induces an equivalence E ∧X → E ∧ Y then LEX'−→ LEY.
 Definition 1.1. A spectrum X is called E-acyclic if E ∧X ' ∗. It is calledE-local if for each E-acyclic T , [T,X] = 0, where [T,X] denotes the group ofstable homotopy classes. A map of spectra f : X → Y is called an E-equivalence ifE ∧f : E ∧X → E ∧Y is a homotopy equivalence. It is immediate that a spectrumX is E-local iff for each E-equivalence S → T , the induced map [T,X]→ [S,X] isan isomorphism.
 A spectrum Y with a map X → Y is called an E-localization of X if Y isE-local and X → Y is an E-equivalence.
 If a localization of X exists, then it is unique up to homotopy and will be
 denoted by XηE−−→ LEX.
 Localizations of this kind were first studied by Adams [Ad], but set-theoreticdifficulties prevented him from actually constructing them. Bousfield found a way ofovercoming these problems in the unstable category [Bou1]; for spectra, he showedin [Bou2] that localization functors exist for arbitrary E.
 We start by collecting a couple of easy facts about localizations.
 Lemma 1.2. Module spectra over a ring spectrum E are E-local.
 Proof. Since any map from a spectrum W into an E-module spectrum Mcan be factored through E ∧W , it follows that all maps from an E-acyclic W intoM are nullhomotopic.
 Lemma 1.3. If v ∈ π∗(E) is an element of a ring spectrum E (of an arbitrarybut homogeneous degree), then LE ' Lv−1E∨E/v, where E/v denotes the cofiber ofmultiplication with v and
 v−1E = colim(E
 v−→ Ev−→ · · ·
 )the mapping telescope.
 1
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Proof. It suffices to show that the class of E-acyclics agrees with the class of(v−1E ∨ E/v)-acyclics. Since Lv−1E∨E/v is a module spectrum over E, E-acyclics
 are clearly (v−1E∨E/v)-acyclic; conversely, if E/v∧W ' ∗ then v : E∧W → E∧Wis a homotopy equivalence, hence E ∧W ' v−1E ∧W . Thus if also v−1E ∧W ' ∗,W is E-acyclic.
 Lemma 1.4. Homotopy limits and retracts of E-local spectra are E-local.
 Proof. The statement about retracts is obvious. For the statement aboutlimits, first observe that a spectrum X is E-local if and only if the mappingspectrum Map(T,X) is contractible for all E-acyclic T . This is obvious becauseπk Map(T,X) = [ΣkT,X], and if T is E-acyclic then so are all its suspensions.
 Now if F : I → spectra is a diagram of E-local spectra, the claim followsfrom the equivalence
 Map(T, holimF ) ' holim Map(T, F )
 The following lemma characterizes E-localizations.
 Lemma 1.5. The following are equivalent for a map of spectra X → Y :
 • X → Y is an E-localization;À X → Y is the initial map into an E-local target;Á X → Y is the terminal map which is an E-equivalence.
 Proof. Obvious from the axioms.
 This characterization suggests two ways of constructing X → LEX:
 À LEX = holimX→Y
 Y E-local
 Y or
 Á LEX = hocolimX→Y
 E-equivalence
 Y .
 In both cases, these limits are not guaranteed to exist because the indexingcategories are not small. This is more than a set-theoretic nuisance and requires adeeper study of the structure of the background categories.
 I will first briefly discuss what can be done with approach À. The main con-struction will be closer to method Á.
 À Localizations as limits. For a ring spectrum E, instead of indexing thehomotopy limit over all X → Y with Y E-local, we could use the spaces in theAdams tower for E:
 X → Totn(E∧(•+1) ∧X
 ),
 which is a subdiagram because E ∧X is E-local for any X by Lemma 1.2, and E-locality satisfies the 2-out-of-3 property for cofibration sequences of spectra. For thiscosimplicial construction to make sense, the ring spectrum E has to be associativein a strict sense (e.g. in the framework of [EKMM]) or at least A∞ [?]), or one canrestrict to cofacial spectra: A cofacial spectrum is a functor from ∆f to spectra,where ∆f is the subcategory of ∆ with the same objects but only injective maps.In that case, Tot is just defined as the homotopy limit, and one can show that thisagrees with the cosimplicial Tot if the cofacial spectrum is the underlying cofacialspectrum of a cosimplicial spectrum. Note that in this approach, no multiplicationon E is needed whatsoever – this works with any coaugmented spectrum S→ E.
 2
 Author's final version made available with permission of the publisher, American Mathematical Society. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms

Page 107
                        
                        

If we are lucky, X → XE =def Tot(E∧(•+1) ∧X) is an E-localization. This isnot always the case – X → XE sometimes fails to be an E-equivalence. Whether ornot LEX ' XE , the latter is what the E-based Adams-Novikov spectral sequenceconverges to and thus is of independent interest. If LEX can be built from E-module spectra by a finite sequence of cofiber extensions and retracts, then LEX 'XE [Bou2, Thm 6.10] (such spectra are called E-prenilpotent). For some spectraE, every X is E-prenilpotent; these spectra have the characterizing property thattheir Adams spectral sequence has a common horizontal vanishing line at E∞ anda horizontal stabilization line at every Er for every finite CW-spectrum [Bou2,Thm 6.12]. A necessary condition for this is that E is smashing, i.e., that LEX =X ∧ LES0 for every spectrum X.
 Á Localizations as colimits. Bousfield’s approach to constructing localiza-tions uses colimits. The basic idea for cutting down the size of the diagram thecolimit is formed over is the following observation:
 To check if X is E-local, it is enough to show that for any E-equivalence S → T
 with #S, #T < κ for some cardinal κ depending only on E, [T,X]∼=−→ [S,X].
 At this point, it is not crucial what exactly we mean by #S. For a constructionof LEX that is functorial up to homotopy, it is enough to define #S to be thenumber of stable cells.
 Given this observation, LEX can be constructed in a small-object-argument-like fashion by forming homotopy pushouts∐
 S→TE-eq.
 S X
 ∐S→TE-eq.
 T X(1)
 and iterating this transfinitely (using colimits at limit ordinals). When the cardinalκ is reached, X(κ) is E-local because it satisfies the lifting condition for “small”S → T .
 Theorem 1.6. The category of spectra has a model structure with
 • cofibrations the usual cofibrations of spectra, i.e. levelwise cofibrationsAn → Bn such that
 S1 ∧Bn ∪S1∧AnAn+1 → Bn+1
 are also cofibrations;• weak equivalences the (stable) E-equivalences;• fibrations given by the lifting property
 The fibrant objects in this model structure are the E-local Ω-spectra.
 Here are some explicit examples of localization functors.
 Example 1.7. (1) E = S0. In this case, LE is the functor that replacesa spectrum by an equivalent Ω-spectrum.
 (2) E = M(Z(p)) = Moore spectrum. In this case LEX ' X(p) is the Bous-field p-localization. This is an example of a smashing localization, i.e.LEX ' X ∧ LES0, which in this case is also the same as X ∧ E.
 3
 Author's final version made available with permission of the publisher, American Mathematical Society. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms

Page 108
                        
                        

(3) E = M(Z/p). For connective X, LEX ' X p is the p-completion functor
 X p = holim· · · → X ∧M(Z/p2)→ X ∧M(Z/p).
 We write Xηp−→ LpX for this localization X
 ηE−−→ LEX.(4) E = M(Q) = HQ. As in (2), LEX = X ∧LQS0 = X ∧HQ is smashing; it
 is the rationalization of X. As in the previous case, we write XηQ−→ LQX
 for this localization XηE−−→ LEX.
 2. The Sullivan arithmetic square
 The arithmetic square is a homotopy cartesian square that allows one to recon-struct a space if, roughly, all of its mod-p-localizations and its rationalization areknown. For the case of nilpotent spaces, which is similar to spectra, this was firstobserved by Sullivan [Sul].
 Lemma 2.1. For any spectrum X, the following diagram is a homotopy pullbacksquare:
 X∏p LpX
 LQX LQ
 (∏p LpX
 )∏ηp
 LQ(∏ηp)
 ηQ ηQ
 This is a special case of
 Proposition 2.2. Let E, F , X be spectra with E∗(LFX) = 0. Then there isa homotopy pullback square
 LE∨FX LEX
 LFX LFLEX
 ηE
 LF (ηE)
 ηF ηF
 In the case of Prop. 2.1, E =∨pM(Z/p), F = HQ. To see that LE =
 ∏p Lp,
 we have to show that there are no nontrivial homotopy classes from an E-acyclicspace to a spectrum of the form
 ∏p LpX, which is immediate, and that
 M(Z/p)∗(X)∼=−→M(Z/p)∗
 (∏l
 LlX
 )is an isomorphism for all p. The latter holds because smashing with M(Z/p) com-mutes with products since M(Z/p) is a finite (two-cell) spectrum (use Spanier-Whitehead duality).
 Furthermore, the condition E∗(LFX) = E∗(HQ ∧X) = 0 is satisfied becauseH∗(M(Z/p);Q) = 0.
 Proof of the proposition. Note that the map denoted ηE in the diagramis the unique factorization of ηE : X → LEX through LE∨FX, which exists becauseX → LE∨FX is an E-equivalence. The same holds for ηF , and furthermore, thesemaps are E- and F -equivalences, respectively. Now let P be the pullback. We need
 4
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to see that (1) P is (E ∨ F )-local and (2) the induced map X → P is an E- andan F -equivalence. For (1), take a spectrum T with E∗T = F∗T = 0. Then in theMayer-Vietoris sequence for the pullback,
 · · · → [T, P ]→ [T, LEX]⊕ [T, LFX]→ [T, LFLEX]→ . . . ,
 the two terms on the right are zero, hence so is [T, P ].For (2), observe that P → LFX is an F -equivalence because it is the pullback
 of ηF on LEX, and since X → LFX is also an F -equivalence, so is X → P . Thesame argument works for P → LEX except that here, the bottom map is an E-equivalence for the trivial reason that both terms are E-acyclic by the assumption.
 3. Morava K-theories and related ring spectra
 Given a complex oriented even ring spectrum E and an element v ∈ π∗E,we would like to construct a new complex oriented ring spectrum E/v such thatπ∗(E/v) = (π∗E)/(v). This is clearly not always possible. The machinery ofcommutative S-algebras of [EKMM] (or any other construction of a symmetricmonoidal category of spectra, such as symmetric spectra) allows us to make thiswork in many cases where more classical homotopy theory has to rely on ad-hocconstructions (such as the Baas-Sullivan theory of bordism of manifolds with sin-gularities).
 In this section, let E be a complex oriented even commutative S-algebra and Aan E-module spectrum with a commutative ring structure in the homotopy categoryof E-modules, and which is also a complex oriented even ring spectrum. Let us callthis an E-even ring spectrum. A commutative E-algebra would of course be fine,but we need the greater generality.
 Theorem 3.1 ([EKMM, Chapter V]). For any v ∈ π∗E, v−1A carries thestructure of an E-even ring spectrum. Furthermore, if v is a non-zero divisor thenA/v is also an E-even ring spectrum.
 Even if A is a commutative E-algebra (for example, A = E), the resultingspectrum is usually not a commutative S-algebra.
 Of course, this construction can be iterated to give
 Corollary 3.2. Given a graded ideal I / π∗E generated by a regular sequenceand a graded multiplicative set S ⊂ π∗E, one can construct an E-even ring spectrumS−1A/I with π∗S
 −1A/I = S−1(π∗A)/I.
 In particular, this can be done for E = MU . For example, BP can be con-structed in this way by taking I = ker(MU ∗ → BP∗), which is generated by a reg-ular sequence. It is currently not known whether BP is a commutative S-algebra.However, the methods above allow us to construct all the customary BP -ring spec-tra by pulling regular sequence back to E = MU ∗ and letting A = BP . Forexample,
 E(n) = v−1n BP/(vn+1, vn+2, . . . )
 K(n) = v−1n BP/(p, v1, . . . , vn−1, vn+1, . . . )
 P (n) = BP/(p, v1, . . . , vn−1)
 B(n) = v−1n BP/(p, v1, . . . , vn−1).5
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Any MU -even ring spectrum A gives rise to a Hopf algebroid (A∗, A∗A) andan Adams-Novikov spectral sequence
 E2∗∗ = CotorA∗A(A∗, A∗X) =⇒ π∗XA.
 If MA denotes the stack associated to the Hopf algebroid (A∗, A∗A) and FX thegraded sheaf associated with the comodule A∗X, this E2-term can be expressed as
 E2∗∗ = H∗∗(MA, FX),
 which is the cohomology of the stack MA with coefficients in the sheaf FX .In particular, if f : A → B is a morphism of MU -even ring spectra, we get a
 morphism of spectral sequences, and if f induces an equivalence of the associatedstacks, then f induces an isomorphism of spectral sequences from the E2-term on.In particular, in this case, XA ' XB if we can assure that the spectral sequencesconverge strongly. Note that we do not need an inverse map B → A.
 Theorem 3.3. If f : A→ B is a morphism of MU -even ring spectra inducingan equivalence of associated stacks, then LA ' LB.
 Proof. The argument outline above gives an almost-proof of this fact, but itputs us at the mercy of the convergence of the Adams-Novikov spectral sequencesto the localizations LAX and LBX. We give an argument that doesn’t requiresuch additional assumptions. Note that it is sufficient to show that A∗X = 0 if andonly if B∗X = 0. Assume A∗X = 0. Then the A-based Adams-Novikov spectralsequence is 0 from E1 on, thus the B-based Adams-Novikov spectral sequence isalso trivial from E2 on. This time, the spectral sequence converges strongly becauseit is conditionally convergent in the sense of Boardman [Boa], which implies strongconvergence if the derived E∞-term is 0 – but this is automatic since the Er-termsare all trivial for r ≥ 0. Thus XB is contractible.
 Now the Hurewicz map X → B ∧X factors as X → LBX → XB → B ∧X bythe universal property À of the localization, since XB is B-local. Thus X → B∧Xis trivial. Using the ring spectrum structure on B, we see that B∧X → B∧B∧X µ−→B ∧X, which is the identity, is also trivial, so B ∧X ' ∗.
 In particular, this applies to the following cases:
 Theorem 3.4. We haveLB(n) ' LK(n)
 Let In = (p, v1, . . . , vn−1) / BP∗ and E(k, n) = E(n)/Ik for 0 ≤ k ≤ n ≤ ∞. Then
 Lv−1k E(k,n) ' LK(k).
 Proof. The first part is due to Ravenel [Rav] and Johnson-Wilson [JW], butthey give a different proof without the Adams-Novikov spectral sequence.
 To apply Theorem 3.3, it is useful to extend the ground ring of the homol-ogy theories in question from Fp to Fpn , which does not change their localizationfunctors. The Hopf algebroids for B(n)⊗ Fpn and K(n)⊗ Fpn both classify formalgroups of height n. By Lazard’s theorem, there is only one such group over Fpnup to isomorphism, which shows that the quotient map B(n)⊗ Fpn → K(n)⊗ Fpninduces an isomorphism of Hopf algebroids.
 The second part works similarly by considering the maps of Hopf algebroidsinduced from
 v−1k E(k, n)← B(k)/(vn+1, vn+2, . . . )→ K(k)6
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which again all represent the stack of formal groups of height k.
 Theorem 3.5. We have that
 LE(n) ' LK(0)∨K(1)∨···∨K(n) ' Lv−1n BP .
 Proof. With the notation of Theorem 3.4, since E(n, n) = K(n) and E(0, n) =E(n), it suffices to show that
 LE(k,n) ' LK(k)∨E(k+1,n).
 By Lemma 1.3, LE(k,n) ' Lv−1k E(k,n)∨E(k+1,n). By Theorem 3.4, Lv−1
 k E(k,n) 'LK(k), and the result follows by induction.
 The second equivalence can be proved by a similar argument, not needed here,and left to the reader.
 Theorem 3.6. There is a homotopy pullback square
 LK(1)∨K(2)X LK(2)X
 LK(1)X LK(1)LK(2)X
 ηK(2)
 LK(1)(ηK(2))
 ηK(1) ηK(1)
 Proof. This is an application of Prop. 2.2. We need to see thatK(2)∗(LK(1)X) =
 0 for any X. To see this, let α : ΣkM(Z/p) → M(Z/p) be the Adams map, whichinduces multiplication with a power of v1 in K(1) and is trivial in K(2). Herek = 2p− 2 for odd p and k = 8 for p = 2).
 Let X be K(1)-local. Then so is X ∧M(Z/p), and since ΣkX ∧M(Z/p) α−→X ∧M(Z/p) is a K(1)-isomorphism, it is a homotopy equivalence. On the otherhand, α∗ : K(2)∗(Σ
 kX∧M(Z/p))→ K(2)∗(X∧M(Z/p)) is trivial, thus K(2)∗(X∧M(Z/p)) = 0. By the Kunneth isomorphism, K(2)∗(X) = 0.
 The same result holds true for any K(m) and K(n) with m < n; M(Z/p) and αthen have to be replaced by a type-m complex and its vm-self map in the argument.We briefly recall some basic facts around the periodicity theorem.
 Definition 3.7. A finite p-local CW -spectrum X has type n if K(n)∗(X) 6= 0but K(k)∗(X) = 0 for k < n. For example, the sphere has type 0, the Moorespectrum M(Z/p) has type 1, and the the cofiber of the Adams map has type 2.
 Theorem 3.8 ([DHS, HS]). Every type-n spectrum X admits a vn-self map, i.e. a map f : Σ?X → X which induces multiplication by a power of vn in K(n)∗(X).
 The periodicity theorem implies that there exist type-n complexes for every n ∈N. They can be constructed iteratively, starting with the sphere, by taking cofibersof vk-self maps. Thus, there exist multi-indices I = (i0, . . . , in−1) and spectra
 S0/(vI) such that BP∗(S0/(vI)) = BP∗/(vI), where (vI) = (pi0 , vi11 , . . . , v
 in−1
 n−1 ).These are sometimes called generalized Moore spectra. It is an open question whatthe minimal values of I are (they certainly depend on the prime.)
 7
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4. The Hasse square
 In this section, we will study algebraic interpretations of K(n)-localization interms of formal groups and elliptic curves.
 Proposition 4.1. Let E be a complex oriented ring spectrum over S(p) anddefine
 E′ = holim(i0,...,in−1)∈Nn
 v−1n E/(pi0 , vi11 , . . . , vin−1
 n−1 ).
 Here vi are the images of the classes in BP of the same name under the orientationBP → E. Then LK(n)E ' E′.
 Proof. We also denote by In / E∗ the image of the ideal of the same namein BP . As v−1n E/In is a B(n)-module spectrum, it is B(n)-local by Lemma 1.2,thus by Theorem 3.4 also K(n)-local. Each spectrum v−1n E/(vI) (using multi-indexnotation) is constructed from v−1n E/I by a finite number of cofibration sequences,thus it is also K(n)-local. Since homotopy limits of local spectra are again local(Lemma 1.4), E′ is K(n)-local, and it remains to show that K(n)∗(E) ∼= K(n)∗(E
 ′).The coefficient rings of the Morava K-theories K(n) are graded fields, hence theyhave Kunneth isomorphisms. Thus it suffices to show that E ∧ X → E′ ∧ X is aK(n)-equivalence for some X with nontrivial K(n)∗(X). Choose X = S0/(vJ) tobe a generalized Moore spectrum of type n, for some multi-index J . Then
 E′ ∧X ' holimI∈Nn
 (v−1n E/(vI) ∧ S0/(vJ)
 )' v−1n E/(vJ).
 Thus K(n)∗(E ∧X) = K(n)∗(E/vJ) = K(n)∗(v
 −1n E/vJ) = K(n)∗(E
 ′ ∧X).
 Now we will specialize to an elliptic spectrum E defined over the ring E0 withassociated elliptic curve CE over SpecE0. Proposition 4.1 in particular tells us that
 π0LK(1)E ∼= limiv−11 E0/(p
 i),
 which is the ring of functions on Spf((E0)p)ord, the ordinary locus of the formal
 competion of SpecE0 at p, i.e. the sub-formal scheme over which CE is ordinary.In particular, if E0 is an Fp-algebra, π0LK(1)E ∼= v−11 E0 is just the (non-formal)ordinary locus of E0. Similarly,
 π0LK(2)E ∼= limi0,i1
 v−12 E0/(pi0 , vi11 ) = lim
 i0,i1E0/(p
 i0 , vi11 )
 is the ring of functions on the formal completion of SpecE0 at the supersingularlocus at p. The last equality holds because any elliptic curve has height either 1 or2 over Fp, thus v2 is a unit in E0/(p, v1) and hence in E0/(p
 i0 , vi11 ).
 Lemma 4.2. Any p-local elliptic spectrum E is E(2)-local.
 Proof. We need to show that for any W with E(2)∗W = 0 , we have thatE∗W = 0. By Theorems 3.4 and 3.5, this is equivalent to B(i) = 0 for 0 ≤ i ≤ 2.That is,
 p−1BP ∧W ' ∗v−11 BP/p ∧W ' ∗
 v−12 BP/(p, v1) ∧W ' ∗.8
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Now since E is a BP -ring spectrum, the same equalities hold with BP replaced byE. It follows from Lemma 1.3 that
 E/(p, v1) ∧W ' v−12 E/(p, v1) ∧W ' ∗ and v−11 E/p ∧W ' ∗ ⇒ E/p ∧W ' ∗E/p ∧W ' ∗ and p−1E ∧W ' ∗ ⇒ E ∧W ' ∗.
 Corollary 4.3 (the “Hasse square”). For any elliptic spectrum E, there is apullback square
 Ep //
 LK(2)E
 LK(1)E // LK(1)LK(2)E.
 Proof. It follows from Lemma 3.6 that the pullback is LK(1)∨K(2)E. Nowconsider the arithmetic square
 LK(0)∨K(1)∨K(2)E //
 LK(1)∨K(2)E
 LK(0)E // LK(0)LK(1)∨K(2)E.
 Since LpLK(0)X = LpLQX = ∗, applying the p-completion functor Lp, we see thattop horizontal map
 LpE ' LpLK(0)∨K(1)∨K(2)E → LpLK(1)∨K(2)E ' LK(1)∨K(2)E
 is an equivalence, hence the result.
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The Local Structure of the Moduli Stack of Formal Groups
 Jacob Lurie
 Let MFGL denote the moduli stack of formal groups (always assumed to becommutative and one-dimensional): this can be identified with the functor whichassigns, to every commutative ring R, the groupoid MFGL(R) of formal groupsover R (and isomorphisms between them). We wish to understand the structure ofMFGL. A natural starting point is to identify the points of MFGL; that is, mapsSpec k →MFGL, where k is a field. For these we have the following classification(at least in the case where k is separably closed):
 • If k is a separably closed field of characteristic p > 0, then formal groupsG over k are classified by an invariant h = h(G), called the height of G.
 The height of the formal additive group Ga is∞; otherwise h is a positiveinteger, uniquely determined by the requirement that the (finite) groupscheme of p-torsion points of G has rank ph.• If k is a field of characteristic zero, then every formal group G over k is
 isomorphic to the formal additive group Ga. In this case, we agree byconvention that the height of G is equal to zero.
 Our interest in the moduli stack MFGL is primarily that it can be used toconstruct cohomology theories. More precisely, given a commutative ring R and aflat map SpecR→MFGL (classified by a formal group G over R), we can constructa (weakly) even periodic homology theory A. If G admits a coordinate (in otherwords, if the Lie algebra of G is trivial), then G together with this coordinate aredescribed by a map L→ R, where L ' Z[u1, u2, . . . , ] is the Lazard ring; in this caseA can be described by the formula A0(X) = MU∗(X) ⊗L R, where we implicitlyuse the isomorphism L 'MU∗(∗) provided by Quillen’s theorem.
 Unfortunately, a geometric point η : Spec k → MFGL is almost never flat(this holds only when k is of characteristic zero). This is consistent with classicalgeometric intuition: if X is a finite dimensional algebraic variety containing a closedpoint x, then the inclusion i : x ⊆ X is usually not a flat map. However, there isa canonical factorization of i as a composition
 x ⊆ Spec OX,x → X
 where the second map is flat. Here OX,x denotes the completion of the structuresheaf of X at the point x, which encodes the structure of a formal neighborhood ofx in X.
 There exists an analogous description of a formal neighborhood of η inMFGL.Let G0 be the formal group over k classified by the map η : Spec k →MFGL. Let Rbe a local Artin ring with maximal ideal m, and let α : R/m ' k be an isomorphism.
 1
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We let C(R) denote the category of pairs (G, α), where G is a formal group over Rand α is an isomorphism of G ×SpecR Spec k with G0. (Here we regard Spec k asan R-scheme via the map α, but suppress mention of this in our notation.)
 Theorem 0.1 (Lubin, Tate). Let k be a perfect field of characteristic p, andlet G0 be a formal group of height n <∞ over k. Then:
 (1) For every local Artin ring R with residue field k, the groupoid C(R) is dis-crete (that is, the automorphism group of every object of C(R) is trivial).Let π0C(R) denote the set of isomorphism classes of objects of C(R).
 (2) There exists a complete local Noetherian ring A with residue field (isomor-phic to) k and a formal group G over A such that, for every local Artinring having residue field k, the base change of G induces a bijection
 Hom0(A,R)→ π0C(R).
 Here Hom0(A,R) denotes the subset of Hom(A,R) consisting of local ho-momorphisms which induce the identity map from k to itself.
 (3) The ring A is (noncanonically) isomorphic to W (k)[[v1, . . . , vn−1]] whereW (k) denotes the ring of (p-typical) Witt vectors of k.
 Remark 0.2. We can rephrase assertion (1) of Theorem 0.1 as follows. Let Rbe a local Artin ring, and G a formal group over R. Suppose that the residue fieldk of R is a perfect field of positive characteristic, and that G0 = G ×SpecR Spec khas finite height. Then an automorphism of G is trivial if and only if its restrictionto G0 is trivial. Note that this assertion fails drastically if k is of characteristic
 zero, or if the height of G0 is infinite: the additive group Ga admits a nontrivialaction of the multiplicative group R×, and the reduction map R× → k× is usuallynot injective.
 Remark 0.3. The moduli stackMFGL is far from being a scheme, since formalgroups over a ring R generally admit many automorphisms. However, assertion (1)of Theorem 0.1 can be interpreted as saying that the “stackiness” of MFGL is notvisible in a formal neighborhood of most points of MFGL.
 Remark 0.4. Once assertion (2) of Theorem 0.1 has been established, assertion(3) is equivalent to the statement that the ring A is formally smooth over Z. Toprove this, one can argue as follows: the moduli stackMFGL admits a (pro)smoothcover by the moduli spaceMFGL of formal group laws. A theorem of Lazard assertsthat MFGL is isomorphic to an infinite dimensional affine space SpecZ[u1, u2, . . .],which is manifestly (pro)smooth over SpecZ.
 Remark 0.5. Using assertion (3) of Theorem 0.1 and Landweber’s criterion, itis easy to see that the formal group G over A classifies a flat map SpecA→MFGL.
 For applications to elliptic cohomology, it is important to understand the re-lationship between the moduli stack MFGL of formal group laws and the mod-uli stack Mell of elliptic curves. There is an evident map ψ : Mell → MFGL,which associates to each elliptic curve E → SpecR the formal completion of Ealong its identity section. We now analyze the fiber of ψ over a geometric pointη : Spec k →MFGL. There are several cases to consider:
 (a) Let k be of characteristic zero. Without loss of generality, we may assume
 that η classifies the formal additive group Ga. In this case, the fiber prod-uctMell ×MFGL
 Spec k is actually an affine algebraic variety of dimension2
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2 over k, which classifies elliptic curves E over k equipped with a global1-form.
 (b) Let k be a field of characteristic p, and let η classify a formal group ofheight 1 over k. The fiber product Mell ×MFGL
 Spec k is again a scheme,which is a pro-etale cover of the moduli stack of ordinary elliptic curvesdefined over k (which is of Krull dimension 1).
 (c) Let k be a field of characteristic p, and let η classify a formal group ofheight 2 over k. The fiber productMell ×MFGL Spec k is pro-etale over k:in other words, it is isomorphic to an affine scheme Spec k′, where k′ is aninductive limit of products of separable field extensions of k. The inducedmap Spec k′ →Mell surjects onto the locus of supersingular elliptic curvesin characteristic p.
 (d) Let k be a field of characteristic p, and let η classify a formal group ofheight > 2 over k. Then the fiber product Mell ×MFGL Spec k is empty.
 We conclude from this that Mell is a rather good approximation to MFGL inheight 2 (that is, near a supersingular elliptic curve), but not elsewhere. In fact,one can prove a stronger assertion of this kind, which describes not only the fiberof the map ψ over a formal group of height 2, but a formal neighborhood of thatfiber:
 Theorem 0.6 (Serre, Tate). Let R be a Noetherian ring, p a prime numberwhich is nilpotent in R, and I an nilpotent ideal in R. Say that an elliptic curve Edefined over R (respectively R/I) is everywhere supersingular if, for every residuefield k of R (respectively R/I), the fiber product E×SpecR Spec k is a supersingularelliptic curve. Then the diagram of categories
 everywhere supersingular elliptic curves E → SpecR //
 formal groups E → SpecR
 everywhere supersingular elliptic curves E0 → SpecR/I // formal groups E0 → SpecR/I
 is a homotopy pullback. Here the vertical arrows are given by reduction modulo I,and the horizontal arrows are given by formal completion.
 In other words, given an elliptic curve E0 over R/I and a formal group E overR which give rise to the same formal group over R/I, we can cobble together an
 elliptic curve E over R lifting E0, having formal group E; moreover, E is uniquelydetermined up to unique isomorphism.
 Corollary 0.7. Let E be a supersingular elliptic curve over a perfect field kof characteristic p, classifying a point η : Spec k →Mell . Then the map ψ inducesan isomorphism of a neighborhood of η with the formal scheme Spf A, where A 'W (k)[[v1]] is the universal deformation ring for the formal group E (see Theorem0.1).
 3
 Author's final version made available with permission of the publisher, American Mathematical Society. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms

Page 117
                        
                        

Goerss-Hopkins obstruction theory
 Vigleik Angeltveit
 We develop an obstruction theory for answering the following question. Givena spectrum E with certain nice properties and a commutative E∗-algebra A inE∗E-comodules, is there a commutative S-algebra X with E∗X ∼= A?
 1. k-invariants
 Let X be a 1-connected space. We usually think of the n’th k-invariant as amap Pn−1X → K(πnX,n+ 1) with PnX as the homotopy fiber. If we know all thek-invariants of X we can recontruct X as the inverse limit of its Postnikov tower.We wish to adapt this theory to build commutative S-algebras.
 There are two main points we need to address when setting up the theory.First, Postnikov towers for ring spectra work best when the spectra have no negativehomotopy groups. But many of the spectra we are interested in have lots of negativehomotopy groups. We finesse this problem by introducting an additional simplicialdirection and building our Postnikover tower in that direction.
 Second, we cannot obtain the n’th stage simply as the homotopy fiber of amap from the (n − 1)’st stage. This complication happens for spaces as well. IfX is not 1-connected, we are forced to instead think of the k-invariant as a mapPn−1X → K(πnX,n+1)×π1XEπ1X making the following diagram into a homotopypullback square:
 PnX //
 Bπ1X
 Pn−1X // K(πnX,n+ 1)×π1X Eπ1X
 The idea of the obstruction theory is to set up a situation where our commu-tative S-algebra X (if it exists) is the inverse limit of its Postnikov sections PnXand such that the existence or non-existence of the correct k-invariant for buildingPnX from Pn−1X can be calculated algebraically.
 Let E be a homotopy commutative ring spectrum satisfying certain technicalconditions. Given a commutative E∗-algebra A in E∗E-comodules, we want tobuild a commutative S-algebra X with E∗X ∼= A as comodule algebras. We putthe following technical conditions on E:
 (1) E∗E should be flat over E∗. We need this for the category of E∗E-comodules to be well behaved.
 1
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(2) E should satisfy the Adams condition: E = holimEα, where each Eαis a finite cellular spectrum such that E∗DEα is projective over E∗ andsuch that the natural map [DEα,M ] → HomE∗−mod(E∗DEα,M∗) is anisomorphism for every E-module M . Here DEα = FS(Eα, S) is the S-module (or Spanier-Whitehead) dual. This condition is necessary to guar-antee that E has a Kunneth spectral sequence.
 Instead of simply asking for the existence of such anX, we can try to understandthe realization category of all such X. An object in R(A) is a commutative S-algebra X with E∗X ∼= A as comodule algebras, and a morphism in R(A) is amap X → X ′ of commutative S-algebras inducing an isomorphism E∗X ∼= E∗X
 ′
 as comodule algebras.Note that the isomorphism E∗X → A is not part of the data. This builds the
 automorphisms of X into the category. We can then consider the moduli spaceBR(A), which is the geometric realization of the nerve of the category R(A). By atheorem of Dwyer and Kan [DK],
 BR(A) ∼=∐[X]
 BAut(X),
 where X runs over the E∗-isomorphism classes of objects in BR(A) and Aut(X) isthe monoid of self equivalences of a cofibrant-fibrant model for X.
 The question becomes “is BR(A) nonempty?”As a typical example, indeed the main example, we can let E = En be the
 n’th Morava E-theory spectrum. This is the spectrum associated to the universaldeformation ring of a height n formal group law over a perfect field k as discussed inthe previous chapter. To be specific, one often considers the height n Honda formalgroup law over Fpn , though the obstruction theory works just as well in the moregeneral situation. By the Lubin-Tate theorem, the ring of universal deformationsof such a formal group law is isomorphic to
 W(k)[[u1, . . . , un−1]],
 where W(k) denotes the Witt vectors over k. Then the Landweber Exact FunctorTheorem tells us that we can construct a 2-periodic spectrum En with
 π∗En ∼= W(k)[[u1, . . . , un−1]][u, u−1]
 with |u| = 2. It is not too hard to show that En is a homotopy commutative ringspectrum. Thus this is an appropriate starting point.
 2. Simplicial operads
 We will attempt to construct X as an algebra over some E∞ operad, using thatE∞-ring spectra are equivalent to commutative S-algebras. If O is an E∞ operad,it is hard to understand the set of maps
 O(k)+ ∧ΣkX(k) → X.
 To get around this problem, we introduce a simplicial direction. Let T be a simpli-cial operad, i.e., a sequence Tnn≥0 of operads connected by the usual structuremaps of a simplicial object. We will assume that
 (1) Each Tn(k) is Σk-free. This means that Tn(k)+ ∧ΣkX(k) → X is easy to
 understand.2
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(2) For each k the geometric realization |n 7→ Tn(k)| is equivalent to EΣk,i.e., a contractible space with a free Σk-action.
 For example, we can let Tn(k) = Σn+1k . Then |T (k)| = B(Σk,Σk, ∗) is the usual
 model for EΣk. (The Barratt-Eccles operad.)Now we can conider the category of T -algebras in spectra. An object in T -alg
 is a simplicial spectrum X• such that each Xn is a Tn-algebra. It follows that |X•|is a |T |-algebra spectrum, or in other words an E∞ ring spectrum.
 Suppose we have a simplicial spectrum X•. Then we get a simplicial gradedabelian group E∗X• = n 7→ E∗Xnn≥0, and we can use the simplicial structuremaps to define the homotopy groups π∗E∗X• of this object. Note that even thougheach E∗Xn might be nonzero in negative degrees, πiE∗X• is only defined for i ≥ 0.This simplicial direction will be our Postnikov tower direction.
 Recall that A is a commutative E∗-algebra in E∗E-comodules. Let R∞(A) bethe realization category corresponding to the above setup. An object is a simplicialspectrum X• ∈ T -alg such that
 πiE∗X• ∼=
 A if i = 0
 0 if i > 0
 The morphisms are maps which induce an isomorphism after applying π∗E∗(−).Let BR∞(A) be the geometric realization (in the nerve direction, not the othersimplicial direction) of the nerve of this category.
 Theorem 2.1. (Goerss-Hopkins [GH]) Geometric realization and the constantsimplicial spectrum functors gives a weak equivalence
 BR∞(A) BR(A).
 3. The spiral exact sequence
 Given a simplicial spectrum like E ∧ X• we can define two types of bigradedhomotopy groups. Type I, which is the one we discussed above, defined as
 πpEqX• = πp(πq(E ∧X•))
 and type II, which uses the simplicial sphere ∆p/∂∆p, defined as
 πp,q(E ∧X•) = [∆p/∂∆p ∧ Sq, E ∧X•].
 As usual, we have a spectral sequence
 E2p,q = πpEqX• ⇒ Ep+q|X•|.
 This spectral sequence comes from the skeletal filtration of X•. If we package thespectral sequence as an exact couple, the D2 and E2 terms of the exact couple forma long exact sequence called the spiral exact sequence:
 . . .→ πp−1,q+1E ∧X → πp,qE ∧X → πpEqX → πp−2,q+1E ∧X → . . .
 See [DKS] for more on how to construct the spiral exact sequence. This is wherewe use that E satisfies Adams’ condition. If X ∈ BR∞(A) then every third termin the above long exact sequence is zero, and so πp,∗E ∧X ∼= ΩpA for all p ≥ 0.
 3
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4. Building BR∞(A) inductively
 Now we make the following definition. Let BRn(A) be the nerve of the categorywith objects X ∈ T -alg with πp,∗E ∧ X ∼= ΩpA if p ≤ n and 0 otherwise. It iswith respect to this type of homotopy groups that the category of T -algebras hasPostnikov sections. Given a T -algebra X it is possible to construct a new T -algebraPnX with πi,∗PnX ∼= πi,∗X if i ≤ n and 0 otherwise by gluing on algebra cells, andsimilarly after smashing with E.
 We say that X is a potential n-stage for A if
 πiE∗X ∼=
 A if i = 0
 0 if 1 ≤ i ≤ n+ 1
 and πi,∗E ∧X = 0 for i > n. The spiral exact sequence then implies that
 πiE∗X ∼=
 A if i = 0
 Ωn+1A if i = n+ 2
 0 if i 6= 0, n+ 2
 and
 πi,∗E ∧X ∼=
 ΩiA if 0 ≤ i ≤ n0 if i > n
 Now we can try to build X ∈ BR∞(A) inductively. To get started, considerthe functor
 sAlgopT → Sets
 given by Y 7→ HomAlgE∗/E∗E(π0E∗Y,A). A version of Brown representabilityimplies that this is represented by some BA ∈ BR0(A).
 If we have an A-module M in E∗E-comodules, we get an object BA(M,n) withtype II homotopy A in degree 0, and M in degree n. On the algebra side, we canconstruct KA(M,n) = K(M,n) oA.
 Proposition 4.1. There is a natural map E∗BA(M,n) → KA(M,n) whichinduces an isomorphism
 HomsAlgT /BA(X,BA(M,n))→ HomsAlgE∗T/E∗E/A(E∗X,KA(M,n)).
 This is where we need T to be a simplicial operad with each Tm(k) Σk-free, tocontrol the homotopy type of the mapping space
 MapAlgTm(Xm, BA(M,n)m).
 The right hand side of Proposition 4.1 is some kind of derived functors ofderivations, or Andre-Quillen cohomology. Now we define
 Hn(A;M) = HomsAlgE∗T/E∗E/A(A,KA(M,n))
 and
 Hn(A;M) = Hn(A;M)×Aut(A,M) EAut(A,M).
 4
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Theorem 4.2. (Goerss-Hopkins [GH]) The following is a homotopy pullbacksquare:
 BRn(A) //
 BAut(A,ΩnA)
 BRn−1(A) // Hn+2(A; ΩnA)
 Proof. (Sketch) Given Y ∈ BRn−1(A), it is enough to produce a map Y →BA(ΩnA,n+ 1) of T -algebras over BA, inducing an isomorphism on πn+1,∗. Thenthe fiber will have the right π∗,∗ and be a T -algebra. By Proposition 4.1, it isenough to produce a map
 E∗Y'→ KA(ΩnA,n+ 1)
 of E∗T -algebras in E∗E-comodules.E∗Y is a 2-stage Postnikov tower, so it is determined by a map
 A ' P0E∗Y → KA(ΩnA,n+ 2).
 The class of this map in
 π0Hn+2(A; ΩnA)
 is the obstruction.
 Corollary 4.3. There are obstructions
 θn ∈ HomsAlgE∗T/E∗E/A(A,KA(A,n+ 2))
 to existence and
 θ′n ∈ HomsAlgE∗T/E∗E/A(A,KA(A,n+ 1))
 to uniqueness of a commutative S-algebra X with E∗X ∼= A.
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From spectra to stacks
 Lecture by Michael Hopkins,Typed by Michael A. Hill
 This talk aims to explain why the language of stacks, language which wasrelatively unused even in algebraic geometry around the time tmf was constructed,plays such a prominent role in the theorem expressing the existence of TMF .
 Let me try to explain where it all came from... I come from an era in homotopytheory when all that anybody did was to compute things. Doug Ravenel and otherstried to make sense of all these computations, but it was only the people in my gen-eration who started to think about how to understand these computations in a moreconceptual way. Nevertheless, I still tend to see everything through a computationallens.
 For me, TMF came out of what I call “designer spectra” or “designer homo-topy types”. The first examples of such designer objects are the Eilenberg-MacLanespaces: they are spaces designed to have certain homotopy theoretic properties, butwith otherwise not much geometry. The appearance of those homotopy types markedthe point when people started to make actual progress, e.g., Serre’s first computa-tions of homotopy groups of spheres. Before that, just using geometric methods,all that one could prove (using simplicial approximation) was that these homotopygroups are countable. From then on, every advance in homotpy theory was spear-headed by the appearance of some special designer objects: spectra, various formsof K-theory, the Adams spectral sequence, Brown-Gitler spectra, etc.
 One of the things about TMF that we were really proud of is that, suddenly,this was something that we could explain in a language that did not involve anycorky, weird homotopy types, so that someone who did not know too much abouthomotopy theory could come in and do stuff with TMF .
 Even tough the TMF story might make more sense from the point of view ofelliptic curves, I am going to tell you today about some of those older designerobjects, and I hope that they will help fit the story together.
 Let us start by recalling the main theorem:
 Theorem 0.1. There exists a unique sheaf Otop of E∞-ring spectra on (Mell)et
 such that for an etale map f : SpecR → Mell , one has that Otop(SpecR) is theLandweber exact theory corresponding to the composite SpecR→Mell →MFG .
 To be more precise, the spectrum Otop(SpecR) is even and periodic, its π0 isidentified with R, and the formal group corresponding to it is identified with theformal completion of the elliptic curve classified by f .
 1
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The argument for the existence of such a sheaf is via obstruction theory: insteadof showing that the sheaf exists, one shows that it cannot not exist. Though theresulting sheaf is unique up to isomorphism, it has automorphisms, and so it failsto be unique up to unique isomorphism. It is therefore only unique in a weak sense.It is however possible to uniquely specify such a sheaf, and this was accomplishedby Jacob Lurie’s construction using derived elliptic curves. We should also notethat the initial version of the theorem only produced a sheaf of A∞-ring spectra,and it was Jacob Lurie who pointed out that Otop is actually a sheaf of E∞-ringspectra. Later on, the obstruction theory could be adapted to prove that strongerresult, but this was not part of the original approach.
 Since Quillen’s landmark result that MU carries the universal formal grouplaw, the correspondence between complex-oriented cohomology theories and for-mal group laws has informed most of the results in stable homotopy theory. Thetriumph of Miller-Ravenel-Wilson, Landweber, and many mathematicians of thatgeneration was finding good ways to coordinatize the formal groups and their asso-ciated cohomology theories. They used these coordinates to successfully carry outincredible computations, revealing many subtleties of the stable homotopy category.For the later generations, it was impossible to “out-compute” the earlier mathe-maticians, so people sought more conceptual formulations of what was known. Thislead naturally to looking in a coordinate-free context, focusing on formal groupsrather than formal group laws, and the culmination of that point of view was torealize that one should really be thinking about the moduli stack MFG .
 1. Ravenel’s Filtration of MU
 Given a ring spectrum R, we can identify multiplicative maps MU → R, thatis, maps of ring spectra (not to be confused with A∞ or E∞ maps), with coordinateson the formal group associated to R. If there is a multiplicative map at all thenthere is a formal group law on R, and any two multiplicative maps define isomorphicformal groups. The formal group is therefore intrinsic to R, and it exists if andonly if there exits a multiplicative map from MU into it, that is, if and only if Ris complex orientable. For example, if a multiplicative cohomology theory is evenand periodic, then there exists such a map, which means that there exists a formalgroup associated to R. There is however no preferred map MU → R, and so theformal group does not come with any preferred choice of coordinate.
 If R is complex orientable, then, by the Thom isomorphism, there is an iso-morphism of R∗-algebras
 R∗MU ∼= R∗BU.
 The latter is in turn the symmetric algebra over R∗ of R∗CP∞ (the generator ofR0CP∞ being identified with the multiplicative unit). Since R is complex ori-entable, we also know that
 Hom⊗(MU , R) ∼= Alg(R∗MU , R∗),
 where Hom⊗ denotes maps of ring spectra and Alg denotes R∗-algebra maps. Amultiplicative map MU → R is therefore equivalent to an R∗-module homomor-phism from R∗CP∞ (reduced homology) to R∗. There is also a geometric way ofstating the above facts. Recall that there is an important map CP∞ → BU thatclassifies the virtual vector bundle L− 1, where L is the canonical line bundle, and
 2
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1 the trivial complex line bundle. Passing to Thom spectra, we get a map
 Σ−2CP∞ ∼= (CP∞)(L−1) → MU
 that realizes the copy of R∗CP∞ that we see inside R∗MU (for n ≥ 0, the generatorof R2nCP∞ corresponds to the 2n-cell of Σ−2CP∞). The cells of Σ−2CP∞ there-fore correspond to the terms in the formal power series expansion of the coordinateon the formal group.
 Ravenel introduced an important filtration X(n)n≥1 of MU , which playeda key role in the nilpotence and periodicity theorems, and also in his approach tocomputing the stable homotopy groups of spheres. It is defined as follows. Firstof all, by Bott periodicity, we know that BU = ΩSU . If we filter SU by the Liegroups SU(n), then we get a filtration
 ∗ = ΩSU(1) ⊂ · · · ⊂ ΩSU(n) ⊂ · · · ⊂ ΩSU = BU.
 Recall that MU is the Thom spectrum of the universal virtual bundle over BU .Applying the Thom spectrum construction to the above filtration of BU producesa filtration
 S0 = X(1)→ X(2)→ · · · → X(n)→ · · · →MU
 of MU . The spectra X(n) are homotopy commutative and their homotopy groupsare roughly as complicated as those of the sphere. They are actually E2-ring spectrabecause ΩSU(n) → ΩSU = BU is a 2-fold loop map. More generally, the Thomspectrum of a k-fold loop map is always an Ek-ring spectrum. For example:
 Proposition 1.1. If S is an H-space and ζ : S → BU is an H-map, then Sζ
 is a ring spectrum.
 Proof. We have a commutative square
 S × Sζ×ζ //
 µ
 BU ×BU
 ⊕
 Sζ
 // BU
 which gives us two ways to describe Thom spectrum over S × S. Naturality of theThom spectrum produces a map
 (S × S)ζµ → Sζ .
 However, since ζ µ = ζ ⊕ ζ, we learn that
 (S × S)ζµ = (S × S)ζ⊕ζ = Sζ ∧ Sζ .
 Thus we have that Sζ is a ring spectrum.
 Although the spectra X(n) are not complex orientable (only MU is), there isa similar story that involves them, and that has something to do with complexorientations and formal groups. We first isolate the copy of CPn−1 inside CP∞,and build a map S1 × CPn−1 → SU(n), as follows. Let r : S1 × CPn−1 → U(n)be the map which associates to a pair (λ, `) the rotation of Cn in the line ` withangle of rotation λ. If we let `0 correspond to the base point of CPn−1, then wecan make a map to SU(n) by dividing by the value at `0: our map is therefore
 3
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given by (λ, `) 7→ r(λ, `)r(λ, `0)−1. The points S1 × ∗ and ∗ ×CPn−1 all go to thebase-point in SU(n), and so this descends to a map
 S1 ∧ CPn−1 → SU(n).
 Taking the adjoint then gives us a map CPn−1 → ΩSU(n) with the property that,when composed with the inclusion ΩSU(n) → ΩSU ∼= BU , it yields the classifyingmap for the virtual bundle L− 1 over CPn−1 (this is part of an even dimensionalcell structure on ΩSU(n)). Finally, applying the Thom spectrum construction tothe inclusion CPn−1 → ΩSU(n) gives us a map
 (1) Σ−2CPn ∼= (CPn−1)L−1 → X(n).
 If R is complex orientable, then, by the Thom isomorphism, there is an iso-morphism of R∗-algebras
 R∗X(n) = R∗ΩSU(n) = SymR∗(R∗CPn−1) = R∗[b1, . . . , bn−1].
 Moreover, multiplicative maps X(n)→ R corresponds bijectively to coordinates upto degree n (that is, modulo degree n+ 1) on the formal group of R.
 Now, even if R is not complex orientable, we can still make sense of multi-plicative maps from X(n) to R. They yield “formal group law chunks”, that is,formal group laws up to degree n. Assuming the existence of a multiplicative mapX(n)→ R, we can therefore associate to R a formal group up to degree n.
 Recall that a ring spectrum X is called flat if X∗X is flat as an X∗-module.Even though the homotopy groups of X(n) are not known for any finite value of n,these spectra are known to be flat, and so there is a sort of Thom isomorphism
 X(n)∗X(n) = X(n)∗ΩSU(n) = X(n)∗[b1, . . . , bn−1], |bi| = 2i.
 In particular, the left hand side is a free X(n)∗-module, and it follows that
 X(n) ∧X(n) = X(n)[b1, . . . , bn−1],
 where the last term is a wedge of suspensions of X(n) indexed by the monomialsin Z[b1, . . . , bn−1]. Like with MU , we can recast this as saying that
 X(n)∗X(n) = SymX(n)∗(X(n)∗CPn−1).
 More precisely, X(n)∗X(n) is the symmetric algebra in X(n)∗-modules on theX(n)-homology of Σ−2CPn, where the latter is understood modulo its (−2)-cell.Also, the 0-cell corresponds to b0 = 1, and so doesn’t appear among the generators.Note that the map including X(n)∗Σ
 −2CPn into X(n)∗X(n) is induced by themap (1) above. As was the case for MU , the pair
 (X(n)∗, X(n)∗X(n)
 )forms a
 Hopf algebroid. In particular, though we cannot compute the homotopy groups ofX(n), we can hope to study algebraically the X(n)-based Adams Novikov spectralsequence.
 2. Stacks from Spectra
 In the old days, in order to talk about formal groups in homotopy theory,one necessarily had to have a complex oriented cohomology theory. However, inretrospect, one can get something having to do with formal groups associated toany spectrum. In this section, given a ring spectrum X, typically not complex
 orientable, we will associate to it a stack MX over M(1)FG .
 Here, M(1)FG denotes the stack classifying formal groups equipped with a first
 order coordinate or, in other words, a non-zero tangent vector. Recall that the stack4
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associated to the Hopf algebroid (MU ∗,MU ∗MU ), equivalently, to the groupoidSpec(MU ∗MU ) Spec(MU ∗), is almost but not quite the stack of formal groups.
 It isM(1)FG . The rings MU ∗ and MU ∗MU being Z-graded, there is an action of Gm
 on that stack. The action rescales the tangent vector, and modding out by it yieldsMFG .
 We first consider the case when X is just a spectrum (not a ring spectrum),and use the MU -based Adams resolution(2)
 MU ∗X MU ∗MU⊗MU∗MU ∗X MU ∗MU⊗MU∗MU ∗MU⊗MU∗MU ∗X · · ·
 to construct a quasicoherent sheaf FX over M(1)FG . We recall how this resolution
 arises. Start with the cosimplicial spectrum whose kth stage is given by MU ∧(k+1)∧X (inserting the sphere spectrum in various places and then applying the unit mapgives the coface maps, and the codegeneracies come from the multiplication onMU ), we then apply π∗(−) and use repeatedly the isomorphism
 π∗(MU ∧MU ∧X) ∼= MU ∗MU ⊗MU∗ MU∗X.
 The first term of the above resolution is MU ∗X, an MU ∗-module, and to it cor-responds a quasicoherent sheaf over Spec of the Lazard ring L = MU ∗. Simi-larly, the next term MU ∗MU ⊗MU∗ MU∗X gives a sheaf over Spec(MU ∗MU ) =Spec(L)×M(1)
 FG
 Spec(L), the moduli scheme that parametrizes a pair of formal group
 laws, and an isomorphism between the corresponding formal groups that respectsthe chosen tangent vectors. The two maps
 MU ∗X MU ∗MU ⊗MU∗ MU ∗X
 (the counit and coaction maps) are exactly what one needs to give descent data,
 and so we get our sheaf FX overM(1)FG . Note that everything is Z-graded, which is
 to say, everything is acted on by Gm, and so one can also get sheaf over MFG bymodding out that action.
 If now X is a homotopy commutative ring spectrum, then the terms in theAdams resolution (2) are commutative rings, and (MU ∗X,MU ∗MU ⊗MU∗ MU ∗X)is a Hopf algebroid. We defineMX to be the associated stack. By construction, itcomes equipped with a map
 MX →M(1)FG .
 If we want, we could also mod out the action of Gm to get a stack overMFG . Hereare two examples:
 • MS0 =M(1)FG , essentially by definition.
 • MX(n) = M(n)FG , the stack of formal groups together with an n-jet, that
 is, a coordinate modulo degree n+ 1.
 In some sense, the above construction brings all ring spectra into the world ofcomplex orientable cohomology theories, even if they are not themselves complexorientable. If X is complex orientable, thenMX is actually a scheme: the complexorientation provides a contracting homotopy (in the form of a (−1)st codegeneracymap), and the Adams-Novikov resolution collapses to π∗X. This means thatMX =Spec(π∗X), with no stackiness. We can therefore view the stackiness of MX as ameasure of the failure of complex orientability of X.
 IfX and Y are ring spectra, then we would likeMX∧Y to be the stacky pullback(also called the 2-categorical pullback: a point of the pullback consists of a point
 5
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of MX , a point of MY , and an isomorphism between their images in M(1)FG)
 (3)
 MX∧Y
 //MX
 MY
 //M(1)FG
 as this would allow us to do some key computations. For that, we need to knowthat MU ∗(X∧Y ) ∼= MU ∗(X)⊗MU∗ MU ∗(Y ). If either MU ∗(X) or MU ∗(Y ) is flatas an MU ∗-module, then the Kunneth spectral sequence for MU collapses, givingus the desired isomorphism. In this case, when we form the resolution for X ∧ Y ,we see that it is just the tensor product of the resolutions for X and for Y , and thisis exactly the desired stacky pullback statement. In short, if MU ∗X or MU ∗Y isflat as MU ∗-module, then (3) is a stacky pullback.
 Recall that MX is the stack associated to the Hopf algebroid encoded in (2):
 (4) MX = Stack(MU ∗X, (MU ∧MU )∗X
 ).
 Here is something that is quite natural from the point of view of stacks: the abovepresentation of MX might be a really inefficient one, and it might be better toreplace it with a smaller, more efficient one before attempting any calculations.At the end of the day we care only about the underlying stack (really, just itscohomology), not the particular Hopf algebroid presentation. This gives us lots offlexibility. For example, one doesn’t necessarily need to use MU above: if R is aany commutative ring spectrum satisfying the conditions (i, ii, iii ) below, then wecan use R instead of MU in (4), and get an equivalent stack:
 (5) MX = Stack(R∗X, (R ∧R)∗X
 ).
 In the next section, we will apply this trick with R = X(n). This fact, that for anysuch R, the above resolution gives the same underlying stack, is a reformulationof many of the classical change-of-rings theorems used for computations with theAdams spectral sequence.
 Finally, we list the technical conditions that R needs to satisfy for the abovestory to work:
 (i ) R ∧X is complex orientable.(ii ) R∗R is a flat R∗-module: this guarantees that (R∗X, (R∧R)∗X) is a Hopf
 algebroid.(iii ) X is R-local, that is, R ∧X R ∧ R ∧X . . . is a resolution of X.
 If one prefers a condition that does not depend on X, then one can askfor the sheaf FR to have full support (for example, if π0(R) = Z and R isconnective, then this condition is automatically satisfied).
 3. Two Important Examples
 3.1. The X(4)-homology of tmf . This computation will tie the WeierstrassHopf algebroid firmly to tmf for topological reasons, and it will allow us to see theusefulness of the stacky pullback square (3). We first recall two things:
 • MX(4) is the moduli stack M(4)FG of formal groups equipped with a 4-jet.
 6
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• Mtmf is the moduli stack M+(1)
 ell of elliptic curves with a 1-jet, whereboth multiplicative and additive degenerations allowed.1
 Since MU ∗X(n) is flat as MU ∗-module, the discussion in Section 2 applies,and so we have a stacky pullback square
 MX(4)∧tmf
 //Mtmf
 MX(4)
 //M(1)FG .
 The data classified by MX(4)∧tmf is then an elliptic curve C together with a 4-jet(a coordinate modulo degree 5) on its formal group or, equivalently, a 4-jet on C.This data is exactly what is needed to identify a Weierstrass equation for C. Wetherefore learn that MX(4)∧tmf is affine:
 MX(4)∧tmf = SpecZ[a1, a2, a3, a4, a6],
 and that
 π∗(X(4) ∧ tmf ) = Z[a1, a2, a3, a4, a6].
 Running a similar analysis for X(4)∧ . . .∧X(4)∧ tmf , we also learn that the X(4)-based Adams resolution of tmf is exactly the cobar resolution of the WeierstrassHopf algebroid.
 3.2. The StackMbo. We now investigate the spectrum bo, the (−1)-connectedcover of KO. This spectrum has been extremely useful in stable homotopy, as com-putations with it tend to be quite tractable. Its zeroth space is Z × BO, its 8th
 space is the 7-connected cover of BO, etc. Its relationship to bu, the spectrum ofconnective complex K-theory, is given by the following result:
 Proposition 3.1. We have an equivalence Σ−2CP 2 ∧ bo ' bu.
 Proof. Recall that Σ−2CP 2 is a cell complex with exactly two cells (a 0-celland a 2-cell), and attaching map η ∈ π1(S0). By the work of Bott, we know thatΩ(U/O) = Z×BO. The fibration of infinite loop spaces U/O → Z×BO → Z×BUtherefore corresponds to a fibration Σbo→ bo→ bu of connective spectra. The firstmap is multiplication by η ∈ π1(S0) = π1(bo), and so
 bu = cofib(η : Σbo→ bo) = cofib(η : S1 → S0) ∧ bo = Σ−2CP 2 ∧ bo.
 Thus, although bo is not complex orientable, the spectrum bo ∧ Σ−2CP 2 is. It istherefore tempting to try to use Σ−2CP 2 for R in equation (5) in order to computeMbo. Moreover, since Σ−2CP 2 has exactly 2 cells, this indicates that Mbo shouldadmit a double cover by the scheme Mbu = Spec(π∗bu). Unfortunately, that ideadoesn’t quite work, because Σ−2CP 2 is not a ring spectrum. It is however possibleto embed Σ−2CP 2 in a nice ring spectrum subject to the conditions (i, ii, iii )above, namely R = X(2).
 We first explain why X(2)∧ bo is complex orientable. Recall that by the Thomisomorphism H∗X(2) = H∗ΩSU(2) = Z[b1]. It follows that X(2) is a cell complex
 1In our notation, the bar indicates that multiplicative degenerations are allowed, and theplus indicates that additive degenerations are also allowed.
 7
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with one cell in each even degree. In fact, there exists a cell complex Y4 with asingle cell in each degree multiple of 4,
 H∗Y4 = Z[c], |c| = 4,
 such that X(2) = Y4 ∧ Σ−2CP 2, and therefore
 X(2) ∧ bo = Y4 ∧ Σ−2CP 2 ∧ bo = Y4 ∧ buis complex orientable.
 Corollary 3.2. As rings
 X(2)∗bo = Z[b, c], |b| = 2, |c| = 4,
 andX(2)∗X(2)⊗X(2)∗ X(2)∗bo = Z[b, c, r], |r| = 2.
 Proof. Since X(2) ∧ bo = Y4 ∧ bu, it follows from the Atiyah Hirzebruchspectral sequence that X(2)∗bo = bu∗Y4 = Z[b, c], where |b| = 2 and |c| = 4.Furthermore, since X(2)∗X(2) = X(2)∗[b1], base-changing and renaming b1 to rgives the second part.
 This shows that, while we cannot hope to understand π∗X(2), we can under-stand every piece of the resolution
 X(2)∗bo X(2)∗X(2)⊗X(2)∗ X(2)∗bo . . . .
 Our next goal is to use this to understand the stack
 Mbo = Stack(X(2)∗bo, (X(2) ∧X(2))∗bo) = Stack(Z[b, c],Z[b, c, r]).
 Since everything is torsion free, computing the right unit of the Hopf algebroid(X(2)∗bo,X(2)∗X(2) ⊗X(2)∗X(2)∗bo
 )turns out not to be too hard: it is given by
 b 7→ b + 2r and c 7→ c + br + r2 (and the left unit is course just b 7→ b, c 7→ c).Those formulas are exactly the transformation rules of the coefficients of x2 +bx+cunder the change of variable x 7→ x + r, and so this Hopf algebroid corepresentsthe following algebro-geometric objects: curves
 y = x2 + bx+ c,
 together with the changes of coordinate x 7→ x + r. Generically, such an equationcan be thought of as describing a form of Gm: first projectvize the curve by addinga point at infinity (the neutral element), and then remove the locus where y = 0.Moreover, this curve is naturally equipped with an invariant differential ω = dx/y,or equivalently, a 1-jet at infinity. Note the similarity with elliptic curves: if wetake the above equation yd−1 = xd + bx+ c and set d = 3 instead of 2, then we get(generically) an elliptic curve.
 We recall what the stack associated to (Z[b, c],Z[b, c, r]) is. By definition, astack is given in terms of what it means to map into it. In our case, a mapSpecA→Mbo consists of 3 pieces of data:
 (1) a faithfully flat extension A→ B,(2) a ring homomoprhism Z[b, c] → B, equivalently, two elements b, c ∈ B,
 which we’ll interpret as giving a curve y = x2 + bx+ c over B,(3) a ring homomoprhism Z[b, c, r]→ B ⊗A B compatible with the left/right
 actions of Z[b, c], equivalently, an element r ∈ B ⊗A B such that thechange of variable x 7→ x + r yields an isomorphism between the curvesover B ⊗A B gotten by base change along B B ⊗A B,
 8
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subject to a cocycle condition in B⊗AB⊗AB. In other words, a map SpecA→Mbo
 is descent data for a (form of the) multiplicative group over SpecA, along with a
 1-jet. We denote this stack by M+(1)Gm
 . It is the moduli stack of multiplicativegroups with a 1-jet, where additive degenerations are allowed.
 Replacing MU by X(2) in the definition (4) ofMbo was already a huge simpli-
 fication, and allowed us to identify it withM+(1)Gm
 , but there is an even simpler Hopfalgebroid that represents this stack. That smaller presentation will also make itevident that the map SpecZ[b] =Mbu →Mbo is finite of degree two, reflecting thefact that Σ−2CP 2 has only 2 cells. Consider the map SpecZ[b]→Mbo representingthe curve y = x2 + bx. We want to restrict (Z[b, c],Z[b, c, r]) to curves of only thatform, to get a smaller but equivalent Hopf algebroid. To do so, we look at thosecoordinate transformations x 7→ x + r that preserve the property c = 0, namelythose for which r satisfies r2 + br = 0. We therefore get a new Hopf algebroid
 (Z[b],Z[b, r]/r2 + 2r), b 7→ b+ 2r
 that represents Mbo.To know that this represents the same stack Mbo, we still need to check that
 SpecZ[b] →Mbo is a flat cover. This can be checked after pulling back along thecover SpecZ[b, c]→Mbo (representing the universal curve y = x2 + bx+ c):
 SpecZ[b, c, r]/r2 + br + c
 (bc)7→(b+2r
 0 )
 // SpecZ[b]
 y=x2+bx
 SpecZ[b, c]
 y=x2+bx+c
 //Mbo
 The stacky pullback represents pairs of curves (y = x2 + b1x, y = x′2 + bx′ + c),together with a coordinate transformation x′ = x + r that identifies them. Thisworks if and only if the constant coefficient of (x + r)2 + b(x + r) + c = x2 + b1xis zero, that is, if r is a root of x2 + bx + c. The pullback is therefore given bySpecZ[b, b1, c, r]/(b + 2r − b1, r2 + br + c) = SpecZ[b, c, r]/r2 + br + c. It is a freemodule of rank two over SpecZ[b, c], and in particular, it is faithfully flat. Moregenerally, adjoining a root of a monic polynomial always produces a faithfully flatextension.
 This example with bo is an important toy model for understanding how tmf
 works. At p = 2, there is an 8-fold cover of the moduli stackMtmf =M+(1)
 ell whichcorresponds to the existence of an 8-cell complex X such that tmf ∧X is complexorientable (there is also an interesting 24-fold cover). Similarly, at p = 3, there isa 3-fold cover of Mtmf , corresponding to a 3-cell complex Y such that tmf ∧ Y iscomplex orientable. These covers and the associated presentations of the modulistack of elliptic curves are very important for carrying out computations with tmf .
 9
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The string orientation
 Lecture by Michael Hopkins,Typed by Andre Henriques
 Our goal is to construct an E∞ map
 (1) MO〈8〉 → tmf .
 Here, MO〈8〉 is a synonym of MString , and stands for the Thom spectrum of the7-connected cover of BO. Recall that the connected covers of Z×BO fit in a tower
 Z×BO ← BO ← BSO ← BSpin ← BString .
 The space BO is obtained from Z×BO by killing its π0. BSO is obtained from BOby killing π1(BO) = Z/2. BSpin is obtained from BSO by killing π2(BSO) = Z/2.Finally, BString is obtained from BSpin by killing its first non-vanishing homotopygroup, namely
 π4(BSpin) = Z.The first Pontryagin class of the universal vector bundle over BSpin being twicethe generator of H4(BSpin) = Z, that generator is usually called p1
 2 . The spaceBString is the fiber of the map p1
 2 : BSpin → K(Z, 4). It was previously calledBO〈8〉 and its current optimistic name is due to connections with string theory.
 The group π2n(MO〈8〉) is the bordism group of string manifolds of dimension2n. The group π2n(tmf ) has a natural maps to MFn, the group of modular formsof weight n. At the level of homotopy groups, the map (1) should then send a stringmanifold M to its Witten genus φW (M)
 π2n(MO〈8〉)→ π2n(tmf )→ MFn
 [M ] 7→ φW (M).
 The cohomology theory tmf was known to us (actually its 2-completion, andunder the name eo2) before we knew about the connection with modular forms.We were then looking for the map (1) because of the following cohomology calcula-tion. The cohomology of tmf at the prime 2 is the cyclic module A/〈Sq1,Sq2,Sq4〉over the Steenrod algebra A. That same cyclic module occurs as a sumand in thecohomology of MO〈8〉, which lead us to believe that there should be such a map.The connection with elliptic curves was made while trying to construct the mapMO〈8〉 → tmf . Indeed, producing a map from MO〈8〉 into a complex orientedcohomology theory E is something that one can do easily if the formal group asso-ciated to E comes from an elliptic curve. So the whole story of tmf had to do withthat orientation. It is only in retrospect that we noted that the map (1) reproducesthe Witten genus.
 1
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One interesting fact is that the map π2n(tmf ) → MFn is not quite an iso-morphism. It is an isomorphism after tensoring with Z[ 1
 2 ,13 ], but it contains some
 torsion in its kernel, and its image is only a subgroup of finite index. So that way,one learns some things about the Witten genus that one might not have knownbefore. For example, looking at π24, we see a map
 (2) π24(tmf ) ' Z⊕ Z −→ MF 12 ' Z⊕ Z.The group MF12 has two generators c34 and ∆, and it is interesting to note that theimage of (2) is the subgroup generated by c34 and 24∆. So this gives a restrictionon the possible values of the Witten genus. Translating it back into geometry, itsays for example that on a 24 dimensional string manifold, the index of the Diracoperator with coefficients in the complexified tangent bundle is always divisible by24
 (3) A(M ;TC
 )≡ 0 (mod 24).
 The torsion in π∗(tmf ) also give interesting “mod 24 Witten genera”, which areanalogs of the mod 2 indices of the Dirac operator in KO-theory (those exist formanifolds of dimension 1 and 2 mod 8). These are all facts for which there is noexplanation in terms of index theory, or even string theory.
 In short, one reason for wanting (1) is that one gets more refined geometricinformation about the Witten genus of string manifolds. According to string theory,the Witten genus is supposed to be the index of the Dirac operator on the loopspace LM of M . There ought to be some kind of structure on LM that accounts forthe factor of 24 in (3), but up to now, there is no explanation using the geometricapproach.
 ∼ ∼ ∼
 We now explain why E∞ maps out of MO〈8〉, have anything to do with ellipticcurves. In some sense, there is a very natural reason to expect a map like (1). Tosimplify the analysis, we work with the complex analog of MO〈8〉, namely MU〈6〉.
 Considering the various connected covers of BU , one gets a tower of spaces
 Z×BU ← BU ← BSU ← BU〈6〉whose last term is the fiber of c2 : BSU → K(Z, 4). These have companion bordismtheories, and MU〈6〉 is the one corresponding to BU〈6〉. In other words, MU〈6〉is the Thom spectrum of the universal bundle over BU〈6〉.
 We recall Quillen’s theorem in its formulation via formal groups. Roughlyspeaking, it says that multiplicative maps from MU into an (even periodic) complexorientable cohomology theory E correspond to coordinates on the formal groupG := spf(E0(CP∞)) associated to E. In fact, the above statement is not quiteaccurate. It is true that a coordinate gives you a map MU → E, but the latterencode slightly more data.
 To understand the subtlety, we begin with an analogy. Multiplicative mapsfrom the suspension spectrum of BU into E also correspond to some structureson G. The important thing about BU is that there is an inclusion CP∞ → BUexhibiting E∗(BU) as the free commutative E∗-algebra on the E∗-module E∗(CP∞).The sloppy analysis goes as follows. A multiplicative map
 (4) Σ∞BU+ → E2
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corresponds to an E∗-algebra homomorphism
 E∗(BU)→ E∗,
 and since E∗(BU) is the symmetric algebra on E∗(CP∞), those correspond to E∗-module maps
 E∗(CP∞)→ E∗.
 The latter are then elements of E0(CP∞), in other words functions on G. Theproblem with the above reasoning is that if we want (4) to be a multiplicative map,the base point has to go to 1. So the base point of CP∞ has to go to 1 ∈ E, andtherefore we don’t get all functions f on G, but only those satisfying f(e) = 1,where e ∈ G is the unit. Now if we run all this through the Thom isomorphism, wefind that multiplicative maps
 MU → E
 are expressions of the form f(z)/dz on G, such that the residue of dz/f(z) is 1.Let O denote the structure sheaf of G, let e : S → G be the identity section,
 and let p : G → S be the projection of G onto the base scheme S := spec(π0E).Let also O(−e) be the line bundle over G, whose sections are functions vanishingat zero. Expressions of the form f(z)/dz can then be understood as sections of theline bundle
 (5) O(−e)⊗ p∗e∗O(−e)−1.
 The fiber of (5) over the origin is canonically trivialized, and the condition thatres(dz/f(z)) = 1 means that the value at e of our section is equal to 1 ∈ e∗
 (O(−e)⊗
 p∗e∗O(−e)−1).
 Now, we would like to do something analogous for BSU instead of BU . Let Ldenote the tautological line bundle over CP∞. The thing that allowed us to do theprevious computation was the map
 CP∞ → BU
 classifying 1 − L. That map doesn’t lift to BSU because c1(1 − L) 6= 0, but theproblem goes away as soon as one takes the product of two such bundles.
 Let L1 and L2 denote the line bundles over CP∞×CP∞ given by L1 := L× 1,and L2 := 1× L respectively. Since c1((1− L1)⊗ (1− L2)) = 0, we get a map
 CP∞ × CP∞ (1−L1)⊗(1−L2)−−−−−−−−−−→ BSU.
 If E is a complex orientable cohomology theory, then we find that multiplicativemaps
 Σ∞BSU+ → E,
 equivalently ring homomorphisms
 E∗(BSU)→ E∗,
 give rise to functions f(x, y) on G×G satisfying
 f(e, e) = 1,
 f(x, y) = f(y, x),(6)
 and f(y, z)f(x, y +G z) = f(x, y)f(x+G y, z).
 In other words, they are functions on G with values in the multiplicative group, thatare rigid, and that are symmetric 2-cocycles. The last condition in (6) is obtained
 3
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by expanding the virtual bundle (1−L1)⊗ (1−L2)⊗ (1−L3) over (CP∞)3 in thefollowing two ways:
 (1− L1)(1− L2)(1− L3)
 = (1− L1)(1− L3) + (1− L1)(1− L2)− (1− L1)(1− L2L3)
 = (1− L1)(1− L3) + (1− L2)(1− L3)− (1− L1L2)(1− L3),
 from which we deduce that
 (1− L2)(1− L3) + (1− L1)(1− L2L3) = (1− L1)(1− L2) + (1− L1L2)(1− L3).
 In fact, the conditions (6) characterize homomorphisms from E∗(BSU) into anyE∗-algebra.
 In the case of BU〈6〉, multiplicative maps
 Σ∞BU〈6〉+ → E,
 equivalently ring homomorphisms
 E∗(BU〈6〉)→ E∗,
 give rise to functions of three variables f : G3 → Gm that satisfy the followingconditions: they are rigid, meaning that f(e, e, e) = 1, they are symmetric, andthey are 2-cocycles in any two of the three variables.
 Remark 0.1. That kind of analysis stops at BU〈6〉 because it is the last con-nected cover of BU with only even dimensional cells.
 Remark 0.2. There is an interesting analogy with classical group theory. LetΓ be a group, and let I ⊂ Z[Γ] denote its augmentation ideal. A function I → Ais the same as a function f : Γ→ A satisfying f(e) = 0. A function I2 → A is thesame thing as a function on Γ×Γ, that is rigid, and a symmetric 2-cocycle. Finally,a function I3 → A is the same thing as a function Γ3 → A that is rigid, symmetric,and a 2-cocycle in any two of the three variables. So, in some sense, the connectedcovers of BU correspond to taking powers of the augmentation ideal of the groupring of a formal group.
 We now proceed to MU〈6〉. Recall from our discussion about MU that, underthe Thom isomorphism, functions get replaced by sections of a line bundle. Sincemultiplicative maps BU〈6〉 → E corresponded to functions on G3, we expect mul-tiplicative maps MU〈6〉 → E to produce sections of some line bundle Θ over G3.Letting L := O(−e), we can describe Θ by writing down its fiber Θ(x,y,z) over a
 point1 (x, y, z) ∈ G3. It is given by
 (7) Θ(x,y,z) :=Lx+y+z ⊗ Lx ⊗ Ly ⊗ LyLx+y ⊗ Lx+z ⊗ Ly+z ⊗ Le
 ,
 where + denotes to the operation of G. Multiplicative maps
 MU〈6〉 → E
 1G3 is a formal scheme, and so it doesn’t have many points. To make sense of (7) and (8),one can use the formalism of “functor of points” and work with maps T → G3, that one views as
 T -parametrized families of points.
 4
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then correspond to sections s of Θ that are rigid, symmetric, and 2-cocycles in anytwo of the three variables. These conditions make sense because the two sides ofeach one of the equations
 s(e, e, e) = 1
 s(x, y, z) = s(y, x, z) = s(x, z, y)
 s(y, z, v)s(x, y + z, v) = s(x, y, v)s(x+ y, z, v),
 (8)
 are sections of (canonically) isomorphic line bundles. For example, the first of theabove equations makes sense because the fiber Θ(e,e,e) is canonically trivialized.
 Now here’s the thing that was inspiring to us: if J is an elliptic curve, then theline bundle Θ is trivial over J3. This is a special case of a general fact for abelianvarieties called the theorem of the cube.
 To understand why Θ is a trivial line bundle, recall that given a divisor D onJ of degree zero, there is a meromorphic function f with that given divisor iff thepoints of D add up to zero (taking multiplicities into account). In particular, giventwo points x, y on our elliptic curve J , there exists a meromorphic function f withsimple poles at −x and −y, and a simple zeroes at −x−y and e. But that functionis only well defined up to scale, and there is no canonical choice for it. In otherwords, the line bundle
 (9) O(− [−x− y] + [−x] + [−y]− [e]
 ),
 is trivial, but not trivialized. On the other hand, if we divide (9) by its fiber overzero, then it acquires a canonical trivialization. Fix points x, y ∈ J , and considerthe restriction of Θ to the subscheme x × y × J . We then have a canonicalisomorphism between Θ|x×y×J and the quotient of (9) by its value at zero. Sowe get canonical trivializations of each such restriction. These trivializations thenassemble to a trivialization of Θ.
 Note that Θ is not just trivial, it is canonically trivialized. Therefore it makessense to talk about the section “1” of Θ. If we take that section, and pull itback along any map Jm → J3 then we’ll always get the section “1” of (another)canonically trivial line bundle. So any conditions one might decide to impose on asection of Θ, for example the conditions (8), will be automatically satisfied by ourdistinguished section “1”.
 The consequence of the above discussion is that if the formal group of E comesfrom an elliptic curve, then we get a canonical solution to the equations (8). Inparticular, we get a canonical multiplicative map
 MU〈6〉 → E.
 Now, there is an analog of that for MO〈8〉 which involves adding one more condi-tion to the list (8), namely, the condition s(x, y,−x − y) = 1. That condition isautomatically satisfied for the same reasons as above, and one finds that there is acanonical multiplicative map
 (10) MO〈8〉 → E
 as soon as the formal group of E comes from an elliptic curve.If J is an elliptic curve defined over a ring R, and ϕ : R → R′ is a ring ho-
 momorphism, one gets an induced elliptic curve J ′ over R′. Let E, E′ be complexorientable cohomology theories whose associated formal groups are the formal com-pletions of J and J ′. If f : E → E′ is a map of spectra with π0(ϕ) = f , then the
 5
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maps (10) induce a homotopy commutative diagram
 (11)
 MO〈8〉
 &&xxE f // E′.
 This is what led to the idea of assembling all cohomology theories coming fromelliptic curves2 into a single cohomology theory
 (12) tmf = holimelliptic curves J
 (cohomology theory E associated to J
 ).
 The maps (11) then assemble into a map MO〈8〉 → tmf . That map reproduces theWitten genus at the level of homotopy groups, and is then an explanation of whythe Witten genus of a string manifold is a modular form.
 ∼ ∼ ∼
 So far, we have addressed the questions of why one should be interested ina map like (1), and why one could expect there to be one. We now describe ahomotopy theoretic way of producing that map.
 To make the previous arguments actually work, one would need to do thingsin a much more rigid way. Indeed, the maps (10) are only multiplicative up tohomotopy, and the triangles (11) only commute up to homotopy. To get a map ofspectra MO〈8〉 → tmf , one would need to rigidify the triangles (11). And then, toget it to be a map of E∞ ring spectra, one would need to upgrade the maps (10)to E∞ maps. That shall not be our strategy. Instead, we will produce the map(1) directly, by using the decomposition of tmf into its various p-completions andK(n)-localizations.
 Another example of something that one can construct using the same methods,is the map from spin bordism to KO theory
 (13) MSpin → KO
 that sends a spin manifold to its A-genus, namely the index of the Dirac operator.Equivalently, (13) is the KO-theory orientation of spin bundles. Note that beforeour techniques, there was no way known of producing the map (13) using themethods of homotopy theory: one had to use geometry. The construction of (13)will be our warm-up, before trying to get the more interesting one
 MO〈8〉 → tmf .
 Given a vector bundle ζ over a space X, we let Xζ denote the associated Thomspace. One should think of Xζ as a twisted form of X. Actually, if we view Xζ asa spectrum, then we should rather say that Xζ is a twisted form of the suspensionspectrum Σ∞X+. From now on, we shall abuse notation, and write X ∧− insteadof Σ∞X+ ∧ −.
 Similarly, given a multiplicative cohomology theory E, the spectrum Xζ ∧E isa twisted form of X ∧E. An E-orientation is then a trivialization of the bundle ofmodule spectra obtained by fiberwise smashing E with the (compactified) fibers ofζ. The Thom isomorphism is the induced equivalence between Xζ ∧E and X ∧E.
 2In the statement (12), one should include the multiplicative group Gm, as well as the additivegroup Ga, in our definition of “elliptic curves”.
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In fact, we didn’t need to start with a vector bundle: a spherical fibration is enoughto produce a Thom spectrum.
 If ζ is just a single bundle, then there are no further conditions that one couldimpose. But if we’re trying to compatibly orient a whole class (such as spin bundles,or string bundles) with a notion of direct sum of bundles, and if E is an E∞ ringspectrum, then
 (X, ζ) 7→ Xζ ∧ E and (X, ζ) 7→ X ∧ E
 are symmetric monoidal functors, and one can ask for the equivalence between themto be symmetric monoidal. That’s the concept of an E∞ orientation. One reasonfor looking for E∞ orientation instead of just orientations, is that it simplifies thecomputations.
 If R is a spectrum equipped with a homotopy associative product R ∧R→ R,we define GL1(R) ⊂ ΩR to be the subset of the zeroth space of R where we onlytake the connected components corresponding to the units of π0(R). It satisfies
 [X,GL1(R)] = R0(X)×
 for all unbased spaces X. If X has a base point, then the above equation is notquite correct. Since the base point of X has to go to the base point 1 ∈ GL1(R),the better way to write this is
 [X,GL1(R)] =(1 + R0(X)
 )×.
 In words, it is the group of invertible elements of R0(X) that restrict to 1 at thebase point. If R is an A∞-ring spectrum, then GL1(R) is an A∞-space, and thus aloop space. We let BGL1(R) denote its classifying space.
 Example 0.3. BGL1(S) is the classifying space for spherical fibrations.
 If we have a map
 ζ : X → BGL1(S),
 then we get a spherical fibration over X, and thus a corresponding Thom spectrumXζ . Now, if we start instead with a map
 ζ : X → BGL1(R),
 then we can form an analogous construction in the world of R-modules. Let P bethe GL1(R)-principal bundle associated to ζ
 GL1(R) // P
 X
 ζ // BGL1(R).
 We then define
 Xζ := Σ∞P+ ∧Σ∞GL1(R)+
 R.
 That construction can be understood as follows. Each one of the fibers of P is acopy of GL1(R), more precisely a torsor for GL1(R). The operation −∧Σ∞GL1(R)+Rthen converts that torsor into a copy of R. So for each point of X, one gets a copyof R. If ζ is the trivial map, one has Xζ = X ∧ R. So for general ζ, the R-module spectrum Xζ should be thought of as a twisted form of X ∧R. The above
 7
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construction is functorial in the following sense. Given a map R → S of A∞-ringspectra, one gets a corresponding map
 f : BGL1(R)→ BGL1(S).
 If ζ : X → BGL1(R) is as above, then one finds that
 Xfζ = Xζ ∧R S.
 Now consider the J-homomorphism O → GL1(S) that sends a linear auto-morphism of a vector space to the corresponding self-homotopy equivalence of itsone-point compactification. Its delooping
 J : BO → BGL1(S)
 associates to a vector bundle V a spherical fibration Sph(V ). Let ι : BGL1(S) →BGL1(R) be induced by the unit map S → R. If V is a vector bundle andζ := Sph(V ) the corresponding spherical fibration, then nullhomotopies of ι ζcorrespond to R-orientations of V :
 BOJ // BGL1(S)
 ι // BGL1(E)
 X
 V
 OO
 ζ
 ::
 Indeed, Xζ is the usual Thom spectrum of V , and Xιζ = Xζ ∧R is the spectrumthat we want to trivialize. A homotopy ι ζ ' ∗ induces an isomorphism Xζ ∧R 'X ∧R.
 Now suppose that we want to functorially R-orient every vector bundle. Thenwe would need to chose a nullhomotopy for the composite
 BOJ−→ BGL1(S)
 ι−→ BGL1(R).
 If we only wanted to functorially R-orient spin bundles, then we would need anullhomotopy of
 (14) BSpin → BOJ−→ BGL1(S)
 ι−→ BGL1(R).
 Similarly, if we wanted to R-orient string bundles, then we would need a nullhomo-topy of
 BO〈8〉 → BOJ−→ BGL1(S)
 ι−→ BGL1(R).
 At this point, finding those nullhomotopies is still a rather hard problem. Forexample, if R was KO-theory, and if we were trying to construct the Atiyah-Bott-Shapiro orientation (13), then we wouldn’t be able to handle that. The reason isthat the space
 Map(BSpin, BGL1(KO)
 )is very big. It is hard to tell which map BSpin → BGL1(KO) one is looking at.And in particular, it is hard to tell if a map is null.
 To solve that problem, we impose more conditions: we ask that (14) be nullho-motopic through E∞ maps! Of course, that condition doesn’t make any sense yet,because we had only assumed that R was A∞. But if R is an E∞-ring spectrum,then GL1(R) is an E∞-space and the condition does make sense.
 8
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So let’s assume that R is E∞, and let gl1(R) be the spectrum associated toGL1(R). Since gl1(R) is obtained by delooping an E∞-space, it is necessarily (−1)-connected (there are also ways of adding negative homotopy groups to gl1(R), butthat’s not relevant for the present discussion).
 Let Y be a (−1)-connected spectrum and let X := Ω∞Y be its zeroth space.We can then consider infinite loop maps
 ζ : X → BGL1(R),
 or equivalently, maps of spectra
 ζ∞ : Y → Σ gl1(R).
 Since ζ is an infinite loop map, the Thom spectrum Xζ is an E∞-ring spectrum.E∞-orientations then correspond to nullhomotopies of ζ through infinite loop maps.Equivalently, they correspond to nullhomotopies of ζ∞. In our case of interest, wesee that E∞ maps MSpin → KO correspond to nullhomotopies of the composite
 (15) bspin → boJ−→ Σ gl1(S) → Σ gl1(KO).
 Similarly, E∞ maps MString → tmf correspond to nullhomotopies of
 bo〈8〉 → boJ−→ Σ gl1(S) → Σ gl1(tmf ).
 A nullhomotopy of a composite f g is the same thing as an extension of fover the cone of g. So a nullhomotopy of (15) is equivalent to a dotted arrow
 (16)
 Σ−1bspinJ // gl1(S) //
 C
 gl1(KO)
 making the diagram commute. Similarly, dotted arrows
 (17)
 Σ−1bo〈8〉 J // gl1(S) //
 D
 gl1(tmf )
 correspond to E∞ orientations MString → tmf . The horizontal lines in (16) and(17) are cofiber sequences, and we have desuspended all our spectra to simplify thenotation. The set of extensions (17) is either empty, or a torsor over the group[bo〈8〉, gl1(tmf )
 ].
 From now on, we pick a prime p, and assume implicitly that all spectra arep-completed. Fix n ≥ 1. Bousfield and Kuhn constructed a functor Φ from spacesto spectra, that factors K(n)-localization as
 SpectraLK(n) //
 Ω∞ %%
 Spectra.
 Spaces
 Φ
 99
 9
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Apart from the difference of π0, the zeroth space Ω∞(gl1(R)) = GL1(R) of thespectrum gl1(R) is the same as the zeroth space of R. Since LK(n) kills Eilenberg-McLane spectra, the difference of π0 doesn’t matter, and so we get
 LK(n)
 (gl1(R)
 )' LK(n)(R).
 More generally, if X and Y are spectra such that for some m ≥ 0, the m-thconnected cover of Ω∞X agrees with the the m-th connected cover of Ω∞Y , thenLK(n)(X) ' LK(n)(Y ).
 Since KO is K(1)-local, the localization map gl1(KO) → LK(1)
 (gl1(KO)
 )induces a map
 L : gl1(KO)→ KO.
 The spectrum gl1(KO) being connected, there is no hope for L to be an isomor-phism. But Bousfield proved that it is a π∗-isomorphism for ∗ > 2. Going back to(16), we note that the first non-zero homotopy group of Σ−1bspin is in dimension 3.That is exactly the range above which gl1(KO) looks like KO. So the obstructionto constructing our orientation (13) may be taken to be the composite
 Σ−1bspin → gl1(KO)L−→ KO.
 It lives in [Σ−1bspin,KO] = KO1(bspin), which is zero. The calculation
 KO1(bspin
 )= 0
 is actually not too hard: it follows from the knowledge of the cohomology operationsin KO-theory, which is something that one computes using Landweber exactness.So one gets the existence of a dotted arrow in (16).
 The above discussion was done at the cost of completing at a prime. To dothings correctly, one should complete at each prime individually, do somethingrationally, and then assemble the results using Sullivan’s arithmetic square. Even-tually, one sees that the map Σ−1bspin → gl1(KO) is null (no completion anymore). With a little bit more work, one can parametrize the set of nullhomotopiesof (15), which amounts to parametrizing the E∞-orientations (13).
 We now proceed to the case of tmf . That’s a more complicated story, but italso leads to something more interesting. First of all, one can generalize Bousfield’sresult and show that the fiber of the localization map
 L : gl1(tmf )→ LK(1)∨K(2)
 (gl1(tmf )
 )has no homotopy groups in dimensions 4 and above. So, as far as mapping Σ−1bo〈8〉is concerned, we may replace gl1(tmf ) by its K(1)∨K(2)-localization. As a conse-quence, if we want to produce a nullhomotopy for our map
 Σ−1bo〈8〉 → gl1(tmf ),
 we may as well produce one for the composite
 Σ−1bo〈8〉 → gl1(tmf )L−→ LK(1)∨K(2)
 (gl1(tmf )
 ).
 10
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Since we understand better the localizations at individual Morava K-theories,we consider the Hasse pullback square
 (18)gl1(tmf )
 π∗-iso.for ∗≥ 4
 ↓LK(1)∨K(2)
 (gl1(tmf )
 )//
 LK(2)
 (gl1(tmf )
 )
 LK(1)
 (gl1(tmf )
 )// LK(1)LK(2)
 (gl1(tmf )
 ).
 The spectrum Σ−1bo〈8〉 doesn’t have any K(2) cohomology, and therefore[Σ−1bo〈8〉, LK(2)
 (gl1(tmf )
 )]∗
 = 0.
 So as far as mapping Σ−1bo〈8〉 into it, the square (18) behaves like a fiber sequence,and we get a long exact sequence
 . . .→[bo〈8〉, LK(1)LK(2)
 (gl1(tmf )
 )]→
 →[Σ−1bo〈8〉, gl1(tmf )
 ]→[Σ−1bo〈8〉, LK(1)
 (gl1(tmf )
 )]→ . . .
 Now, we wish to apply Bousfield and Kuhn’s result to identify the above spec-tra. At first glance, things look pretty good because both LK(1)(gl1(tmf )) andLK(1)LK(2)(gl1(tmf )) are K(1)-local, and hence “look a lot like K-theory”. If weapply the argument with the Bousfield Kuhn functor to the diagram (18), we geta square
 (19)
 gl1(tmf ) //
 LK(2)(tmf )
 LK(1)(tmf ) // LK(1)LK(2)(tmf )
 that is a pullback square above dimension 4. The above long exact sequence thenbecomes
 . . .[bo〈8〉, LK(1)LK(2)(tmf )
 ]→[Σ−1bo〈8〉, gl1(tmf )
 ]→[Σ−1bo〈8〉, LK(1)(tmf )
 ]. . .
 We note that, K(1)-locally, the orientation obstruction group [Σ−1bo〈8〉, LK(1)(tmf )]vanishes, and so K(1)-local orientations exist. The question is whether there existsone which lifts to tmf .
 The diagram (19) is very similar to the Hasse square for tmf . The only differ-ence is that it has gl1(tmf ) insted of tmf in its upper left corner. The right verticalmap
 LK(2)(tmf )→ LK(1)LK(2)(tmf )
 is simply the localization map X → LK(1)(X) applied to X = LK(2)(tmf ), but thelower map
 (20) LK(1)(tmf )→ LK(1)LK(2)(tmf )
 is much more subtle. In some sense, the whole game of producing the string orien-tation, is to understand that map.
 At the beginning, we had a few of ad-hoc ways of understanding that map.Later, Charles Rezk found extremely beautiful formula for it. It says that, at the
 11
 Author's final version made available with permission of the publisher, American Mathematical Society. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms

Page 142
                        
                        

level of homotopy groups, the map (20) is given by 1− Up, where Up is the Atkinoperator. Knowing that fact, we may replace (19) by
 (21)
 gl1(tmf ) //
 tmf
 LK(1)(tmf )
 1−Up // LK(1)(tmf ).
 The above square ends up giving us enough understanding of the homotopy typeof gl1(tmf ). We refer the reader to [AHR] for the actual computations.
 ∼ ∼ ∼
 Let me emphasize the number of really amazing things that come out of thesquare (21). First of all, it gives you the string orientation. The question of orien-tation boils down to the question of understanding the homotopy type of gl1(tmf );using the square (21) and the description of its bottom arrow, one can then makethe required calculations. Secondly, the homotopy fiber of 1 − Up : LK(1)(tmf ) →LK(1)(tmf ) is an extremely interesting spectrum. One can describe its homotopygroups in terms of modular forms, but if one tries to compute them explicitly, oneencounters some unsolved problems in number theory. Finally, we conjecture thatthere is a relationship between that homotopy fiber and smooth structures on freeloop spaces of spheres.
 ∼ ∼ ∼
 Let us go back to the construction of the string orientation. Recall that wehave the following diagram
 Σ−1bstring // gl1(S) //
 C // bstring ,
 gl1(tmf )
 and that the string orientation is equivalent to having a map C → gl1(tmf ). Here,as before, gl1(S) is the infinite delooping of GL1 of the sphere spectrum, and C isthe mapping cone of the map from Σ−1bstring . The set of such maps, if non-empty,is a torsor over [bstring , gl1(tmf )].
 Because of the particular homotopy type of the spectra C and gl1(tmf ), thedotted map in the above diagram is completely determined by what it does onrational homotopy groups, which allows us to relate a map like this to the classicaltheory of characteristic series. This is quite remarkable, because such a map actuallycorresponds to an E∞ map MString → tmf , wheras, to specify the charcteristicseries, you just need to write down a sequence of numbers. Roughly speaking, bothC and gl1(tmf ) “look like K-theory” (or can be localized to look like K-theory),and maps from the K-theory spectrum to itself are determined by their effect onhomotopy groups, so you can identity the [bstring , gl1(tmf )]-torsor of above mapsby looking at what this does on rational homotopy group.
 12
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For simplicity, we treat the complex version of the above diagram. Let us alsoput an arbitrary E∞-spectrum R in the place of tmf :
 (22)
 Σ−1bu // gl1(S) //
 C'Q // bu,
 gl1(R)zz
 U
 // gl1(R)Q
 Note that, since π0(gl1(S)) = Z× and π≥1(gl1(S)) = π≥1(S), all the homotopygroups of gl1(S) are finite, and it is thus rationally trivial. It follows that C isrationally homotopy equivalent to bu, which is why one gets a map bu → gl1(R)Qfrom the “Thom class” U. For n ≥ 1, let bn ∈ π2n(gl1(R))Q = π2nR ⊗ Q be theimages of the Bott generators in π2n(bu). In all the cases of interest (i.e., R = KO ortmf (in which case, one would have to replace bu by bspin or bstring, respectively)or, more generally, any spectrum that represents a cohomology theory whose jobin life is to really be a cohomolgoy theory, i.e., anything that is build in a simpleway out of Lanweber exact theories; not something like the image of J-spectrum),the map U is detected rationally and thus completely determined by the sequenceof bn’s.
 We now relate this to the classical theory of characteristic series. As explainedearlier, the map U corresponds to an E∞-map U : MU → R. After rationalizingR, we get two E∞-maps from MU : the first one is the rationalization of U , andthe second is the map that factors through rational homology. These two maps aretypically not equal to each other, and the following diagram
 MUU //
 R
 HQ // RQ
 is therefore not commutative. The ratio of these two Thom classes, i.e., the failure ofthe above diagram to commute is a unit in the rational R-cohomology of (Z×BU)×.In other words, it is a stable exponential characteristic class.
 By the splitting principle, the above class is determined by its image KΦ(z) ∈R∗Q[[z]] under the map
 R0Q((Z×BU)×
 )→ R0
 Q(CP∞) ⊂ (R∗ ⊗Q[[z]])×
 coming from the universal line bundle CP∞ → (Z × BU)×. Thinking of U as agenus, the Hirzebruch characteristic series KΦ(z) is the Chern character of thatclass, i.e., its value on the universal line bundle over CP∞.
 Applying the zeroth space functor to bu → gl1(R)Q, we get an infinite loopmap
 (23) Z×BU → GL1RQ
 which we then interpret as an invariant of stable bundles that carries Whitney sumsto products, namely, a stable exponential characteristic class. Now we need to dothe following simple calculation: we have the map (23); we know the compositeCP∞ → Z × BU → GL1RQ; we know that the map is multiplicative, and would
 13
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like to calculate the effect of that map on π2n. The answer turns out to be
 (24) KΦ(z) = exp
 ( ∞∑n=1
 bnzn
 n!
 ),
 where the constants bn are the same as the ones coming from the rightmost dottedarrow in (22).
 If you’re trying to construct an orientation that realizes an old friend, such asthe Witten genus, or the genus coming from the theorem of the cube, the formula(24) tells you which map you have to try to pick. In our case, the bn’s were thecoefficients in the log of the Weierstrass sigma function, which are Eisenstein series.
 Let us take the example of K-theory and of the Todd genus MU → K. Thecharacteristic series is then given by
 KΦ(x) =x
 1− e−x.
 If we want to write it in the form (24), then we get
 d log(KΦ(x)
 )=
 1
 x− e−x
 1− e−x=
 1
 x− 1
 ex − 1= −
 ∑n≥0
 Bnxn−1
 n!,
 where Bn are the Bernoulli numbers. By integrating and then exponentiating, we
 finally get bn = −Bn
 n . If you do all that for the A-genus (after replacing bu by bo in(22)), and once you decide what the canonical generators of π4n(bo)Q are, you getB2n
 4n . These are the famous numbers from differential topology, whose denominators
 tell you the order of the image of J (at odd primes), and whose numerators3 tellyou the order of group of smooth structure on S4n−1 that bound parallelizablemanifolds. All this is already a hint that there is going to be some connection todifferential topology.
 In geometric topology, the following groups play a central role: O – the stablerotation group, PL – the group of piecewise linear equivalences of the sphere, andG = GL1(S) – the self homotopy equivalences of the sphere. All of them are infiniteloop spaces, and there is a corresponding sequence of classifying spaces
 BO → BPL→ BG = BGL1(S).
 We also have associated spectra: Σ−1bo → Σ−1bpl → gl1(S). The correspondinghomogeneous spaces form a fibration sequence
 (25) PL/O → G/O → G/PL,
 and they all have nice interpretations: the homotopy groups of G/O are called thestructure sets of smooth structures on the sphere. The homotopy groups of G/PLare Z in every fourth degree and zero everywhere else (at least at odd primes),and the map G/O → G/PL sends an element of the structure set to its surgeryobstruction, which is the signature. Finally, the trivializations of those obstructionsare controlled by the space PL/O, whose homotopy groups are the Kervaire-Milnorgroups of smooth structures on the sphere.
 Sullivan showed that the signature also induces a PL orientation MPL →KO[ 1
 2 ]. That map is E∞, and one of Sullivan’s results is that the corresponding
 3The order of that group of exotic spheres is 22n−2(22n−1−1) times the numerator of|B2n|4n
 .
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map
 Σ−1bpl // gl1(S) //
 C = g/pl
 signature
 xxgl1KO[ 1
 2 ]
 is a homotopy equivalence away from 2: g/pl ' gl1KO[ 12 ]. If we now run the same
 story for oriented manifolds, we get
 (26)
 Σ−1bso // gl1(S) //
 C = g/so
 signature
 xxgl1KO[ 1
 2 ]
 and the dotted map C → gl1KO[ 12 ] can be identified with the map g/so → g/pl
 form the sequence (25). The upshot of that discussion is that the above map hassomething to do with geometric topology, and that its fiber is related to groups ofexotic spheres.
 So far, this was all about K-theory. But there is a conjectural analog for tmfthat goes as follows. Let us now invert the prime 2 and consider tmf 0(2), which isthe value of the sheaf Otop on the moduli space of elliptic curves with a point oforder two (which is etale over the moduli space of elliptic curves away from p = 2).The same argument that refined the Witten genus will also refine the Ochaninegenus, and will produce a map
 (27)
 Σ−1bso // gl1(S) //
 g/so
 Ochanine genus
 yygl1tmf 0(2)[ 1
 2 ]
 For p > 2, there is a pullback square
 F // gl1tmf 0(2)p` //
 tmf 0(2)p
 F // LK(1)tmf 0(2) // LK(1)tmf 0(2)
 similar to (21). Here, F = fib(`), and the map ` is called the topolgogical logarithmas it maps the units of tmf 0(2) back to tmf 0(2). By construction, the Ochanine
 genus g/so → gl1tmf 0(2)[ 12 ] maps to zero in tmf 0(2)p, and thus lifts to a map
 g/so → F . The natural map from the diagram (26) to the diagram (27) thereforefactors thought the fiber of the topological logarithm.
 In the K-theory story, the map g/so → gl1(KO)[ 12 ] was intimately related to
 the group of exotic spheres. That story was built out of the signature. The Ochaninegenus is supposed to be the signature of the loop space, so π∗(F ) should havesomething to do with exotic structures on the free loop space of spheres. Moreover,given an exotic structure on Sn we clearly get one on LSn, and that’s what themap from (26) to (27) should be. Of course, this all completely conjectural... Butthis would be really neat prospect for tmf .
 15
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We now switch back to tmf instead of tmf 0(2), and denote by F the fiber of the
 topological logarithm gl1(tmf )ˆp → tmf ˆp. The homotopy groups of F are related to
 the spectrum of the Atkin operator, which has been intensely studied in numbertheory.
 Let us look at π23(F ). That group is equal to Zp for p = 691, and is equal toZp ⊕ Zp/(τ(p)− 1) otherwise, where τ is the Ramanujan τ -function given by
 q∞∏n=1
 (1− qn)24 =∑
 τ(n)qn.
 In particular, we see that π23(F ) has a torsion group if and only if τ(p) is congruentto 1 mod p. I have done a computer search up to p ≈ 109, and the only solutionsthat I found are p = 11, 23, and 691. The number theorists believe that there shouldbe infinitely many such primes, and that they should be log(log) distributed, butnobody really known how many solutions this equation has. Somehow, this isprobably related to smooth structure on the loop space of the 23-sphere...
 There are other strange things about the homotopy type of F . Aside from aK-theory summand that corresponds to classical geometric topology, the spectrumF contains some p-adic suspensions of the image of J spectrum. The first placeone of them occurs (that you don’t understand) is at the prime 47. I tried to workout what p-adic suspension that was, computed nine 47-adic digits, but I couldn’tfigure out what that number is. The number theorists to whom I showed it alsocouldn’t recognize it, which is strange, as one doesn’t expect homotopy theory tomake up “random numbers”...
 At present, we have to make the space F at every prime separately. But ifit really had to do with something awesome, like smooth structures on LSn, thenit would probably come from a space that is just over Z. If that was the case,then it would also be of finite type, and its homotopy groups would thus be finitelygenerated. As a consequence this would mean that there are only finitely manyprimes for which τ(p) is congruent to 1 mod p. Number theorists don’t reallybelieve that this is possible... but who knows? I have no real reason to think thatthe spectra F aren’t just reinvented at every prime.
 Anyways, it would be really interesting to get to the bottom of that story, andblossom the relationship between number theory and smooth structures on spheresinto new territory.
 References
 [AHR] M. Ando, M. J. Hopkins, and C. Rezk. Multiplicative Orientations of
 KO-theory and of the spectrum of topological modular forms. available at
 http://www.math.uiuc.edu/ mando/node1.html.
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The sheaf of E∞ ring spectra
 Lecture by Michael Hopkins,Typed by Andre Henriques
 What are we trying to do in constructing tmf ? We have the following category
 I := Aff /Metell
 which consists of certain kinds of affine open subsets over the moduli stack of ellipticcurves in the etale topology. We can think of this more colloquiually as follows.An object of I is a pair (R,C), where R is a ring, and C is an elliptic curve overR. And a morphism (R,C) → (R′, C ′) is a ring map φ : R → R′ together withan isomorphism φ∗C ∼= C ′. But we don’t want to consider all such pairs, namely,the map Spec(R) → Mell induced by C should be etale. One puts the etalenesscondition because it implies that R is Landweber exact (i.e., that the correspondingmap Spec(R)→MFG is flat).
 By applying the Landweber exact functor theorem, we get a functor from Ito the category of multiplicative homology theories. That functor sends (R,C) tothe Landweber exact theory associated to the formal completion of C. The liftingproblem is expressed as
 (1) E∞-ring spectra
 I D //
 44
 multiplicative homology theories
 We didn’t necessarily want to lift this to E∞-ring spectra. We would have beenhappy to make it to spectra. All we wanted was to rigidify this diagram so as tobe able to take its inverse limit.
 You can say this in the language of stacks but you can state our task in a moredown-to-earth way and in fact we chose that language when I wrote about this inmy ICM talk in Zurich because I thought that the language of stacks was too outthere. It was even exotic in the algebraic geometry literature. At this level, stacksare just a convenient expository device.
 Lifting to E∞-ring spectra might make the problem seem harder, but really itcuts the space of lifts down to a manageable size and actually makes the problemeasier. Here, stacks first arose as a mainly expository device, but there is a realthing that made them essential.
 We want to understand if there is a lift of the diagram (1), and whether anytwo of them are homotopy equivalent. In other words, the goal of our obstruction
 1
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theory is to understand the realization space rD of this diagram. This is the nerveof the category of lifts, i.e., whose objects are lifts as above and whose morphismsare natural transformations which are homotopy equivalences on objects. We wantto show that this space is nonempty and connected. It would be even better ifthat space turned out to be contractible but, unfortunatly, that turns out to be notquite right. That’s where Jacob Lurie’s point of of view improves things.
 What you need is for any object i ∈ I an E∞-ring spectrum E, and for anymorphism i → j a map E → F of E∞-ring spectra. Thus, you are bound toencounter an invariant of the shape of the category I, as well as the homotopygroups of the mapping space MapE∞(E,F ). Assuming for a moment that wealready have an E∞-ring spectrum associated to each object i of I, then we wouldget a diagram
 Iop × I → abelian groups(i, j) 7→ π∗MapE∞(E,F )
 where E and F are the respective images of i and j. At its crudest level, ourobstruction theory will use the cohomology theory of these abelian group valueddiagrams.
 We’ve cheated a little bit by assuming that we already had lifts to E∞-ringspectra of the multiplicative homology theories associated to objects i ∈ I, but theobstruction theory for lifting multiplicative homology theories to E∞-ring spectrais similar to the obstruction theory we are dealing with.
 ∼ ∼ ∼
 There is a general pattern that any obstruction theory follows:
 (1) Make an algebraic approximation to your topological setup.(2) Build resolutions of whatever you are trying to study by pieces for which
 the algebraic approximation is exactly right.
 Some key words that fall into category (1) are “derivations” and “ψ-θ-algebras”.On the other hand, “resolution model categories” are the way of making sense of(2). They lead to obstruction groups involving derived functors of derivations, andHochschild homology. The art of the game is to pose the right problem and findthe right kind of algebraic approximation so that the obstruction groups can behandled (the best situation being of course when they all vanish).
 In our case, we need an algebraic approximation to a map of E∞-ring spectra
 Ef−→ F . Smashing both sides with F gives f ′ : F ∧ E → F ∧ F → F , where
 the last map is the multiplication of F . Applying π∗ gives a map of F∗-algebras,F∗E → F∗, which could be our algebraic approximation to an element of f ∈π0 MapE∞(E,F ). Here is a clever trick that I learned from Bill Dwyer: to extendthis and get approximations for elements of πt MapE∞(E,F ) based at f , note that
 a pointed map St → MapE∞(E,F ) is equivalent to a E∞-ring map E → FSt
 over2
 Author's final version made available with permission of the publisher, American Mathematical Society. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms

Page 149
                        
                        

F , i.e., a diagram
 E //
 f !!
 FSt
 F
 Here, FSt
 is the cotensor of F with the sphere, using the topological structure
 on the category of E∞-ring spectra. The underlying spectrum of FSt
 is just themapping spectrum from St into F , and it is homotopy equivalent to F ∨ Σ−tF .
 As an F∗-algebra, we have π∗FSt ∼= F∗[ε]/ε
 2, where ε is in degree −t. Our alge-braic approximation to an element in πt MapE∞(E,F ) thus becomes a commutingdiagram of F∗-algebras
 F∗E //
 f ′ $$
 F∗[ε]/ε2
 F∗
 The ring homomorphism in the top line is something of the form f ′ + D(−)ε,where D is an F∗-linear derivation D : F∗E → F∗. The group of these derivations isDerF∗(F∗E,F∗), which is equivalent to DerF0(F0E,F0). In general, if f ′ : B → A isan augmented A-algebra, there is an equivalence DerA(B,A) ' HomB(Ω1
 B/A, A) 'HomA(f ′∗Ω1
 B/A, A), where Ω1B/A is the B-module of relative Kahler differentials
 (and the last equivalence is just by adjunction). In this instance, we may setB = F0E and A = F0, to obtain that this module of derivations is equivalent toHomF0
 (f ′∗Ω1F0E/F0
 , F0).
 This is the essential idea. If we were just working with A∞-ring spectra, thiswould be a sufficiently good algebraic approximation. The commutative case is alittle more involved than the associative one, so a bit more structure needs to beadded, such as Dyer-Lashof operations, but this extra stuff winds up “coming alongfor free”. The real point is to come to grip with these derivations.
 ∼ ∼ ∼
 When I was first thinking about these groups, it was one of these experienceswhere every day, I had to reinvent the wheel. I couldn’t hold the obstructiongroups in my head in an organized manner. And this is where the language ofstacks suddenly came in and clarified everything.
 In our case, E and F are Landweber exact, which means that the associatedmaps from U := SpecE0 and V := SpecF0 to MFG are flat. Then we can formthe pullback V ×MFG
 U which encodes the smash product of E and F :
 V ×MFGU ∼= SpecF0E = Specπ0(F ∧ E).
 The language of stacks allows us to reorganize this picture so that U and V even-tually just drop out. The map E → F induces a map V → U again denoted f , andso we get a diagram
 3
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Spec(F0E) ' V ×MFGU
 // U
 V
 i
 CC
 f
 55
 // MFG ,
 where i is the map induced by f ′ : π0(F ∧E)→ π0(F ). Our module of derivationscan be written more geometrically as Hom(i∗Ω1
 V×MFGU/V ,OV ). Since this is a
 pullback square, these relative differentials are just pulled back from the differentialson U relative MFG . In other words, our group of derivations is equivalent toHom(f∗Ω1
 U/MFG,OV ).
 These maps to the moduli stack of formal groups factor through the modulistack of elliptic curves, and we can write this picture as
 V ×MFGU
 // U
 CE
 V
 **
 CF //
 f
 99
 Mell
 ##MFG
 Since CE is an etale elliptic curve, the map CE is etale. Consequently, we havean equivalence Ω1
 U/MFG' C∗EΩ1
 Mell/MFG(since the relative differentials of an etale
 map are trivial). The composite CE f is equal to CF , the map classifying theelliptic curve associated to our elliptic cohomology theory F . Thus, the sequenceof pullbacks f∗C∗EΩ1
 U/Mellis equivalent to C∗FΩ1
 U/Mell. This presents our group of
 derivations as Hom(Ω1Mell/MFG
 ,OMell) restricted to the subset CF : V → Mell ,
 which is great because U and V have now really fallen out of the picture.Thus, in the business end of the obstruction theory, the Iop × I diagram coho-
 mology is just
 (2) H∗(Mell , (Ω1Mell/MFG
 )∨ ⊗ ωt),
 where I’ve put back a power of the canonical sheaf ω because the derivation westarted with actually had degree −t. Note: In the obstruction theory of Dwyer,Kan, Smith, this is called a centric diagram, which is why the “twisted-arrow” orHochschild-Mitchell cohomology reduces to this.
 This whole story we talked about is similar to something that you encounterwhen studying basic abstract differential geometry. Namely, for M a smooth man-ifold and U an open subset, then you can define vector fields on U as derivationsfrom functions on U to functions on U :
 Vect(U) = Der(OU ,OU ).
 If now V ⊂ U is an open subset of U , it is intuitively obvious that you can restricta vector field. But how do you restrict a derivation? From the point of view of
 4
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derivations, it is not obvious that one can restrict them:
 OUD //
 OU
 OV
 ? // OV .
 They seem to rather be bivariant. The way to solve this problem is to note thatDer(OU ,OU ) ∼= HomU (Ω1
 U ,OU ) and that for an etale map i : V → U , we have anequivalence Ω1
 V∼= i∗Ω1
 U . This allows us to define restriction as the composite
 HomU (Ω1U ,OU )→ HomV (i∗Ω1
 U , i∗OU ) ∼= HomV (Ω1
 V ,OV ).
 Summarizing, if you define vector fields to be derivations, the thing that makesthem into a sheaf is a very special property: it is the isomorphism Ω1
 V∼= i∗Ω1
 U ,which comes from the fact the the map is etale. The fact that our obstructiongroups could be rephrased as some variant of (2) is a consequence of that verysame property.
 Now let us think about how to analyze the obstruction groups (2), which canalso be rewritten as
 (3) RHom(Ω1Mell/MFG
 , ωt).
 Reducing mod p, we can express the relative cotangent complex Ω1Mell/MFG
 ⊗ Fpas the pushforward i∗Ω
 1Mord
 ell
 of the cotangent space of the ordinary locus, where i
 denotes the inclusion Mordell → Mell . Since locally, Mord
 ell is obtained from Mell
 by inverting one element, the above group is similar to ExtZ[x](Z[x±1],Z[x]), which
 has a somewhat big and ugly Ext1. So it is a little bit cumbersome to deal with (3).In order to handle the structure of Ω1
 Mell/MFG, it is cleaner to break the problem
 into two calculations, one over Mordell , and another one over Mell .
 Recall that our problem is to find a lift in the following diagram:
 E∞–rings
 (Aff /Mell)et I //
 Otop77
 homology theoriesHere, we can break up the realization problems into pieces by functorially puttingevery spectrum we encouter into a Hasse pullback square. Geometrically, thiscorresponds to using the stratification of the moduli stackMell in terms of ordinaryand supersingluar loci:
 Otop //
 LK(2)Otop
 LK(1)Otop // LK(1)LK(2)Otop.
 Note that this is still a diagram of sheaves on the whole stackMell . We can fracturethe problem of understanding the space of lifts into understanding the space of threecompatible things:
 a. the moduli space of possible LK(2)Otop,5
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b. the moduli space of possible LK(1)Otop, andc. the moduli space of maps LK(1)Otop → LK(1)LK(2)Otop.
 The moduli space of possible Otop is then a pullback of the first two moduli spacesover the third moduli space. We will use different obstruction theories to analyzeeach one of the above problems. For a., we use that the appropriate Der groups arezero, which gives us that for every supersingular elliplic curve we can realize in afunctorial way its universal deformation, along with the action of the automorphismgroup of the curve. This, along with the fact that the Hasse invariant has distinctzeros allows us to construct a sheaf of E∞-spectra over Mell , supported on Mss
 ell .For b. and c., we use the K(1)-local obstruction theory. The obstruction groupsbecome H∗(Mord
 ell , Derθ,ψ) and these are zero too, at least at odd primes. At theprime 2, the ordinary locus does have some cohomology, but we can change ouralgebraic approximation by using KO instead of K, rewrite the algebra differentlyand, that way, you also don’t encounter any obstruction groups. Note that we arenot changing the moduli stack: all the sheaves are on Mell . It turns out however,that the obstruction groups can be calculated on the stacks Mord
 ell and Mssell .
 6
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The construction of tmf
 Mark Behrens
 Contents
 1. Introduction 12. Descent lemmas for presheaves of spectra 43. p-divisible groups of elliptic curves 84. Construction of OtopK(2) 8
 5. The Igusa tower 106. K(1) local elliptic spectra 18
 7. Construction of OtopK(1) 24
 8. Construction of Otopp 34
 9. Construction of OtopQ and Otop 4610. Acknowledgements 52Appendix A. K(1)-local Goerss-Hopkins obstruction theory for the prime
 2 52References 57
 1. Introduction
 In these notes I will sketch the construction of tmf using Goerss-Hopkins ob-struction theory. Let Mell denote the moduli stack of generalized elliptic curvesover Spec(Z). For us, unless we specifically specify otherwise, a generalized ellipticcurve is implicitly assumed to have irreducible geometric fibers (i.e. no Neron n-gons for n > 1). That is to say, Mell is the moduli stack of pointed curves whosefibers are either elliptic curves, or possess a nodal singularity. Our aim is to provethe following theorem.
 Theorem 1.1. There is a presheaf Otop of E∞-ring spectra on the site (Mell)et,which is fibrant as a presheaf of spectra in the Jardine model structure. Given anaffine etale open
 Spec(R)C−→Mell
 classifying a generalized elliptic curve C/R, the spectrum of sections E = Otop(Spec(R))is a weakly even periodic ring spectrum satisfying:
 (1) π0(E) ∼= R,
 (2) GE ∼= C.1
 Author's final version made available with permission of the publisher, American Mathematical Society. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms

Page 154
                        
                        

Here, C is the formal group of C.
 Remark 1.2. A ring spectrum E is weakly even periodic if π∗E is concentratedin even degrees, π2E is an invertible π0E-module, and the natural map
 π2E ⊗ π2tE ∼= π2t+2E
 is an isomorphism. The spectrum E is automatically complex orientable, and welet GE denote the formal group over π0E associated to E. It then follows thatthere is a canonical isomorphism
 π2tE ∼= Γω⊗tGE
 where ωGE is the line bundle (over Spec(R)) of invariant 1-forms on GE .
 Remark 1.3. The properties of the spectrum of sections of E = Otop(Spec(R))enumerated in Theorem 1.1 make E an elliptic spectrum associated to the gener-alized elliptic curve C/R in the sense of Hopkins and Miller [Hop2]. Thus Theo-rem 1.1 gives a functorial collection of E∞-elliptic spectra associated to the collec-tion of generalized elliptic curves whose classifying maps are etale.
 Remark 1.4. This theorem practically determines Otop, at least as a diagram
 in the stable homotopy category. Given an affine etale open Spec(R)C−→Mell , the
 composite
 Spec(R)C−→Mell →MFG
 is flat, since the map Mell → MFG classifying the formal group of the universalgeneralized elliptic curve is flat (this can be verified using Serre-Tate theory, see[BL, Lemma 9.1.6]). Thus the spectrum of sections E = Otop(R) is Landweberexact [Nau]. Fibrant presheaves of spectra satisfy homotopy descent, and so thevalues of the presheaf are determined by values on the affine opens using etaledescent.
 Remark 1.5. The spectrum tmf is defined to be the connective cover of theglobal sections of this sheaf:
 tmf = τ≥0Otop(Mell).
 We give an outline of the argument we shall give. Consider the substacks
 (Mell)pιp−→Mell ,
 (Mell)QιQ−→Mell ,
 where:
 (Mell)p = p-completion of Mell ,
 (Mell)Q =Mell ⊗Z Q.
 Remark 1.6. We pause to make two important comments on our use of formalgeometry in this paper.
 (1) The object (Mell)p is a formal Deligne-Mumford stack. We shall use thesethroughout this paper — we refer the reader to the appendix of [Har] forsome of the basic definitions. Given a formal Deligne-Mumford stack Xand a ring R complete with respect to an ideal I, we define the R-pointsof X by X (R) = lim←−i X (R/Ii).
 2
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(2) If R is complete with respect to an ideal I, a generalized elliptic curveC/Spf(R) is a compatible ind-system Cm/Spec(R/Im). There is, how-ever, a canonical “algebraization” Calg/Spec(R) where Calg is a general-ized elliptic curve which restricts to Cm over Spec(R/Im) [Con, Cor. 2.2.4].With this in mind, we shall in these notes always regard C/Spf(R) as beingrepresented by an honest generalized elliptic curve over the ring R.
 We shall construct Otop as the homotopy pullback of an arithmetic square ofpresheaves of E∞-ring spectra
 Otop //
 ∏p prime(ιp)∗Otopp
 (ιQ)∗OtopQ αarith
 //(∏
 p prime(ιp)∗Otopp)Q
 Here, Otopp is a presheaf on (Mell)p, and OtopQ is a presheaf on (Mell)Q. Thepresheaf
 ∏
 p prime
 (ιp)∗Otopp
 Q
 is the (sectionwise) rationalization of the presheaf∏p prime(ιp)∗Otopp . The presheaf
 OtopQ will be constructed using rational homotopy theory, as will the map αarith.
 It remains to construct the presheaves Otopp for each prime p. Define
 (Mell)Fp =Mell ⊗Z Fp.
 Let
 (Mordell )Fp ⊂ (Mell)Fp
 denote the locus of ordinary generalized elliptic curves in characteristic p, and let
 (Mssell)Fp = (Mell)Fp − (Mord
 ell )Fp
 denote the locus of supersingular elliptic curves in characteristic p. Consider thesubstacks
 Mordell
 ιord−−→ (Mell)p,(1.1)
 Mssell
 ιss−−→ (Mell)p,(1.2)
 where
 Mordell = moduli stack of generalized elliptic curves over p-complete rings with ordinary reduction,
 Mssell = completion of Mell at (Mss
 ell)Fp .
 The presheaves Otopp will be constructed as homotopy pullbacks:
 Otopp //
 (ιss)∗OtopK(2)
 (ιord)∗OtopK(1) αchrom
 //(
 (ιss)∗OtopK(2)
 )K(1)
 3
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Here, ((ιss)∗OtopK(2)
 )K(1)
 denotes the (sectionwise) K(1)-localization of the presheaf (ιss)∗OtopK(2). (The reader
 wondering at this point why these localizations are related to the ordinary andsupersingular loci is invited to glance at Lemma 8.1.)
 The presheaf OtopK(2) will be constructed using the Goerss-Hopkins-Miller The-
 orem — its spectra of sections are given by homotopy fixed points of Morava E-theories with respect to finite group actions.
 The presheaf OtopK(1) will be constructed using explicit Goerss-Hopkins obstruc-
 tion theory. The map αchrom will be be produced from an analysis of the K(1)-localmapping spaces, and the θ-algebra structure inherent in certain rings of p-adic mod-ular forms.
 Figure 1 shows a diagram which summarizes the above discussion. Many thanksto Aaron Mazel-Gee for creating this diagram, and making it available for inclusionhere.
 2. Descent lemmas for presheaves of spectra
 For a small Grothendieck site C with enough points, let PreSpC denote thecategory of presheaves of symmetric spectra of simplicial sets. The category PreSpChas a Jardine model category structure [Jar], where
 (1) The cofibrations are the sectionwise cofibrations of symmetric spectra,(2) The weak equivalences are the stalkwise stable equivalences of symmetric
 spectra,(3) The fibrant objects are those objects which are fibrant in the injective
 model structure of the underlying diagram model category structure, andwhich satisfy descent with respect to hypercovers [DHI].
 The following lemma will be useful.
 Lemma 2.1.
 (1) If F ∈ PreSpC satisfies homotopy descent with respect to hypercovers, thenthe fibrant replacement in the Jardine model structure
 F → F ′
 is a sectionwise weak equivalence.(2) If f : F → G is a stalkwise weak equivalence in PreSpC, and F and G sat-
 isfy homotopy descent with respect to hypercovers, then f is a sectionwiseweak equivalence.
 Proof. (1) The Jardine model category structure is a localization of the in-jective model category structure on PreSpC . In the injective model structure, weakequivalences are sectionwise. Let
 F → F ′
 be the fibrant replacement in the injective model category structure. This mapis necessarily a sectionwise weak equivalence. By the Dugger-Hollander-Isaksencriterion, to see that F ′ is fibrant in the Jardine model structure, it suffices to show
 4
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 ) Q
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 )
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 ell
 Mssell
 αarith
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 ιQ
 ιp
 ιord
 ιss
 hh
 Figure 1. Summary of the construction of tmf [courtesy of AaronMazel-Gee]
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that F ′ satisfies homotopy descent with respect to hypercovers. Let U ∈ C and letU• be a hypercover of U . Consider the diagram
 F(U)' //
 '
 holim∆ F(U•)
 '
 F ′(U) // holim∆ F ′(U•)We deduce that the bottom arrow is an equivalence. Thus F ′ satisfies descent withrespect to hypercovers, and is fibrant in the Jardine model category structure.
 (2) Consider the diagram of Jardine fibrant replacements:
 F f //
 u
 Gv
 F ′
 f ′// G′
 By (1), the maps u and v are sectionwise equivalences. The map f ′ is a stalk-wise weak equivalence between Jardine fibrant objects. Because the Jardine modelstructure is a localization of the injective model structure, we deduce that f ′ is asectionwise weak equivalence. We therefore conclude that f is a sectionwise weakequivalence.
 Let X be a Deligne-Mumford stack, and consider the site Xet. Being a Deligne-Mumford stack, X possesses an affine etale cover. The full subcategory
 Xet,affi−→ Xet
 consisting of only the affine etale opens is also a Grothendieck site. The map iinduces an adjoint pair of functors
 i∗ : PreSpXet PreSpXet,aff: i∗
 where i∗ is the functor given by precomposition with i, and i∗ is the right Kanextension.
 Lemma 2.2.
 (1) The adjoint pair (i∗, i∗) is a Quillen equivalence.(2) To construct a fibrant presheaf of spectra on Xet, it suffices to construct a
 fibrant presheaf on Xet,aff and apply the functor i∗.
 Proof. By [Hov, Cor. 1.3.16], to check (1) it suffices to check that (i∗, i∗) isa Quillen pair, that i∗ reflects weak equivalences, and that the map
 i∗Li∗X → X
 is a weak equivalence. The functor i∗ is easily seen to preserve cofibrations, and itpreserves and reflects all weak equivalences, since the sites Xet and Xet,aff have thesame points. Since the functor i∗ preserves stalks, the map above is a stalkwise weakequivalence, hence is an equivalence. Therefore (i∗, i∗) is a Quillen equivalence. (2)In particular, the functor i∗ preserves fibrant objects.
 The following construction formalizes the idea that a Jardine fibrant presheafon Xet is determined by its sections on etale affine opens.
 6
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Construction 2.3.Input: A presheaf F on Xet,aff that satisfies hyperdescent.
 Output: A Jardine fibrant presheaf G on Xet, and a zig-zag of sectionwise weakequivalences between F and i∗G.
 We explain this construction. Let
 u : F → F ′
 be the Jardine fibrant replacement of F . By Lemma 2.1, u is a sectionwise weakequivalence. Let G be the presheaf i∗F ′. By Lemma 2.2, G is Jardine fibrant. Thecounit of the adjunction
 ε : i∗G = i∗i∗F ′ → F ′is a stalkwise weak equivalence since, by Lemma 2.2, the adjoint pair (i∗, i∗) is aQuillen equivalence. The sheaf i∗G is easily seen to satisfy hyperdescent — it isthe restriction of G to a subcategory. Therefore, by Lemma 2.1, the map ε is asectionwise weak equivalence. Thus we have a zig-zag of sectionwise equivalences
 i∗G → F ′ ← F .Construction 2.3 requires a presheaf F on Xet,aff which satisfies homotopy
 descent with respect to hypercovers. The following lemma gives a useful criterionfor verifying that F has this property.
 Lemma 2.4. Suppose that F is an object of PreSpXet,aff, and suppose that there
 is a graded quasi-coherent sheaf A∗ on X and natural isomorphisms
 fU : A∗(U)∼=−→ π∗F(U)
 for all affine etale opens U → X . Then F satisfies homotopy descent with respectto hypercovers.
 Proof. Suppose that U → X is an affine etale open, and that U• is a hyper-cover of U . Consider the Bousfield-Kan spectral sequence
 Es,t2 = πsAt(U•)⇒ πt−s holim∆ F(U•).
 Since A∗ quasi-coherent, it satisfies etale hyperdescent, and we deduce that theE2-term computes the quasi-coherent cohomology
 Es,t2∼= Hs(U,At)
 and since U is affine, there is no higher cohomology. The E2-term of this spectralsequence is therefore concentrated in s = 0. The spectral sequence collapses to givea diagram of isomorphisms
 A∗(U)
 fU ∼=
 ∼=
 ''π∗F(U) // π∗ holim∆ F(U•)
 We deduce that the mapF(U)→ holim∆ F(U•)
 is an equivalence.
 7
 Author's final version made available with permission of the publisher, American Mathematical Society. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms

Page 160
                        
                        

Remark 2.5. Construction 2.3 shows that to construct the presheaf Otop, itsuffices to construct Otop(U) functorially for affine etale opens U →Mell , as longas the resulting values Otop(U) satisfy homotopy descent with respect to affinehypercovers. This is automatic: there is an isomorphism
 π2tOtop(U) ∼= ω⊗t(U)
 for an invertible sheaf ω onMell . Lemma 2.4 implies that Otop satisfies the requiredhyperdescent conditions.
 3. p-divisible groups of elliptic curves
 Let C be an elliptic curve over R, a p-complete ring. The p-divisible groupC(p) is the ind-finite group-scheme over R given by
 C(p) = lim−→k
 C[pk].
 Here, the finite group scheme C[pk]/R is the kernel of the pk-power map on C.
 Let C be the formal group of C. If the height of the mod p-reduction of C isconstant, then over Spf(R) there is short exact sequence
 0→ C → C(p)→ C(p)et → 0
 where C(p)et is an ind-etale divisible group-scheme over R.If R = k, a field of characteristic p, then we have
 2 = height(C(p)) = height(C) + height(C(p)et).
 The height of C is the height of the formal group. The height of C(p)et is thecorank of the corresponding divisible group. There are two possibilities:
 (1) C is ordinary : C has height 1, and the divisible group C(p)et has corank1.
 (2) C is supersingular : C has height 2, and the divisible group C(p)et istrivial.
 Theorem 3.1 (Serre-Tate). Suppose that R is a complete local ring with residuefield k of characteristic p. Suppose that C is an elliptic curve over k. Then thefunctor
 deformations of C to R↓
 deformations of C(p) to Ris an equivalence of categories.
 4. Construction of OtopK(2)
 Lubin and Tate identified the formal neighborhood of a finite height formalgroup in MFG :
 Theorem 4.1 (Lubin-Tate). Suppose that G is a formal group of finite heightn over k, a perfect field of characteristic p. Then the formal moduli of deformationsof G is given by
 DefG ∼= Spf(B(k,G))8
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where there is an isomorphism
 B(k,G) ∼= W(k)[[u1, . . . , un−1]].
 (Here, W(k) is the Witt ring of k.)
 Let G/B(k,G) denote the universal deformation of G. The following theoremwas proven by Goerss, Hopkins, and Miller [GH].
 Theorem 4.2 (Goerss-Hopkins-Miller). Let C be the category of pairs (k,G)where k is a perfect field of characteristic p and G is a formal group of finite heightover k. There is a functor
 C → E∞ ring spectra
 (k,G) 7→ E(k,G)
 where E(k,G) is Landweber exact and even periodic, and
 (1) π0E(k,G) = B(k,G),
 (2) GE(k,G)∼= G.
 Theorem 3.1 and Theorem 4.1 give the following.
 Corollary 4.3.
 (1) Suppose that C is a supersingular elliptic curve over a field k of charac-teristic p. There is an isomorphism
 DefC ∼= Spf(B(k, C)).
 (2) The substack (Mssell)Fp ⊂ (Mell)p is zero dimensional.
 Proof. If C is a supersingular curve, then the inclusion of p-divisible groups
 C → C(p) is an isomorphism. Therefore, Theorem 3.1 implies that there is anisomorphism
 DefC ∼= DefCand Theorem 4.1 identifies DefC .
 To compute the dimension of (Mssell)Fp it suffices to do so etale locally. Let k
 be a finite field, and suppose that C is a supersingular elliptic curve over k. Thecompletion of Mell along the map classifying C is the deformation space DefC ∼=Spf(B(k, C)), and there is an isomorphism
 B(k, C) ∼= W(k)[[u1]].
 Since we haveu1 ≡ v1 mod p,
 the locus where C has height 2 is given by the ideal (p, u1). The quotientB(k, C)/(p, u1)is k, and is therefore zero dimensional.
 We now construct the values of the presheaf OtopK(2) on formal affine etale opens
 f : Spf(R)→Mssell .
 Here R is complete with respect to an ideal I. This suffices to construct the presheafOtopK(2) on Mss
 ell by Construction 2.3.
 The induced map of special fibers
 f0 : Spec(R/I)→ (Mssell)Fp
 9
 Author's final version made available with permission of the publisher, American Mathematical Society. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms

Page 162
                        
                        

is etale. Since (Mssell)Fp is smooth and zero-dimensional, Spec(R/I) must be etale
 over Fp. We deduce that there is an isomorphism
 R/I ∼=∏
 i
 ki,
 a finite product of finite fields of characteristic p. Let C be the elliptic curveclassified by f , and let C0 be the elliptic curve classified by f0. The decompositionof R/I induces a decomposition
 C0∼=∐
 i
 C(i)0 .
 Since f is etale, the elliptic curve C is a universal deformation of the elliptic curveC0, and hence by Corollary 4.3 there is an isomorphism
 R ∼=∏
 i
 B(ki, C(i)0 ).
 We define
 OtopK(2)(Spf(R)) :=∏
 i
 E(ki, C(i)0 ).
 Let G be the formal group of this even periodic ring spectrum. By Theorem 3.1,
 since G is a universal deformation of C0 and C is a universal deformation of C0,there is an isomorphism
 G ∼= C.
 We have therefore verified
 Proposition 4.4. The spectrum of sections OtopK(2)(Spf(R)) is an elliptic spec-
 trum associated to the elliptic curve C/Spf(R).
 5. The Igusa tower
 If C is a generalized elliptic curve over a p-complete ring R, let Cns denote thenon-singular locus of C → Spf(R). Then Cns is a group scheme over R. Given aclosed point x ∈ Spf(R), the fiber (Cns)x is given by
 (Cns)x =
 Cx Cx nonsingular,
 Gm Cx singular.
 The formal group C is the formal group Cns. We still may consider the ind-quasi-finite group-scheme
 C(p) = lim−→k
 Cns[pk].
 C(p) is technically not a p-divisible group, because its height is not uniform. Rather,we have the following table:
 Cx ht(C(p)x) ht((C(p)x)et) ht(Cx)supersingular 2 0 2
 ordinary 2 1 1singular 1 0 1
 10
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If the classifying map
 C : Spf(R)→ (Mell)p
 factors through Mordell , then C has no supersingular fibers, but may have singular
 fibers. We shall call such a generalized elliptic curve C ordinary.LetMord
 ell (pk) be the moduli stack whose R-points (for a p-complete ring R) isthe groupoid of pairs (C, η) where
 C/R = ordinary generalized elliptic curve,
 (η : µpk∼=−→ C[pk]) = isomorphism of finite group schemes.
 The isomorphism η is a pk-level structure. The stacks Mordell (pk) are representable
 by Deligne-Mumford stacks.A pk+1-level structure induces a canonical pk-level structure, inducing a map
 (5.1) Mordell (pk+1)→Mord
 ell (pk).
 Lemma 5.1. The map Mordell (pk+1) → Mord
 ell (pk) is an etale Z/p-torsor (anetale (Z/p)×-torsor if k = 0).
 Proof. (This proof is stolen from Paul Goerss.) By Lubin-Tate theory, thep-completed moduli stack Mmult
 FG of multiplicative formal groups admits a presen-tation
 Spf(Zp)→MmultFG
 which is a pro-etale torsor for the group:
 Aut(Gm/Zp) = Z×p .
 Associated to the closed subgroup 1 + pkZp ⊂ Z×p is the etale torsor
 MmultFG (pk)→Mmult
 FG
 for the group (Z/pk)×. The intermediate cover
 MmultFG (pk+1)→Mmult
 FG (pk)
 is an etale Z/p-torsor (it is an etale (Z/p)×-torsor if k = 0). The R-points ofMmult
 FG (pk) is the groupoid whose objects are pairs (G, η) where G is a formal
 group over Spf(R) locally isomorphic to Gm, and η is a level pk-structure:
 η : µpk∼=−→ G[pk].
 The stacks Mordell (pk) are therefore given by the pullbacks
 Mordell (pk+1) //
 Mordell (pk) //
 Mordell
 Mmult
 FG (pk+1) //MmultFG (pk) //Mmult
 FG
 where the mapMordell →Mmult
 FG classifies the formal group of the universal ordinarygeneralized elliptic curve. The result follows.
 11
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Thus we have a tower of etale covers:
 ...
 Mord
 ell (pk+1)
 Mord
 ell (pk)
 ...
 Mord
 ell
 This is the Igusa tower.
 Lemma 5.2. For k ≥ 1 (k ≥ 2 if p = 2) the stack Mordell (pk) is formally affine:
 there is a p-complete ring Vk such that
 Mordell (pk) = Spf(Vk).
 Proof. This is actually well known — see, for instance, Theorem 2.9.4, andthe discussion at the beginning of Section 3.2.2 of [Hid2]. However, the proof ofTheorem 2.9.4 in the above cited book only addresses the case where p > 3. Theidea there is that the ordinary locus of the moduli of elliptic curves, with sufficientlevel structure, is affine. The result then follows from geometric invariant theoryprovided one can show that the moduli problem Mord
 ell (pk) is rigid (i.e. it takesvalues in sets, not groupoids). Since p generates the ideal of definition of the formalstack Mord
 ell (pk), it follows from Proposition 3.5.1 of [BL] that it suffices to showthat the mod p reduction Mord
 ell (pk)Fp is rigid.
 Let (Mordell )nFp denote the moduli stack (over Fp) of ordinary elliptic curves with
 the structure of an n-jet at the basepoint. (Note that jets on an elliptic curve are thesame thing as jets on the formal group of the elliptic curve.) By fixing a coordinate
 T0 of Gm, we observe that there is a closed inclusion
 Mordell (pk)Fp → (Mord
 ell )pk−1
 Fp
 as a level pk-structure η gives an elliptic curve the structure of a (pk − 1)-jet η∗T0,and this jet uniquely determines the level structure. Thus it suffices to show that
 (Mordell )p
 k−1Fp is rigid. In fact, we will establish that it is affine.
 Case 1: p > 3. Let R be an Fp-algebra. Suppose that (C, T ) is an object
 of (Mordell )p
 k−1Fp (R) for k ≥ 1. Zariski-locally over Spec(R), there is a Weierstrass
 parameterization
 C = Ca : y2 + a1xy + a3y = x3 + a2x2 + a4x+ a6.
 The Weierstrass curve Ca has a canonical coordinate at infinity given by Ta = −x/y.Suppose that T is a (pk − 1)-jet on Ca, given by
 T = m0Ta +m1T2a + · · ·+mpk−2T
 pk−1a +O(T p
 k
 a ).12
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According to [Rez, Rmk. 20.3], there are unique values
 λ = λ(m0)
 s = s(m0,m1)
 r = r(m0,m1,m2)
 t = t(m0,m1,m2,m3)
 such that under the transformation
 fλ,s,r,t : Ca → Ca′
 x 7→ λ2x+ r
 y 7→ λ3y + sx+ t
 the induced level (pk − 1)-jet T ′ = (fλ,s,r,t)∗T is of the form
 T ′ = Ta′ +m′4T5a′ + · · ·+m′pk−2T
 pk−1a′ +O(T p
 k
 a′ ).
 We have shown that the pair (C, η) is (Zariski locally) uniquely representable by apair (Ca, T ) where
 T = Ta +m4T5a + · · ·mpk−2T
 pk−1a +O(T p
 k
 a ).
 The only morphism fλ,s,r,t : Ca → Ca′ which satisfies
 f∗λ,s,r,tTa′ = Ta +O(T 5a )
 has λ = 1 and s = r = t = 0. Thus (C, T ) is determined, Zariski locally, up tounique isomorphism, by the functions
 a1, a2, a3, a4, a6,m4, . . . ,mpk−2.
 The uniqueness of these functions implies that they are compatible on the intersec-tions of a Zariski open cover, and hence patch to give global invariants of (C, T ).Expressing the Eisenstein series (Hasse invariant) Ep−1 of Ca as
 Ep−1 = Ep−1(a1, a2, a3, a4, a6),
 it follows that we have
 (Mordell )p
 k−1Fp
 ∼= Spec(Fp[a1, a2, a3, a4, a6,m4, . . . ,mpk−2])[E−1p−1]).
 With minor modification, the method for p > 3 extends to the cases p = 2, 3.The canonical forms for (C, T ) just change slightly.
 Case 2: p = 3. Suppose that (C, T ) is an object of (Mordell )3k−1
 F3for k ≥ 1. If
 k > 1, then 3k−1 ≥ 4, and thus (C, T ) admits a canonical Weierstrass presentation.If k = 1, then this no longer holds. Instead, choosing
 λ = λ(m0)
 s =s(m0,m1)
 there exists (Zariski locally) a Weierstrass curve (Ca, T ) ∼= (C, T ) such that
 T = Ta +O(T 3a ).
 Choosing t0 accordingly, there is a transformation
 ft0 : Ca → Ca′
 (x, y) 7→ (x, y + t0)
 13
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such that a′3 = 0. The induced 2-jet T ′ = (ft0)∗T still satisfies T ′ ≡ Ta′ mod T 3a′ .
 The automorphisms fλ,s,r,t of (Ca′ , T′) preserving the property that a3 = 0, and
 the trivialization of the 2-jet, satisfy
 λ = 1
 s = 0
 t = −a1r/2.
 Under such a transformation, we find that
 a4 7→ a4 + 2b2r + 3r2
 where b2 = a2 + a21/4. Because C is assumed to be ordinary, the element b2 is a
 unit. Because R is an F3-algebra, there is a unique r such that a4 7→ 0. Thus wehave shown that there is a canonical Weierstrass presentation which trivializes the2-jet, and for which a3 = a4 = 0.
 Case 3: p = 2. Assume that k = 2 (for k > 2, we have 2k−1 ≥ 4, and thereforean elliptic curve with a 2k−1-jet admits a canonical Weierstrass presentation). Let(C, T ) be an object of (Mord
 ell )3F2
 . Choose (Zariski locally) a Weierstrass presentation(Ca, T ) ∼= (C, T ). Choosing
 λ = λ(m0)
 s = s(m0,m1)
 r = r(m0,m1,m2)
 we may assume that T satisfies
 T = Ta +O(T 4a ).
 The automorphisms fλ,s,r,t of (Ca, T ) preserving the trivialization of the 3-jet satisfy
 λ = 1,
 s = 0,
 r = 0.
 Under such a transformation, we find that
 a4 7→ a4 − a1t.
 Because C is assumed to be ordinary, the element a1 is a unit. Letting t = a4/a1, wehave a4 7→ 0. Thus we have shown that there is a canonical Weierstrass presentationwhich trivializes the 3-jet, and for which a4 = 0.
 Define
 V ∧∞ := lim←−m
 lim−→k
 Vk/pmVk.
 The ring V ∧∞ is the ring of generalized p-adic modular functions (of level 1).Let Mord
 ell (p∞) be the formal scheme Spf(V ∧∞). There is an isomorphism be-tween the R-points Mord
 ell (p∞)(R) and isomorphism classes of pairs (C, η) where
 C = a generalized elliptic curve over R,
 (η : Gm ∼= µp∞∼=−→ C) = an isomorphism of formal groups.
 (Note that the existence of η implies that C has ordinary reduction modulo p.)14
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The ring V ∧∞ possesses a special structure: it is a θ-algebra (see [GH]). Thatis, it has actions of operators
 ψk, k ∈ Z×p ,ψp, lift of the Frobenius,
 θ, satisfying ψp(x) = xp + pθ(x).
 The operations ψk and ψp are ring homomorphisms. The operation θ is determinedfrom ψp, since V ∧∞ is torsion-free and we have
 ψp(x) ≡ xp mod p.
 We determine ψk and ψp on the functors of points ofMordell (p∞). Suppose that
 R is a p-complete ring. Note that
 AutZp(Gm) ∼= Z×p .
 We may therefore regard Z×p as acting on Gm/R. Let [k] be the automorphism
 corresponding to k ∈ Z×p . Define
 (ψk)∗ :Mordell (p∞)(R)→Mord
 ell (p∞)(R)
 (C, η) 7→ (C, η [k]).
 The map (ψk)∗ is represented by a map
 ψk : V ∧∞ → V ∧∞.
 Suppose that (C, η) is an R-point of Mordell (p∞). Since C has ordinary reduction
 mod p, the pth power endomorphism of Cns factors as
 (5.2) Cns
 Φinsep ""
 [p] // Cns
 C(p)ns
 Φsep
 <<
 where Φinsep is purely inseparable. The morphism Φsep is not, in general, etale,but ker Φsep is an etale group scheme over R. On the non-singular fibers of C, Φsep
 has degree p, whereas on the singular fibers it has degree 1.These morphisms, and their kernels, fit into a 3 × 3 diagram of short exact
 sequences of group schemes:
 C[p] // Cns[p] //
 C[p]et
 C[p] //
 CnsΦinsep
 //
 [p]
 C(p)ns
 Φsep
 0 // Cns Cns
 where C[p] is the p-torsion subgroup of the height 1 formal group C and C[p]et isthe p-torsion of the ind-finite group scheme C(p)et.
 15
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Given a uniformizationη : Gm
 ∼=−→ C
 we get an induced uniformization η(p):
 (5.3) µp //
 ∼=
 Gm
 ∼= η
 [p] // Gm
 η(p)
 C[p] // C(Φinsep)∗
 // C(p)
 Remark 5.3. The uniformization η(p) admits a different characterization: it isthe unique isomorphism of formal groups making the following diagram commute:
 Gm
 η
 η(p)
 C(p)
 (Φsep)∗
 // C
 (The isogeny Φsep induces an isomorphism on formal groups.) The equivalence of
 this definition of η(p) with the previous is proved by the following diagram.
 Gm[p] //
 η
 Gm
 η(p)
 Gm
 η
 C
 (Φinsep)∗ //
 [p]
 ;;C(p)(Φsep)∗
 ∼=// C
 We get a map on R-points
 (ψp)∗ :Mordell (p∞)(R)→Mord
 ell (p∞)(R)
 (C, η) 7→ (C(p), η(p))
 which is represented by a ring map
 ψp : V ∧∞ → V ∧∞.
 It is easy to see that ψp commutes with ψk. To show that ψp induces a θ-algebrastructure on V ∧∞, it suffices to prove the following:
 Lemma 5.4. We have ψp(x) ≡ xp mod p.
 Proof. It suffices to show that (ψp)∗ is represented by the Frobenius whenrestricted to characteristic p. That is, we must show that if R is an Fp-algebra, and(C, η) is an R point of Mord
 ell (p∞), then the Frobenius
 σ : R→ R
 x 7→ xp
 gives rise to an isomorphism
 (C(p), η(p)) ∼= (σ∗C, σ∗η).16
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We briefly introduce some notation: if X is a scheme over R, then we have thefollowing diagram of morphisms.
 X
 Frrel
 $$
 Frtot
 $$
 $$
 σ∗XFr //
 X
 Spec(R)
 σ∗// Spec(R)
 The square is a pullback square, and Fr is the pullback of σ. The map Fr tot isthe total Frobenius, and the universal property of the pullback induces the relativeFrobenius Frrel.
 Because the isogeny Frrel has degree p, we have a factorization
 Cns[p] //
 Frrel ##
 Cns
 σ∗CnsFrrel
 ;;
 Because C has no supersingular fibers, the dual isogeny Frrel has separable kernel(see, for instance, [Sil, Thm. V.3.1]).
 Therefore, we have
 σ∗C ∼= C(p),
 Φinsep∼= Frrel,
 Φsep∼= Frrel.
 We just have to show that under these isomorphisms, we have σ∗η ∼= η(p). We havethe following diagram of formal groups.
 GmFrrel //
 η
 GmFr //
 σ∗η
 Gm
 η
 C
 Frrel// σ∗C
 Fr// C
 On Gm, the relative Frobenius is the pth power map. Therefore, by the definitionof η(p), we have σ∗η ∼= η(p) under the isomorphism σ∗C ∼= C(p).
 More generally, letting ω∞ denote the canonical line bundle over Spf(V ∧∞), thenthe graded algebra
 (V ∧∞)2∗ := Γω⊗∗∞inherits the structure of an even periodic graded θ-algebra. The θ-algebra structuremay be described by the isomorphism
 (V ∧∞)∗ ∼= (Kp)∗ ⊗Zp V∧∞.
 Here (Kp)∗ is the coefficients of p-adic K-theory, and the θ-algebra structure isinduced from the diagonal action of the Adams operations.
 17
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Remark 5.5. By defining ψp on V ∧∞ using its modular interpretation, I haveglossed over several technical issues related to extending the quotient by the canoni-cal subgroup of ordinary elliptic curves to the singular fibers of a generalized ellipticcurve. The careful reader could instead choose a different path to defining the op-eration ψp: define it just as I have on the non-singular fibers, and then explicitlydefine its effect on q-expansions to extend this definition over the cusp. (The effectof ψp on q expansions is to raise q to its pth power.)
 6. K(1) local elliptic spectra
 In this section we will investigate the abstract properties satisfied by a K(1)-local elliptic spectrum. Throughout this section, suppose that (E,α,C) be anelliptic spectrum. That is to say, E is a K(1)-local weakly even periodic ringspectrum, C is a generalized elliptic curve over R = π0E, and α is an isomorphismof formal groups
 α : GE → C.
 We shall furthermore assume that R is p-complete, and that the classifying map
 f : Spf(R)→ (Mell)p
 is flat. This implies:
 (1) E is Landweber exact (Remark 1.4),(2) C has ordinary reduction modulo p (Lemma 8.1).
 There are three distinct subjects we shall address in this section.
 (1) The p-adic K-theory of K(1)-local elliptic spectra.(2) θ-compatible K(1)-local elliptic E∞-ring spectra.(3) The θ-algebra structure of the p-adic K-theory of a supersingular elliptic
 E∞-ring spectrum.
 The p-adic K-theory of K(1)-local elliptic spectra.Let
 (K∧p )∗E := π∗((K ∧ E)p)
 denote the p-adic K-homology of E. It is geometrically determined by the followingstandard proposition.
 Proposition 6.1. Let Spf(W ) be the pullback of Spf(R) overMordell (p∞). Then
 there is an isomorphism
 (K∧p )0E ∼= W.
 This isomorphism is Z×p -equivariant, where the Z×p -acts on the left hand side throughstable Adams operations, and it acts on the right hand side due to the fact thatSpf(W ) is an ind-etale Z×p -torsor over Spf(R).
 Proof. By Landweber exactness, choosing complex orientations for Kp andE, we have
 (K∧p )0E = ((Kp)0 ⊗MUP0MUP0MUP ⊗MUP0
 R)∧p .
 Using the fact that Spec(MUP0MUP ) = Spec(MUP0) ×MFGSpec(MUP0), it is
 not hard to deduce from this that we have
 Spf((K∧p )0E) ∼= Spf(R)×MFGSpf((Kp)0).
 18
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Consider the induced diagram
 Spf((K∧p )0E) //
 Mordell (p∞) //
 Spf((K∧p )0)
 Spf(R)
 f//Mord
 ell//MFG
 The right-hand square is a pullback by the proof of Lemma 5.1, and we haveestablished that the composite is a pullback. We deduce that the left-hand side isa pullback, which completes the proof.
 θ-compatible K(1)-local elliptic E∞-ring spectra.If E is an E∞-ring spectrum, then the completed Kp-homology
 (K∧p )∗E := π∗((K ∧ E)p)
 naturally carries the structure of a θ-algebra: for k ∈ Z×p , the operations ψk are thestable Adams operations in Kp-theory, and the operation θ arises from the actionof the K(1)-local Dyer-Lashof algebra [GH].
 If the classifying map
 f : Spf(R)→Mordell
 is etale, then the pullback W of Proposition 6.1 carries naturally the structure ofa θ-algebra which we now explain. Since Spf(R) is etale over Mord
 ell , the pullbackSpf(W ) is etale over Mord
 ell (p∞) = Spf(V ∧∞). It is in particular formally etale, andtherefore there exists a unique lift
 Spec(W/p)
 σ∗ // Spec(W/p) // Spf(W )
 Spf(W )
 (ψp)∗
 33
 //Mordell (p∞)
 (ψp)∗//Mord
 ell (p∞)
 where
 (ψp)∗ :Mordell (p∞)→Mord
 ell (p∞)
 is the lift of the Frobenius coming from θ-algebra structure of V ∧∞ and σ : W/p →W/p is the Frobenius. Note that because Spf(R) is etale overMord
 ell , it is in partic-ular flat, and so W must be torsion-free. Therefore, the induced homomorphism
 ψp : W →W
 determines a unique θ-algebra structure on W .If E is E∞, and the classifying map f is etale, it is not necessarily the case
 that the isomorphism
 (K∧p )0E ∼= W
 of Proposition 6.1 preserves the operation ψp. This is rather a reflection of thechoice of E∞-structure on E. We therefore make the following definition.
 Definition 6.2. Suppose that E is a K(1)-local E∞ elliptic spectrum associ-ated to an elliptic curve C/R, and suppose that the classifying map
 Spf(R)→ (Mell)p19
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is etale. If the isomorphism (K∧p )0E ∼= W is a map of θ-algebras, then we shall saythat (E,C) is a θ-compatible.
 Remark 6.3. As a side-effect of our construction of OtopK(1) it will be the
 case that the E∞-structure on the spectrum of sections E = OtopK(1)(Spf(R)) is
 θ-compatible.
 Remark 6.4. In [AHS], the authors define the notion of an H∞-elliptic ringspectrum, which is a stronger notion than that of an elliptic H∞-ring spectrumin that they require a compatibility between the H∞-structure and the ellipticstructure. It is easily seen that every K(1)-local H∞-elliptic spectrum whose clas-sifying map is etale over the p-completion of the moduli stack of elliptic curves isθ-compatible.
 The θ-algebra structure of the p-adic K-theory of supersingular ellipticE∞-ring spectra.
 In [AHS, Sec. 3], previous work of Ando and Strickland is condensed intoan elegant perspective on Dyer-Lashof operations on an even periodic complexorientable H∞-ring spectrum T . Namely, suppose that
 (1) T is homogeneous — it is a homotopy commutative algebra spectrum overan even periodic E∞-ring spectrum (such as MU).
 (2) π0T is a complete local ring with residue field of characteristic p.(3) The reduction GT of GT modulo the maximal ideal has finite height.(4) GT is Noetherian — it is obtained by pullback from a formal group over
 Spf(S) where S is Noetherian.
 Then, for every morphism
 i : Spf(R)→ Spf(π0T )
 and every finite subgroup H < i∗GT (i.e. H is an effective relative Cartier divisorof i∗GT represented by a subgroup-scheme) there is a new morphism
 ψH : Spf(R)→ Spf(π0T )
 and an isogeny of formal groups
 fH : i∗GT → ψ∗HGTwith kernel H. This structure is called descent data for subgroups.
 Remark 6.5. The authors of [AHS] actually describe the structure of descentdata for level structures. However, their treatment carries over to subgroups (see[AHS, Rmk. 3.12]).
 Example 6.6. Suppose that T is a K(1)-local E∞-ring spectrum. Then theformal group GT must have height 1 (see the proof of Lemma 8.1), and it followsthat GT has a unique subgroup of order p, given by the p-torsion subgroup GT [p].Taking i to be the identity map, we get an operation
 ψGT [p] : π0T → π0T.
 This operation coincides with ψp. We shall let fp denote the associated degree pisogeny
 fp = fGT [p] : GT → (ψp)∗GT .20
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Example 6.7. Suppose that T = E(k,G) is the Morava E-theory associated
 to a height n formal group G/k, with universal deformation G/B, and the E∞-structure of Goerss and Hopkins [GH]. Then in [AHS] it is proven that theassociated descent data for subgroups is given as follows. Let
 i : Spf(R)→ Spf(B)
 be a morphism classifying a deformation i∗G/R of i∗G/k′ (where k′ := R/mR).
 Suppose that H < i∗G is a finite subgroup, and let H denote the restriction of Hto i∗G. Because G is a formal group of finite height over a field of characteristic p,the only subgroups of G are of the form
 Hr = ker((Frrel)r : i∗G→ i∗G)
 where Frrel is the relative Frobenius. Therefore, we have H = Hr for some r. Thequotient (i∗G)/Hr is the pullback of G under the composite i(p
 r):
 i(pr) : Spf(k′)
 (σr)∗−−−→ Spf(k′)i−→ Spf(k)
 where σ is the Frobenius. The quotient i∗G/H is then a deformation of (i∗G)/H ∼=(i(p
 r))∗G, hence is classified by a morphism
 ψH : Spf(R)→ Spf(B).
 This determines the operation ψH . The morphism fH is given by
 fH : i∗G→ (i∗G)/H ∼= (ψH)∗G.
 Suppose now that k is a finite field, and that C/k is a supersingular elliptic
 curve. Then, by Serre-Tate theory, there is a unique elliptic curve C over theuniversal deformation ring
 B := B(k, C) ∼= W(k)[[u1]]
 such that the formal group C∧ is the universal deformation of the formal group C.Furthermore, we have seen that the Goerss-Hopkins-Miller theorem associates to
 C/k an elliptic E∞-ring spectrum
 E := E(k, C) = OtopK(2)(Spf(B))
 with associated elliptic curve C.The curve C is to be regarded as an elliptic curve over Spf(B), but by Re-
 mark 1.6, there is a unique elliptic curve Calg over Spec(B) which restricts to
 C/Spf(B). Let Bord be the ring
 Bord = B[u−11 ]∧p .
 We regard Bord as being complete with respect to the ideal (p). Let Cord be the
 restriction of Calg to Spf(Bord). The following lemma follows from Lemma 8.1.
 Lemma 6.8. The spectrum EK(1) is an elliptic spectrum for the elliptic curve
 Cord/Bord.
 The Goerss-Hopkins E∞-structure on E induces an E∞ structure on the K(1)-localized spectrum EK(1), and there is an induced operation
 ψp : Bord → Bord
 21
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on Bord = π0EK(1) which lifts the Frobenius in characteristic p. We have thefollowing proposition.
 Proposition 6.9. There is an isomorphism
 (ψp)∗Cord ∼= (Cord)(p)
 (where (Cord)(p) is the quotient of Cord of Diagram (5.2)) making the followingdiagram of isogenies of formal groups commute.
 (6.1) (Cord)∧fp //
 (Φinsep)∗ &&
 (ψp)∗(Cord)∧
 ∼=
 ((Cord)(p))∧
 Proof. (In some sense, this proposition is one of the most important ingredi-ents to the construction of tmf , and I would have gotten it wrong except for thehelp of Niko Naumann and Charles Rezk.) Let
 i : Subp(C)→ Spf(B)
 be the formal scheme of “subgroups of C of order p” (see, for instance, [Str]). The
 formal scheme Subp(C) is of the form
 Spf(Γ0(p)(C)).
 Observe that because the p-divisible group of C is entirely formal, we have
 Γ0(p)(C) = Γ0(p)(C∧).
 Let Hcan be the universal degree p subgroup of i∗C. There is a correspondingoperation
 ψHcan : B = π0E → Γ0(p)(C)
 and an isomorphism
 (6.2) ψ∗Hcan
 C∧ ∼= (i∗C∧)/Hcan.
 This operation arises topologically from the total power operation
 ψHcan : B = π0EPE−−→ π0E
 BΣp+ Γ0(p)(C∧)
 where the surjection is the quotient by the image of the transfer morphisms [AHS,Rmk. 3.12]).
 Forgetting the topology on the ring B, we can regard C∧ simply as a formalgroup over the ring B, and we get an induced formal group (Cord)∧/Bord anddegree p subgroup
 Hordcan < i∗(Cord)∧
 overΓ0(p)(C)ord := Γ0(p)(C)[u−1
 1 ]∧p ∼= Γ0(p)(Cord).
 The last isomorphism follows from the fact that forgetting about formal schemes,there is an isomorphism
 Subp(Calg)×Spec(B) Spec(Bord) ∼= Subp(C
 alg ×Spec(B) Spec(Bord)).
 Letc : Γ0(p)(Cord)→ Γ0(p)((Cord)∧) ∼= Bord
 22
 Author's final version made available with permission of the publisher, American Mathematical Society. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms

Page 175
                        
                        

be the map classifying the subgroup Hordcan of order p of Γ0(p)((Cord)∧), regarded as
 a subgroup of Cord. The isomorphism Γ0(p)((Cord)∧) ∼= Bord reflects the fact thatthere is one and only one degree p-subgroup of a deformation of a height 1 formalgroup. Thus
 (6.3) Hordcan = i∗(Cord)∧[p].
 By Example 6.6, the corresponding operation
 ψc∗Hordcan: Bord → Γ0(p)((Cord)∧) ∼= Bord
 is nothing more than the operation ψp on the K(1)-local E∞ ring spectrum EK(1).Since localization E → EK(1) is a map of E∞-ring spectra, E and EK(1) havecompatible descent data for subgroups, and we deduce that there is a commutativediagram:(6.4)
 B //
 ψHcan
 Bord
 ψp
 π0E //
 PE
 π0EK(1)
 (PE)K(1)
 PEK(1)
 ((π0E
 BΣp+ //
 π0(EBΣp+)K(1)//
 π0(EK(1))BΣp+
 Γ0(p)(C)
 j// Γ0(p)(Cord)
 c// Γ0(p)((Cord)∧) Bord
 Using Serre-Tate theory, the isomorphism (6.2) lifts to an isomorphism
 (i∗C)/Hcan∼= (ψHcan)∗C.
 Using the isomorphism above, equality (6.3), and the commutativity of Diagram 6.4,we deduce that there are isomorphisms
 (Cord)(p) = Cord/c∗Hordcan
 = c∗j∗((i∗C)/Hcan)
 ∼= c∗j∗(ψHcan)∗C
 = (ψp)∗Cord.
 Diagram (6.1) commutes because both fp and (Φinsep)∗ are lifts of the relativeFrobenius with the same kernel.
 Consider the pullback diagram
 (6.5) Spf((K∧p )0EK(1))g //
 q
 Spf(V ∧∞)
 q′
 Spf(π0EK(1))
 g′//Mord
 ell
 of Proposition 6.1. The following theorem will be essential in our construction ofthe map αchrom .
 23
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Theorem 6.10. The map
 g : V ∧∞ → (K∧p )0EK(1)
 of Diagram (6.5) is a map of θ-algebras.
 Proof. We just need to check that g commutes with ψp (we already knowfrom Proposition 6.1 that g commutes with the action of Z×p ). The map g classifiesa level structure
 η : Gm∼=−→ q∗(Cord)∧.
 We need to verify that there is an isomorphism
 ((ψp)∗q∗Cord, (ψp)∗η) ∼= ((q∗Cord)(p), η(p)).
 The descent data for level structures arising from E∞-structures is natural withrespect to maps of E∞-ring spectra (see [AHS]). It follows that the maps of E∞-ring spectra:
 Kpr−→ (Kp ∧ EK(1))p
 q←− EK(1).
 induce a diagram
 r∗Gmr∗fp //
 η
 r∗(ψp)∗Gm
 (ψp)∗η
 (q∗Cord)∧
 q∗fp
 // q∗(ψp)∗(Cord)∧
 The E∞-structure on p-adic K-theory associates to the formal subgroup µp < Gmover Zp the pth power isogeny
 fp = [p] : Gm → Gm(this is a special case of Example 6.7). Combined with Diagram (6.1), we have adiagram
 Gm[p] //
 η
 Gm
 (ψp)∗η
 q∗(Cord)∧
 (Φinsep)∗
 // q∗((Cord)(p))∧
 We deduce from Diagram (5.3) that with respect to the isomorphism (ψp)∗Cord ∼=(Cord)(p) we have (ψp)∗η ∼= η(p).
 7. Construction of OtopK(1)
 For a θ-algebra A/k and a θ-A-module M , let
 H∗Algθ(A/k,M)
 denote the θ-algebra Andre-Quillen cohomology of A with coefficients in M . In[GH] (see also [GH]), an obstruction theory for K(1)-local E∞ ring spectra isdeveloped. We summarize their main results:
 Theorem 7.1 (Goerss-Hopkins).24
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(1) Given a graded θ-algebra A∗, the obstructions to the existence of a K(1)-local E∞-ring spectrum E, for which there is an isomorphism
 (K∧p )∗E ∼= A∗
 of θ-algebras, lie in
 HsAlgθ
 (A∗/(Kp)∗, A∗[−s+ 2]), s ≥ 3.
 The obstructions to uniqueness lie in
 HsAlgθ
 (A∗/(Kp)∗, A∗[−s+ 1]), s ≥ 2.
 (2) Given K(1)-local E∞-ring spectra E1, E2 such that K∧∗ Ei is p-complete,and a map of graded θ-algebras
 f∗ : (K∧p )∗E1 → (K∧p )∗E2,
 the obstructions to the existence of a map f : E1 → E2 of E∞-ring spectrawhich induces f∗ on p-adic K-homology lie in
 HsAlgθ
 ((K∧p )∗E1/(Kp)∗, (K∧p )∗E2[−s+ 1]), s ≥ 2.
 (Here, the θ-(K∧p )∗E1-module structure on (K∧p )∗E2 arises from the mapf∗.) The obstructions to uniqueness lie in
 HsAlgθ
 ((K∧p )∗E1/(Kp)∗, (K∧p )∗E2[−s]), s ≥ 1.
 (3) Given such a map f above, there is a spectral sequence which computesthe higher homotopy groups of the space E∞(E1, E2) of E∞ maps:
 HsAlgθ
 ((K∧p )∗E1/(Kp)∗, (K∧p )∗E2[t])⇒ π−t−s(E∞(E1, E2), f).
 Remark 7.2. The notation A∗[u] corresponds to the notation Ω−uA∗ in [GH],[GH].
 Remark 7.3. To simplify notation in the remainder of this paper, we will write
 H∗Algθ(A∗,M∗) := H∗Algθ
 (A∗/(Kp)∗,M∗).
 (That is, we will always be taking our Andre-Quillen cohomology groups in thecategory of graded θ-(Kp)∗-algebras unless we specify a different base explicitly.)
 Remark 7.4. The homotopy groups of a K(1)-local E∞-ring spectrum E arerecovered from its p-adic K-homology by an Adams-Novikov spectral sequence.Assuming that the pro-system
 Kt(E ∧M(pi))iis Mittag-Leffler (see [Dav06, Thm. 10.2]) this spectral sequence takes the form
 (7.1) Hsc (Z×p , (K∧p )tE)⇒ πt−sE.
 Let A∗ be a graded even periodic θ-algebra, and M∗ be a graded θ-A∗-module.In [GH, Sec. 2.4.3], it is explained how the cohomology of the cotangent complexL(A0/Zp) inherits a canonical θ-A0-module structure from that of A0, and thatthere is a spectral sequence
 (7.2) ExtsModθA0
 (Ht(L(A0/Zp)),M∗)⇒ Hs+tAlgθ
 (A∗,M∗).
 The following lemma simplifies the computation of these Andre-Quillen cohomologygroups.
 25
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Lemma 7.5. Suppose that A∗/(Kp)∗ is a torsion-free graded θ-algebra, and that
 M∗ is a torsion-free graded θ-A∗-module. Let Ak∗ denote the fixed points A1+pkZp∗
 (A0∗ = A
 Z×p∗ ). Note that we have
 A∗ = lim←−m
 lim−→k
 Ak∗/pmAk∗.
 Let A∗ (respectively A0∗ and M∗) denote A∗/pA∗ (respectively A0
 ∗/pA0∗ and M∗/pM∗).
 Assume that:
 (1) A∗ and M∗ are even periodic,(2) A0
 0 is formally smooth over Fp,(3) Hs
 c (Z×p , M0) = 0 for s > 0,
 (4) A0 is ind-etale over A00.
 Then we have:
 HsAlgθ
 (A∗,M∗[t]) = 0
 if s > 1 or t is odd.
 Proof. By [GH, Prop. 6.8], there is a spectral sequence
 HsAlgθFp
 (A∗, pmM∗/p
 m+1M∗[t])⇒ HsAlgθ
 (A∗,M∗[t]).
 Thus it suffices to prove the mod p result. Note that because M is torsion-free,there is an isomorphism
 M∗ ∼= pmM∗/pm+1M∗.
 Since A00 is formally smooth over Fp, and since A0 is ind-etale over A0
 0, we deducethat A0 is formally smooth over Fp. Therefore, the spectral sequence
 ExtsModθA0
 (Ht(L(A0/Fp)), M∗[t])⇒ Hs+tAlgθFp
 (A∗, M∗)
 collapses to give an isomorphism
 ExtsModθA0
 (ΩA0/Fp , M−t)∼= Hs
 AlgθFp(A∗, M∗[t]).
 Since A0 is ind-etale over A00, there is an isomorphism
 ΩA0/Fp∼= A0 ⊗A0
 0ΩA0
 0/Fp
 of θ-A0-modules. Because A0 is flat over A00, this induces a change of rings isomor-
 phism
 ExtsModθA0
 (ΩA0/Fp , M−t)∼= ExtsModθ
 A00
 (ΩA00/Fp , M−t).
 There is a composite functors spectral sequence
 ExtsA00[θ](ΩA0
 0/Fp , Htc(Z×p , Mu))⇒ Exts+t
 ModθA0
 0
 (ΩA00/Fp , Mu)
 which, by our hypotheses, collapses to an isomorphism
 (7.3) ExtsA00[θ](ΩA0
 0/Fp , MZ×pu ) ∼= ExtsModθ
 A00
 (ΩA00/Fp , Mu).
 Because A00 is formally smooth over Fp, the module of Kahler differentials ΩA0
 0/Fp is
 projective as an A00-module. The Ext groups in the left hand side of (7.3) therefore
 vanish for s > 1, and, since M∗ is concentrated in even degrees, for u odd. 26
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There is a relative form of Theorem 7.1. Fix a K(1)-local E∞-ring spectrumE. The entire statement of Theorem 7.1 is valid if you work in the category ofK(1)-local commutative E-algebras instead of K(1)-local E∞-ring spectra. Theobstructions live in the Andre-Quillen cohomology groups for graded θ-W∗-algebras:
 HsAlgθW∗
 (A∗,M∗)
 where W∗ = (K∧p )∗E.
 Lemma 7.6. Suppose that W∗ and A∗ are even periodic, and that A0 is etaleover W0. Then for all s,
 HsAlgθW∗
 (A∗,M∗) = 0.
 Proof. Consider the spectral sequence
 ExtsModθA∗(Ht(L(A∗/W∗)),M∗)⇒ Hs+t
 AlgθW∗(A∗,M∗).
 Because A∗ is etale over W∗, the cotangent complex is contractible, and the spectralsequence collapses to zero.
 We outline our construction of OtopK(1):
 Step 1: We will construct a K(1)-local E∞-ring spectrum tmf (p)ord. This
 will be our candidate for the spectrum of sections of OtopK(1) over the etalecover
 Mordell (p)
 ↓ γMord
 ell
 This cover is Galois, with Galois group (Z/p)×. We will show that there isa corresponding action of (Z/p)× on the spectrum tmf (p)ord by E∞-ringmaps. We will define tmf K(1) to be homotopy fixed points
 tmf K(1) := (tmf (p)ord)h(Z/p)× .
 Step 2: We will construct the sheaf OtopK(1) in the category of commutative
 tmf K(1)-algebras.
 We now give the details of our constructions.
 Step 1: construction of tmf K(1).
 Case 1: assume that p is odd.Let X be the formal pullback
 (7.4) X //
 Mordell (p∞)
 Mord
 ell (p) //Mordell
 For a p-complete ring R, the R-points of X are given by
 X = (C, η, η′)27
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where the data is given by:
 C a generalized elliptic curve over R,
 η : Gm∼=−→ C an isomorphism of formal groups,
 η′ : µp∼=−→ C[p] an isomorphism of finite group schemes.
 Since Mordell (p) = Spf(V1) is formally affine, we deduce that X = Spf(W ) for
 some ring W . Since Mordell (p) is etale over Mord
 ell , the ring W possesses a canonicalθ-algebra structure extending that of V ∧∞. For k ∈ Z×p , the operations ψk areinduced by the natural transformation on R-points:
 (ψk)∗X (R)→ X (R)
 (C, η, η′) 7→ (C, η [k], η′)
 The operation ψp is induced by the natural transformation
 (ψp)∗X (R)→ X (R)
 (C, η, η′) 7→ (C(p), η(p), (η′)(p))
 Here, given η′, the level structure (η′)(p) is the one making the following diagramcommute (see Remark 5.3).
 µp
 η′
 (η′)(p)
 C(p)[p](Φsep)∗
 // C[p]
 Taking ω∞,1 to be the canonical line bundle over X , we can construct an evenlygraded θ-algebra W∗ as
 W2∗ := Γω⊗∗∞,1.
 Theorem 7.7. There is a (Z/p)×-equivariant, even periodic, K(1)-local E∞-ring spectrum tmf (p)ord such that
 (1) π0tmf (p)ord ∼= V1,(2) Letting (C1, ηηη1) be the universal tuple over Mord
 ell (p), there is an isomor-
 phism of formal groups Gtmf (p)ord∼= C1.
 (3) There is an isomorphism of θ-algebras
 (K∧p )∗tmf (p)ord ∼= W∗.
 Proof. Observe the following.
 (1) W∗ is concentrated in even degrees.
 (2) W is ind-etale over WZ×p = V1, and V1 is smooth over Zp. This is becausein the following pullback
 X //
 Mordell (p∞)
 Mord
 ell (p) //Mordell
 we have Mordell (p∞) ind-etale over Mord
 ell , thus X = Spf(W ) is ind-etaleover Mord
 ell (p) = Spf(V1), and Mordell (p) is smooth over Spf(Zp).
 28
 Author's final version made available with permission of the publisher, American Mathematical Society. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms

Page 181
                        
                        

(3) Hsc (Z×p ,W ) = 0 for s > 0. This is because W is is an ind-etale Z×p -torsor
 over V1.
 We deduce, from Lemma 7.5, that there exists a K(1)-local E∞-ring spectrumtmf (p)ord such that we have an isomorphism
 (K∧p )∗tmf (p)ord ∼= W∗
 of graded θ-algebras. As a consequence of (3) above, we deduce that the spectralsequence (7.1) collapses to give an isomorphism
 π∗tmf (p)ord ∼= (V1)∗
 where, if ω1 is the canonical line bundle over Mordell (p), then
 (V1)2∗ = Γω⊗∗1 .
 Let (C1, ηηη1) be the universal tuple overMordell (p). The existence of the isomorphism
 ηηη1 : µp∼=−→ C1[p]
 implies that ω1 admits a trivialization. In particular, tmf (p)ord is even periodic.We now show that the formal group of Gtmf (p)ord is isomorphic to the for-
 mal group C1. Choose complex orientations ΦK , Φtmf (p)ord of K and tmf (p)ord.Consider the following diagram.
 MUP0
 ηR
 Φtmf (p)ord // π0tmf (p)ord
 ηR
 V1 _
 MUP0MUP
 ΦK∧Φtmf (p)ord
 // (K∧p )0tmf (p)ord W
 The map ΦK ∧ Φtmf (p)ord classifies an isomorphism of formal groups
 α : η∗LGm∼=−→ η∗RGtmf (p)ord .
 over W . At the same time, the universal tuple (C, ηηη,ηηη′) over W has as part of itsdata an isomorphism of formal groups
 ηηη : Gm∼=−→ C.
 The generalized elliptic curve C over W is a pullback of the elliptic curve C1 overV1 — thus it is invariant under the action of Z×p . The same holds for the formalgroup η∗RGtmf (p)ord — it is tautologically the pullback of Gtmf (p)ord . Under the
 action of an element k ∈ Z×p , the isomorphisms α and ηηη transform as
 [k]∗α = α [k],
 [k]∗ηηη = ηηη [k].
 The isomorphism
 ηηη α−1 : η∗RGtmf (p)ord∼=−→ C
 is therefore invariant under the action of Z×p . Thus it descends to an isomorphism
 α1 : Gtmf (p)ord∼=−→ C1.
 29
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The Galois group (Z/p)× of Mordell (p) over Mord
 ell acts on V1. The last thingwe need to show is that this action lifts to a point-set level action of (Z/p)× byE∞-ring maps. Because W∗ satisfies the hypotheses of Lemma 7.5, we may deducefrom Theorem 7.1 that the Kp-Hurewicz map
 [tmf (p)ord, tmf (p)ord]E∞ → HomAlgθ (W∗,W∗)
 is an isomorphism. The action of (Z/p)× on V1 lifts to W in an obvious way: onthe R-points of Spf(W ) = X , an element [k] ∈ (Z/p)× acts by
 [k]∗ : X (R)→ X (R)
 (C, η, η′) 7→ (C, η, η′ [k])
 This action is easily seen to commute with the action of ψl for l ∈ Z×p , and ψp.
 Thus (Z/p)× acts on W through maps of θ-algebras. We deduce that there is amap of groups
 (Z/p)× → [tmf (p)ord, tmf (p)ord]×E∞ .
 The obstructions to lifting this homotopy action to a point-set action may be iden-tified using the obstruction theory of Cooke [Coo] (adapted to the topologicalcategory of E∞-ring spectra). Namely, the obstructions lie in the group cohomol-ogy
 Hs((Z/p)×, πs−2(E∞(tmf (p)ord, tmf (p)ord), Id)), s ≥ 3.
 Since the space E∞(tmf (p)ord, tmf (p)ord) is p-complete, and the order of the group(Z/p)× is prime to p, these obstructions must vanish.
 Define
 tmf K(1) := (tmf (p)ord)h(Z/p)× .
 The following lemma is a useful corollary of a theorem of N. Kuhn.
 Lemma 7.8. Suppose that G is a finite group which acts on a K(n)-local E∞-ring spectrum E through E∞-ring maps. Then the Tate spectrum EtG is K(n)-acyclic, and the norm map
 N : EhG → EhG
 is a K(n)-local equivalence.
 Proof. Kuhn proves that the localized Tate spectrum ((ST (n))tG)T (n) is acyclic
 [Kuh, Thm. 1.5], where T (n) is the telescope of a vn-periodic map on a type n com-plex. The Tate spectrum (EtG)K(n) is an algebra spectrum over ((ST (n))
 tG)T (n).In particular, it is a module spectrum over an acyclic ring spectrum, and hencemust be acyclic.
 Lemma 7.9. There is an isomorphism of θ-algebras (K∧p )∗tmf K(1)∼= (V ∧∞)∗.
 Proof. By Lemma 7.8, the natural map
 (Kp ∧ (tmf (p)ord)h(Z/p)×)K(1) → (Kp ∧ tmf (p)ord)h(Z/p)×K(1)
 is an equivalence (the homotopy fixed points are commuted past the smash productby changing them to homotopy orbits). The homotopy fixed point spectral sequencecomputing the homotopy groups of the latter collapses to give an isomorphism:
 (V ∧∞)∗ ∼= (W∗)(Z/p)× ∼= (K∧p )∗tmf K(1).
 30
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(The first isomorphism above comes from the fact that X is an etale (Z/p)×-torsorover Mord
 ell (p∞).)
 Case 2: p = 2.
 If one were to try to duplicate the odd-primary argument, one would do thefollowing: the first stack in the 2-primary Igusa tower which is formally affine is
 Mordell (4) = Spf(V2).
 The cover Mordell (4)
 γ−→Mordell is Galois with Galois group (Z/4)×. One must begin
 by constructing the K(1)-local E∞-ring spectrum tmf (4)ord. One would like to usethe obstruction theory of Cooke to make this spectrum (Z/4)×-equivariant, but theorder of the group is 2, so we cannot conclude that the obstructions vanish.
 We instead replace K with KO. Define a graded reduced θ-algebra to be agraded θ-algebra over KO∗ where the action of Z×2 is replaced with an action ofZ×2 /±1.
 Suppose that V is a θ-algebra, and that the subgroup ±1 ⊂ Z×2 acts triv-ially on V . Then V may be regarded as a reduced θ-algebra. One may form acorresponding graded reduced θ-algebra by taking
 (7.5) W∗ = KO∗ ⊗ V.Definition 7.10. We shall say that a graded reduced θ-algebra W∗ is Bott
 periodic if it takes the form (7.5). We shall say that a K(1)-local E∞ ring spectrumis Bott periodic if
 (1) (K∧2 )∗E is torsion-free and concentrated in even degrees.(2) The map (KO∧2 )0E → (K∧2 )0E is an isomorphism.
 The relevance of this definition is given by the following lemma.
 Lemma 7.11. Suppose that E is a Bott periodic K(1)-local E∞-ring spectrum.Then we have
 (KO∧2 )∗E ∼= KO∗ ⊗ (K∧2 )0E
 In particular, the graded reduced θ-algebra (KO∧2 )∗E is Bott periodic. Conversely,if E is an E∞ ring spectrum with
 (KO∧2 )∗E ∼= KO∗ ⊗ Vas KO∗-modules, then E is Bott periodic, and (K∧2 )0E ∼= V .
 Proof. The first part uses the homotopy fixed point spectral sequence
 Hs(Z/2, (K∧2 )tE)⇒ (KO∧2 )t−sE.
 The second part follows easily from the Kunneth spectral sequence.
 Remark 7.12. Both KO2 and tmf K(1) (once we construct it) are Bott periodic.
 Unfortunately the homology theory KO∧2 does not seem to satisfy all of thehypotheses required for the Goerss-Hopkins obstruction theory to apply. Neverthe-less, when restricted to Bott periodic spectra with vanishing positive cohomologyas a Z×2 /±1-module, it can be made to work. This is discussed in Appendix A.There it is shown that given a Bott periodic graded reduced θ-algebra W∗ satisfying
 Hsc (Z×2 /±1,W0) = 0 for s > 0,
 31
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the obstructions to the existence of aK(1)-local E∞-ring spectrum E with (KO∧2 )∗E ∼=W∗ lie in the cohomology groups
 HsAlgredθ
 (W∗,W∗[−s+ 2]), s ≥ 3.
 Given Bott periodic K(1)-local E∞-ring spectra E1 and E2, the obstructions torealizing a map of graded reduced θ-algebras
 (KO∧2 )∗E1 → (KO∧2 )∗E2
 lie in
 HsAlgredθ
 ((KO∧2 )∗E1, (KO∧2 )∗E2[−s+ 1]), s ≥ 2.
 We have the following analog of Lemma 7.5.
 Lemma 7.13. Suppose that A∗/(KO2)∗ is a graded 2-complete reduced θ-algebra,and that M∗ is a graded 2-complete reduced θ-A∗-module. Let Ak∗ denote the fixed
 points A1+2kZ2∗ (A0∗ = A
 Z×2∗ ). Note that we have
 A∗ = lim←−m
 lim−→k
 Ak∗/pmAk∗.
 Let A∗ (respectively A0∗ and M∗) denote the mod 2 reduction. Assume that:
 (1) A∗ and M∗ are Bott periodic,(2) A0
 0 is formally smooth over F2,(3) Hs
 c (Z×2 /±1, M0) = 0 for s > 0,(4) A0 is ind-etale over A0
 0.
 Then we have:
 HsAlgredθ
 (A∗,M∗[t]) = 0
 if either s > 1 or −t ≡ 3, 5, 6, 7 mod 8.
 The following lemma is of crucial importance.
 Lemma 7.14. Let V ∧∞ be the representing ring for Mordell (2∞) (a.k.a. the θ-
 algebra of generalized 2-adic modular functions).
 (1) The element [−1] ∈ Z×2 acts trivially on V ∧∞.(2) The subring V2 ⊂ V∞ is isomorphic to the fixed points under the induced
 action of the group Z×2 /±1.(3) We have Hs
 c (Z×2 /±1, V ∧∞/2V ∧∞) = 0 for s > 0.
 Proof. The stack Mordell (2∞) represents pairs (η, C) where
 η : Gm → C
 is an isomorphism. However, we have ([−1]∗η, C) ∼= (η, C):
 Gm[−1] //
 [−1]∗η
 η
 &&
 Gmη // C
 [−1]
 C
 32
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This proves (1). Under the isomorphism given by the composite
 1 + 4Z2 → Z×2 → Z×2 /±1the action of the subgroup 1 + 4Z2 agrees with the induced action of Z×2 /±1 onV ∧∞. But V ∧∞/2V
 ∧∞ is ind-Galois over V2/2V2 (the representing ring forMord
 ell (4)⊗F2)with Galois group 1 + 4Z2. This proves (2) and (3).
 The algebra V ∧∞/2V∧∞ is ind-etale over V2/2V2, and Mord
 ell (4) ⊗ F2 is smooth.Lemma 7.13 implies that the groups
 HsAlgredθ
 (KO∗ ⊗ V ∧∞,KO∗ ⊗ V ∧∞[u])
 vanish for s > 1 and −u ≡ 3, 5, 6, 7 mod 8. This is enough to deduce that thereexists a K(1)-local E∞-ring spectrum tmf K(1) such that there is an isomorphismof graded reduced θ-algebras
 (KO∧2 )∗tmf K(1)∼= KO∗ ⊗ V ∧∞.
 Remark 7.15. There is another construction of tmf K(1) at p = 2 which is
 described in [Lau] (see also [Hop1]). The spectrum is explicitly constructed byattaching two K(1)-local E∞-cells to the K(1)-local sphere. Unfortunately, it seemsthat this approach does not generalize to primes p ≥ 5, though it does work at p = 3as well [Hop1].
 Step 2: construction of the presheaf OtopK(1). We shall now construct the
 sections of a presheaf OtopK(1) on (Mordell )et. By Remark 2.5, it suffices to produce
 the values of OtopK(1) on etale formal affine opens of Mordell .
 Let Spf(R)f−→Mord
 ell be an etale formal affine open. Consider the pullback:
 Spf(W )f ′ //
 Mordell (p∞)
 Spf(R)
 f//Mord
 ell
 Since f is etale, W is an etale V ∧∞-algebra, and W carries a canonical θ-algebrastructure (Section 6). We have an associated even periodic graded θ-(V ∧∞)∗-algebraW∗.
 The relative form of Theorem 7.1 indicates that the obstructions to the ex-istence and uniqueness of a K(1)-local commutative tmf K(1)-algebra E such thatthere is an isomorphism
 (K∧p )∗E ∼= W∗of θ-(V ∧∞)∗-algebras lie in the Andre-Quillen cohomology groups
 HsAlgθ
 (V∧∞)∗(W∗,W∗[u]).
 These cohomology groups vanish by Lemma 7.6.Given a map
 g : Spf(R2)→ Spf(R1)
 in (Mordell )et, we get an induced map
 g∗ : (W1)∗ → (W2)∗33
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of the corresponding θ-(V ∧∞)∗-algebras. Let E1, E2 be the corresponding K(1)-localcommutative tmf K(1)-algebras. The obstructions for existence and uniqueness of amap of tmf K(1)-algebras
 g∗ : E1 → E2
 realizing the map g∗ on Kp-homology lie in the groups
 HsAlgθ
 (V∧∞)∗((W1)∗, (W2)∗[u]).
 Furthermore, given the existence of g∗, there is a spectral sequence
 HsAlgθ
 (V∧∞)∗((W1)∗, (W2)∗[u])⇒ π−u−s(AlgtmfK(1)
 (E1, E2), g∗).
 Again, these cohomology groups all vanish by Lemma 7.6. We deduce that:
 (1) The Kp-Hurewicz map
 [E1, E2]AlgtmfK(1)→ HomAlgθ
 (V∧∞)∗((W1)∗, (W2)∗)
 is an isomorphism.(2) The mapping spaces AlgtmfK(1)
 (E1, E2) have contractible components.
 We have constructed a functor
 OtopK(1) : ((Mordell )et,aff )op → Ho(Commutative tmf K(1)-algebras).
 Since the mapping spaces are contractible, this functor lifts to give a presheaf (see[DKS])
 OtopK(1) : ((Mordell )et,aff )op → Commutative tmf K(1)-algebras.
 The same argument used to prove part (2) of Theorem 7.7 proves the following.
 Proposition 7.16. Suppose that Spf(R) →Mordell is an etale open classifying
 a generalized elliptic curve C/R. Then the associated spectrum of sections OtopK(1)
 is an elliptic spectrum for the curve C/R.
 8. Construction of OtoppTo construct Otopp it suffices to construct the map
 αchrom : (iord)∗OtopK(1) → ((iss)∗OtopK(2))K(1).
 Our strategy will be to do this in two steps:
 Step 1: We will construct
 αchrom : tmf K(1) → (tmf K(2))K(1)
 wheretmf K(2) := OtopK(2)(Mss
 ell).
 Step 2: We will use the K(1)-local obstruction theory in the category oftmf K(1)-algebra spectra to show that this map can be extended to a mapof presheaves of spectra:
 (ιord)∗OtopK(1) → ((ιss)∗OtopK(2))K(1).
 We will need the following lemma.
 Lemma 8.1. Suppose that C is a generalized elliptic curve over a ring R, andthat E is an elliptic spectrum associated with C. Then
 34
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(1) E is E(2)-local.(2) Suppose that R is p-complete, and that the classifying map
 Spf(R)→ (Mell)p
 for C is flat. Then there is an equivalence
 EK(1) ' E[v−11 ]p.
 Proof. Greenlees and May [GM] proved that there is an equivalence
 EE(n) ' E[I−1n+1].
 They also showed there is a spectral sequence
 (8.1) Hs(Spec(R)−Xn, ω⊗t)⇒ π2t−sE[I−1
 n+1]
 where Xn = Spec(R/In+1) is the locus of Spec(R/p) where the formal group of
 E has height greater than n. (1) therefore follows from the fact that C never hasheight greater than 2. For (2), since R is assumed to be p-complete, there is anisomorphism
 π0(E[v−11 ]p) ∼= R[v−1
 1 ]p.
 Over R[v−11 ]/pR[v−1
 1 ], the generalized elliptic curve C is ordinary, henceX1 is emptyand the spectral sequence (8.1) collapses to show that E[v−1
 1 ]p is E(1)-local. It isalso p-complete by construction, and since K(1)-localization is the p-completionof E(1)-localization, we deduce that E[v−1
 1 ]p is K(1)-local. It therefore suffices toshow that the map
 E → E[v−11 ]p
 is a K(1)-equivalence. It suffices to show that it yields an equivalence on p-adic K-theory. However, by Proposition 6.1, both (K∧p )0E and (K∧p )0(E[v−1
 1 ]p) are givenby W , where we have pullback squares:
 Spf(W ) //
 Spf(R[v−11 ]∧p ) //
 Spf(R)
 Mord
 ell (p∞) //Mordell
 // (Mell)p
 Step 1: construction of αchrom : tmf K(1) → (tmf K(2))K(1)αchrom : tmf K(1) → (tmf K(2))K(1)αchrom : tmf K(1) → (tmf K(2))K(1).
 We shall temporarily assume that p is odd. After we complete Step 1 for odd primes,we shall address the changes necessary for the prime 2.
 Fix N to be a positive integer greater than or equal to 3 and coprime to p.Let Mell(N)/Z[1/N ] denote the moduli stack of pairs (C, ρ) where C is an ellipticcurve and ρ is a “full level N structure”:
 ρ : (Z/N)2 ∼=−→ C[N ].
 Since N is greater than 3, this stack is a scheme [DR, Cor. 2.9]. The cover
 Mell(N)→Mell ⊗ Z[1/N ]35
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given by forgetting the level structure is an etale GL2(Z/N)-torsor. Let Mell(N)pdenote the completion of Mell(N) at p, and let Mss
 ell(N) denote the pullback
 Mssell(N) //
 Mell(N)p
 Mss
 ell// (Mell)p
 SinceMell(N)p is a formal scheme,Mssell(N) is also a formal scheme. By Serre-Tate
 theory, the formal scheme Mssell(N) is given by
 Mssell(N) =
 ∐
 i
 Spf(W(ki)[[u1]])
 for a finite set of finite fields ki (this set of finite fields depends on N). Let ANdenote the representing ring
 AN :=∏
 i
 W(ki)[[u1]]
 and let BN be the ring
 BN := AN [u−11 ]∧p =
 ∏
 i
 W(ki)((u1))∧p .
 (Elements in the ring W(ki)((u1))∧p are bi-infinite Laurent series
 ∑
 j∈Zaju
 j1
 where we require that aj → 0 as j → −∞.) We shall use the notation
 Mssell(N) = Spf(p,u1)(AN )
 to indicate that Spf is taken with respect to the ideal of definition (p, u1). DefineMss
 ell(N)ord to be the formal scheme given by
 Mssell(N)ord = Spf(p)(BN ).
 Let (CssN , ηssN )/Mss
 ell(N) be the elliptic curve with full level structure classified bythe map
 Mssell(N)→Mell(N).
 We regardMssell(N)ord as the “ordinary locus” of CssN . This does not actually make
 sense in the context of formal schemes —Mssell(N)ord is not a formal subscheme of
 Mssell(N). Nevertheless, by Remark 1.6, there is a canonical elliptic curve (with level
 structure) ((CssN )alg, ηssN ) which lies over Mssell(N)alg := Spec(AN ), and restricts to
 CssN /Spf(p,u1)(AN ). The formal scheme Mssell(N)ord is given by the pullback
 Mssell(N)ord //
 Mordell
 Mss
 ell(N)alg //Mell
 36
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We let ((CssN )ord, ηssN ) denote the restriction of the pair ((CssN )alg, ηssN ) toMssell(N)ord.
 We define Mssell(N, p)
 ord to be the pullback
 Mssell(N, p)
 ord
 //Mordell (p)
 Mss
 ell(N)ord //Mordell
 and denote the pullback of (CssN )ord toMssell(N, p)
 ord by (CssN,1)ord. SinceMssell(N)ord
 and Mordell (p) are formally affine, we deduce that Mss
 ell(N, p)ord is formally affine,
 and is of the form Spf(p)(BN,1).
 LetMordell (p)ns denote the locus of the formal affine schemeMord
 ell (p) where theuniversal curve is nonsingular; it is covered by an etale GL2(Z/N)-torsor given bythe pullback
 Mordell (N, p)ns
 //Mell(N)p
 Mord
 ell (p)ns // (Mell)p
 The action of GL2(Z/N) on the formal affine schemeMssell(N, p)
 ord = Spf(p)(BN,1)
 over Mordell (N, p)ns, gives descent data which, by faithfully flat descent (see, for
 instance, [Hid1, Sec. 1.11.3]), yields a new formal affine scheme
 Mssell(p)
 ord = Spf(p)(B1)
 over Mordell (p)ns (where B1 = B
 GL2(Z/N)N,1 ) together with a pullback diagram
 Mssell(N, p)
 ord //
 Mssell(p)
 ord
 Mord
 ell (N, p)ns //Mordell (p)ns
 Define (V ∧∞)ss to be the pullback
 Spf(p)((V∧∞)ss) //
 Mordell (p∞)
 Mss
 ell(p)ord //Mord
 ell (p)
 and define W ss and W ss to be the pullbacks
 (8.2) Spf(p)(Wss) //
 Spf(p)(Wss) //
 Spf(p)((V∧∞)ss)
 Mord
 ell (N, p)ns //Mordell (p)ns // (Mord
 ell )ns
 By faithfully flat descent, we have
 W ss = (W ss)GL2(Z/N),
 (V ∧∞)ss = (W ss)(Z/p)× .
 37
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Remark 8.2. Both W ss and W ss possess alternative descriptions. They aregiven by pullbacks
 Spf(W ss) //
 Spf(W ss) //
 Mordell (p∞)
 Mss
 ell(N, p)ord //Mss
 ell(p)ord //Mord
 ell
 Let tmf (N)K(2) be the spectrum of sections
 tmf (N)K(2) := OtopK(2)(Mssell(N)).
 The action of GL2(Z/N) on the torsor Mssell(N) induces an action of GL2(Z/N)
 on tmf (N)K(2). Since the sheaf OtopK(2) satisfies homotopy decent, we have
 (tmf (N)K(2))hGL2(Z/N) ' tmf K(2).
 Lemma 8.3. There is an equivalence
 ((tmf (N)K(2))K(1))hGL2(Z/N) ' (tmf K(2))K(1).
 Proof. Using Lemma 7.8, and descent, we may deduce that there are equiv-alences
 ((tmf (N)K(2))K(1))hGL2(Z/N) ' ((tmf K(2))
 hGL2(Z/N))K(1)
 ' (tmf K(2))K(1).
 Consider the finite (Z/p)× Galois extension Eh(1+pZp)1 of SK(1) given by the
 homotopy fixed points of E1-theory with respect to the open subgroup 1+pZp ⊂ Z×p(see [DH], [Rog]). Note that we have
 (8.3) (Eh(1+pZp)1 )h(Z/p)× ' SK(1).
 Define spectra
 (tmf (N, p)K(2))K(1) := (tmf (N)K(2))K(1) ∧SK(1)Eh(1+pZp)1
 (tmf (p)K(2))K(1) := (tmf K(2))K(1) ∧SK(1)Eh(1+pZp)1
 These spectra inherit an action by the group (Z/p)× = Z×p /1 + pZp.Using Lemma 7.8, Lemma 8.3 and Equation (8.3), we have the following.
 Lemma 8.4. There are equivalences of E∞-ring spectra
 ((tmf (N, p)K(2))K(1))hGL2(Z/N) ' (tmf (p)K(2))K(1)
 ((tmf (p)K(2))K(1))h(Z/p)× ' (tmf K(2))K(1)
 We now link up some homotopy calculations with our previous algebro-geometricconstructions.
 Lemma 8.5. There is an GL2(Z/N)× (Z/p)×-equivariant isomorphism
 π0(tmf (N, p)K(2))K(1)∼= BN,1
 making (tmf (N, p)K(2))K(1) an elliptic spectrum with associated elliptic curve (CssN,1)ord.
 38
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Proof. By construction, there is a GL2(Z/N)-equivariant isomorphism
 π0tmf (N)K(2)∼= AN
 making tmf (N)K(2) an elliptic spectrum with associated elliptic curve CssN . ByLemma 8.1, this gives rise to an isomorphism
 π0(tmf (N)K(2))K(1)∼= BN
 making the pair ((tmf (N)K(2))K(1), (CssN )ord) an elliptic spectrum. For any K(1)-
 local even periodic Landweber exact cohomology theory E, the homotopy groupsof
 E′ = E ∧SK(1)Eh(1+pZp)1
 are given by the pullback
 Spf(π0E′) //
 MmultFG (p)
 Spf(π0E) //Mmult
 FG
 (where the notation here is the same as in the proof of Lemma 5.1). This is easilydeduced from the cofiber sequence
 E′ → (Kp ∧ E)pψk−1−−−→ (Kp ∧ E)p
 where k is chosen to be a topological generator of the subgroup 1 + Zp ⊆ Z×p . Inparticular, we have the desired isomorphism
 π0(tmf (N, p)K(2))K(1) ' BN,1.The formal group of E′ is the pullback of the formal group of E along the mapπ0E → π0E
 ′. The elliptic curve (CssN,1)ord is the pullback of (CssN )ord under thesame homomorphism. The canonical isomorphism between the formal group of Eand the formal group of (CssN )ord thus pulls back to give the required isomorphismbetween the formal group of E′ and the formal group of (CssN,1)ord.
 Lemma 8.6. There are isomorphisms
 (K∧p )∗(tmf (N, p)K(2))K(1)∼= (Kp)∗ ⊗Zp W
 ss
 (K∧p )∗(tmf (p)K(2))K(1)∼= (Kp)∗ ⊗Zp W
 ss
 (K∧p )∗(tmf K(2))K(1)∼= (Kp)∗ ⊗Zp (V ∧∞)ss
 (We shall denote these graded objects as W ss∗ , W ss
 ∗ , and (V ∧∞)ss∗ , respectively.)
 Proof. We deduce the first isomorphism by combining Proposition 6.1 withRemark 8.2. Using Lemma 8.4, and Lemma 7.8, we have equivalences
 ((Kp ∧ (tmf (N, p)K(2))K(1))p)hGL2(Z/N) ' (Kp ∧ (tmf (p)K(2))K(1))p
 ((Kp ∧ (tmf (p)K(2))K(1))p)h(Z/p)× ' (Kp ∧ (tmf (p)K(2))K(1))p
 The pullback diagram (8.2) implies that W ss is an etale GL2(Z/N)-torsor overW ss, and W ss is an etale (Z/p)×-torsor over (V ∧∞)ss. The resulting homotopy fixedpoint spectral sequence
 H∗(GL2(Z/N), (K∧p )∗(tmf (N, p)K(2))K(1))⇒ (K∧p )∗(tmf (p)K(2))K(1)
 39
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therefore collapses to give the required isomorphism
 (K∧p )∗(tmf (p)K(2))K(1)∼= (W ss)
 GL2(Z/N)∗ = W ss
 ∗ .
 This in turn allows us to conclude that the homotopy fixed point spectral sequence
 H∗((Z/p)×, (K∧p )∗(tmf (p)K(2))K(1))⇒ (K∧p )∗(tmf K(2))K(1)
 collapses to give the isomorphism
 (K∧p )∗(tmf K(2))K(1)∼= (W ss
 ∗ )(Z/p)× = (V ∧∞)ss∗ .
 The universal property of the pullback, together with the diagram of Re-mark 8.2, gives a (Z/p)×-equivariant map α∗:
 Spf(W ss)
 α∗
 && ))Mss
 ell(p)ord
 &&
 Spf(W ) //
 Mordell (p∞)
 Mord
 ell (p) //Mordell
 Here, Spf(W ) = X is the pro-Galois cover of Mordell (p) given by Diagram (7.4).
 To construct our desired map
 αchrom : tmf K(1) → (tmf K(2))K(1)
 it suffices to construct a (Z/p)×-equivariant map
 α′chrom : tmf (p)K(1) → (tmf (p)K(2))K(1).
 The map αchrom is then recovered by taking homotopy fixed point spectra.The map α∗ induces a map
 α : W∗ →W ss∗
 of graded θ-algebras. The obstructions to the existence of a map of K(1)-localE∞-ring spectra
 α′chrom : tmf (p)K(1) → (tmf (p)K(2))K(1)
 inducing the map α on p-adic K-theory lie in:
 HsAlgθ
 (W∗,Wss∗ [−s+ 1]) s ≥ 2.
 These groups are seen to vanish using Lemma 7.5. The obstructions to uniqueness(that is, uniqueness up to homotopy) lie in
 HsAlgθ
 (W∗,Wss∗ [−s]) s ≥ 1,
 and these groups are also zero. Because α is (Z/p)×-equivariant, we deduce thatthe map α′chrom commutes with the action of (Z/p)× in the homotopy category ofE∞-ring spectra. Because we are working in an injective diagram model categorystructure, after performing a suitable fibrant replacement of (tmf (p)K(2))K(1), thereis an equivalence of (derived) mapping spaces
 E∞(tmf (p)K(1), (tmf (p)K(2))K(1))(Z/p)×-equivariant ' E∞(tmf (p)K(1), (tmf (p)K(2))K(1))h(Z/p)× .
 40
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Because the order of (Z/p)× is prime to p, the spectral sequence
 Hs((Z/p)×, πtE∞(tmf (p)K(1), (tmf (p)K(2))K(1)))⇒ πt−sE∞(tmf (p)K(1), (tmf (p)K(2))K(1))h(Z/p)×
 collapses to show that the natural map
 [tmf (p)K(1), (tmf (p)K(2))K(1)] E∞(Z/p)×−equivariant
 → [tmf (p)K(1), (tmf (p)K(2))K(1)](Z/p)×E∞
 is an isomorphism. In particular, we may choose α′chrom to be a (Z/p)×-equivariantmap of E∞-ring spectra.
 Modifications for the prime 2.
 At the prime 2, the first stage of the Igusa tower which is a formal affine schemeis Mord
 ell (4). All of the algebro-geometric constructions such as Mssell(N, p)
 ord,Mss
 ell(p)ord, etc for p an odd prime go through for the prime 2 with Mord
 ell (p) re-placed byMord
 ell (4) to produce formal affine schemesMssell(N, 4)ord andMss
 ell(4)ord.One then defines (V ∧∞)ss as the pullback
 (8.4) Spf((V ∧∞)ss)α∗ //
 Mordell (2∞)
 Mss
 ell(4)ord //Mordell (4)
 Define
 (tmf (N)K(2))K(1) := (OtopK(2)(Mssell(N))
 (tmf (N, 4)K(2))K(1) := (tmf (N)K(2))K(1) ∧SK(1)Eh(1+4Z2)1
 (tmf (4)K(2))K(1) := (tmf K(2))K(1) ∧SK(1)Eh(1+4Z2)1
 Just as in the odd primary case, argue (in this order) that we have
 (K∧2 )0(tmf (N, 4)K(2))K(1)∼= W ss
 (K∧2 )0(tmf (4)K(2))K(1)∼= W ss
 (K∧2 )0(tmf K(2))K(1)∼= (V ∧∞)ss
 where W ss and W ss are given as the pullbacks
 Spf(W ss) //
 Spf(W ss) //
 Spf((V ∧∞)ss)
 Mord
 ell (N, 4)ns //Mordell (4)ns // (Mord
 ell )ns
 Note that the homotopy groups of (tmf K(2))K(1) are easily computed by invertingc4 in the homotopy fixed point spectral sequence for EO2:
 π∗(tmf K(2))K(1) = KO∗((j−1))∧2 .
 It follows that the hypotheses of Lemma 7.11 are satisfied, and we have an isomor-phism
 (KO∧2 )∗(tmf K(2))K(1)∼= KO2 ⊗Z2
 (V ∧∞)ss.41
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The map α∗ of Equation (8.4) induces a map
 α : KO∗ ⊗ V ∧∞ → KO∗ ⊗ (V ∧∞)ss
 of graded reduced Bott periodic θ-algebras. The obstructions to the existence of amap of K(1)-local E∞-ring spectra
 αchrom : tmf K(1) → (tmf K(2))K(1)
 inducing the map α on 2-adic KO-theory lie in:
 HsAlgredθ
 (KO∗ ⊗ V ∧∞,KO∗ ⊗ (V ∧∞)ss[−s+ 1]) s ≥ 2.
 These groups are seen to vanish using Lemmas 7.11 and 7.13.
 Step 2: construction of αchrom as a map of presheaves over Mell .We will now construct a map of presheaves
 αchrom : (ιord)∗OtopK(1) → ((ιss)∗OtopK(2))K(1).
 By the results of Section 2, it suffices to construct this map on the sections of formalaffine etale opens of Mell .
 Let R be a p-complete ring, and let
 Spf(p)(R)→ (Mell)p
 be a formal affine etale open, classifying a generalized elliptic curve C/R. Let ωRbe the pullback of the line bundle ω over Mell . The invertible sheaf correspondsto an invertible R-module I. Let R∗ denote the evenly graded ring where
 R2t = I⊗Rt.
 Consider the pullbacks:
 (8.5) Spf(Rord) //
 Spf(R)
 Spf(Rss) //
 Spf(R)
 Mord
 ell// (Mell)p Mss
 ell// (Mell)p
 Remark 8.7. It is not immediately clear why these pullbacks are formal affineschemes.
 (1) The pullback of Spf(R) over Mordell is a formal affine scheme because the
 Hasse invariant can be regarded as a section of the restriction of the linebundle ω⊗p−1
 R to Spec(R/p). Indeed, if v1 ∈ I⊗R(p−1) is a lift of the Hasseinvariant, then Rord is the zeroth graded piece of the graded ring
 Rord∗ := (R∗)[v−11 ]∧p .
 (2) The pullback of Spf(R) overMssell is formally affine because, by Serre-Tate
 theory, and the fact that the classifying map is etale, we know that
 Rss ∼=∏
 i
 W (ki)[[u1]],
 where ki is a finite set of finite fields. In Diagram (8.5), Spf(Rss) is takenwith respect to the ideal (p, u1) ⊂ Rss, while Spf(R) is taken with respect
 42
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to the ideal (p) ⊂ R. The ring Rss has an alternative characterization: itis the zeroth graded piece of the completion
 Rss∗ := (R∗)∧(v1).
 Define
 (Rss)ord∗ := (Rss∗ [v−11 ])∧p
 and let (Rss)ord ∼= Rss[u−11 ]∧p be the zeroth graded piece. Define generalized elliptic
 curves:
 Cord = C ⊗R RordCss = C ⊗R Rss
 (Css)ord = Css ⊗Rss (Rss)ord
 Since the image of v1 is invertible in (Rss)ord∗ , the curve (CssR )ord has ordinaryreduction modulo p, and there exists a factorization
 (8.6) R∗ //
 Rss∗ // (Rss)ord∗
 Rord∗
 g
 55
 We have K(1)-local E∞-ring spectra:
 Eord := (ιord)∗OtopK(1)(Spf(R)),
 Ess := (ιss)∗OtopK(2)(Spf(R)),
 (Ess)ord := EssK(1).
 Combining Propositions 4.4 and 7.16 with Lemma 8.1, we have the following.
 Lemma 8.8. The spectra Eord, Ess, and (Ess)ord are elliptic with respect to thegeneralized elliptic curves Cord/Rord, Css/Rss, and (Css)ord/(Rss)ord, respectively.
 Consider the pullbacks
 Spf((Wss)ord)
 g //
 Spf(W ord) //
 Mordell (p∞)
 Spf((Rss)
 ord)g// Spf(Rord) //Mord
 ell
 We have, by Proposition 6.1, the following isomorphisms of graded θ-(V ∧∞)∗-algebras:
 (K∧p )∗Eord ∼= W ord
 ∗
 (K∧p )∗(Ess)ord ∼= (Wss)
 ord∗
 where W ord∗ and (Wss)
 ord∗ are the even periodic graded θ-algebras associated to the
 θ-algebras W ord and (Wss)ord.
 43
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We wish to construct a map:
 tmf K(1)
 αchrom //
 (tmf K(2))K(1)
 Eord
 αchrom
 // (Ess)ord
 The map g induces a map of graded θ-(V ∧∞)∗-algebras
 g : W ord∗ → (Wss)
 ord∗ .
 The obstructions to realizing this map to the desired map
 αchrom : Eord → (Ess)ord
 of K(1)-local commutative tmf K(1)-algebras lie in
 HsAlgθ
 (V∧∞)∗(W ord∗ , (Wss)
 ord∗ [−s+ 1]), s > 1.
 Because W ord is etale over V ∧∞, Lemma 7.6 implies that these obstruction groupsall vanish. Thus the realization αchrom exists.
 Suppose that we are given a pair of etale formal affine opens
 Spf(Ri)→Mell , i = 1, 2.
 Associated to these are K(1)-local commutative tmf K(1)-algebras
 Eordi := (ιord)∗OtopK(1)(Spf(Ri)),
 (Ei,ss)ord := (ιss)∗OtopK(2)(Spf(Ri))K(1).
 and graded θ-(V ∧∞)∗-algebras
 (K∧p )∗Eordi∼= (Wi)
 ord∗ ,
 (K∧p )∗(Ei,ss)ord ∼= (Wi,ss)
 ord∗ .
 Again, Lemma 7.6 implies that
 HsAlgθ
 (V∧∞)∗((W1)ord∗ , (W2,ss)
 ord∗ [u]) = 0.
 We deduce that
 (1) the Hurewicz map
 [Eord1 , (E2,ss)ord]AlgtmfK(1)
 → HomAlgθ(V∧∞)∗
 ((W1)ord∗ , (W2,ss)ord∗ )
 is an isomorphism.(2) The mapping spaces AlgtmfK(1)
 (Eord1 , (E2,ss)ord) have contractible com-
 ponents.
 We conclude that:
 (1) The maps αchrom assemble to give a natural transformation
 αchrom : (ιord)∗OtopK(1) → ((ιss)∗OtopK(2))K(1).
 of the associated homotopy functors
 (ιord)∗OtopK(1) : ((Mell)p,et,aff )op → Ho(Comm tmf K(1)-algebras),
 ((ιss)∗OtopK(2))K(1) : ((Mell)p,et,aff )op → Ho(Comm tmf K(1)-algebras).
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(2) The contractibility of the mapping spaces implies that the maps αchrom
 may be chosen to induce a strict natural transformation of functors:
 αchrom : (ιord)∗OtopK(1) → ((ιss)∗OtopK(2))K(1).
 Putting the pieces together.Define Otopp to be the presheaf of E∞ ring spectra given by the pullback
 Otopp //
 (ιss)∗OtopK(2)
 (ιord)∗OtopK(1) αchrom
 // ((ιss)∗OtopK(2))K(1)
 Let R be a p-complete ring and suppose that
 Spf(R)→ (Mell)p
 is an etale open classifying a generalized elliptic curve C/R. Using the same no-tation as we have been using, there are associated elliptic spectra Eord, Ess, and(Ess)ord. The spectrum of sections E := Otopp (Spf(R)) is given by the homotopypullback
 E //
 Ess
 Eord
 αchrom
 // (Ess)ord
 We then have the following.
 Proposition 8.9. The spectrum E is elliptic for the curve C/R.
 We first need the following lemma.
 Lemma 8.10. Suppose that A is a ring and that x ∈ A is not a zero-divisor.Then the following square is a pullback.
 A //
 A∧(x)
 A[x−1] // A∧(x)[x
 −1]
 Proof. Because of our assumption, the map A→ A[x−1] is an injection. Theresult then follows from the fact that the induced map of the cokernels of the verticalmaps
 A/x∞ → A∧(x)/x∞
 is an isomorphism.
 Remark 8.11. Lemma 8.10 is true in greater generality, at least provided thatA is Noetherian, but this is the only case we need.
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Proof of Proposition 8.9. The proposition reduces to verifying that the diagram
 (8.7) R∗ //
 Rss∗
 Rord∗ g
 // (Rss)ord∗
 is a pullback. Since Spf(R) → (Mell)p is etale, and the map (Mell)p → (MFG)pis flat (Remark 1.4), the composite
 Spf(R)→ (Mell)p → (MFG)p
 is flat. In particular, by Landweber’s criterion, the sequence (p, v1) ⊂ R∗ is regular.Therefore R∗ is p-torsion-free, and v1 is not a zero divisor in R∗/pR∗. Using thefacts that R∗ is p-complete and p-torsion-free, it may be deduced that v1 is not azero divisor in R∗. Therefore, by Lemma 8.10, the following square is a pullback.
 R∗ //
 (R∗)∧(v1)
 R∗[v
 −11 ] // (R∗)∧(v1)[v
 −11 ]
 The square (8.7) is the p-completion of the above square. Since p-completion isexact on p-torsion-free modules, we deduce that (8.7) is a pullback diagram, asdesired.
 9. Construction of OtopQ and Otop
 In this section we will construct the presheaf OtopQ , and the map
 αarith : (ιQ)∗OtopQ →(∏
 p
 (ιp)∗Otopp
 )
 Q
 .
 By the results of Section 2, it suffices to restrict our attention to affine etale opens.
 The Eilenberg-MacLane functor associates to a graded Q-algebra A∗ a commu-tative HQ-algebra H(A∗). Suppose that
 f : Spec(R)→ (Mell)Q
 is an affine etale open. Define an evenly graded ring R∗ by
 R2t := Γf∗ω⊗t.
 We define
 OtopQ (Spec(R)) = H(R∗).
 The functoriality of H(−) makes this a presheaf of commutative HQ-algebras.
 Proposition 9.1. Let C/R be the generalized elliptic curve classified by f .Then the spectrum H(R∗) uniquely admits the structure of an elliptic spectrum forthe curve C.
 46
 Author's final version made available with permission of the publisher, American Mathematical Society. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms

Page 199
                        
                        

Proof. We just need to show that there is a unique isomorphism of formalgroups
 C∼=−→ GH(R∗).
 It suffices to show that there is a uniue isomorphism Zariski locally on SpecR. Thusit suffices to consider the case where the line bundle f∗ω is trivial. In this case, theformal group GH(R∗) is just the additive formal group. Since we are working overQ, there is a unique isomorphism given by the logarithm.
 Because its sections are rational, the presheaf (∏p(ιp)∗Otopp )Q is a presheaf of
 commutative HQ-algebras.There is an alternative perspective to the homotopy groups of an elliptic spec-
 trum that we shall employ. Let (Mell)1 denote the moduli stack of pairs (C, v)
 where C is a generalized elliptic curve and v is a tangent vector to the identity.Then the forgetful map
 f : (Mell)1 →Mell
 is a Gm-torsor. There is a canonical isomorphism
 (9.1) f∗O(Mell )1∼=⊕
 t∈Zω⊗t
 which gives the weight decomposition of O(Mell )1 induced by the Gm-action. We
 deduce the following lemma.
 Lemma 9.2. For any etale open
 U → (Mell)Q
 for which the pullbackf∗U → (Mell)
 1Q
 is an affine scheme, there is a natural isomorphism
 π∗OtopQ (U) ∼= O(Mell )1Q(f∗U).
 Consider the substacks:
 Mell [c−14 ] ⊂Mell ,
 Mell [∆−1] ⊂Mell .
 A Weierstrass curve is non-singular if and only if ∆ is invertible, whereas a singularWeierstrass curve (∆ = 0) has no cuspidal singularities if and only if c4 is invertible.Thus the pair Mell [c
 −14 ], Mell [∆
 −1] form an open cover of Mell . Consider theinduced cover
 (Mell)1Q[c−1
 4 ], (Mell)1Q[∆−1].
 The following lemma is a corollary of the computation of the ring of modular formsof level 1 over Q.
 Lemma 9.3. The stack (Mell)1Q is the open subscheme of
 Spec(Q[c4, c6])
 given by the union of the affine subschemes
 (Mell)1Q[c−1
 4 ] = Spec(Q[c±14 , c6]),
 (Mell)1Q[∆−1] = Spec(Q[c4, c6,∆
 −1]).
 where ∆ = (c34 − c26)/1728.47
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Let Mell [c−14 ,∆−1] denote the intersection (pullback)
 Mell [c−14 ] ∩Mell [∆
 −1] →Mell .
 For a presheaf F on Mell , let
 F [c−14 ], F [∆−1], F [c−1
 4 ,∆−1]
 denote the presheaves on Mell obtained by taking the pushforwards of the restric-tions of F to the open substacks
 Mell [c−14 ], Mell [∆
 −1], Mell [c−14 ,∆−1],
 respectively. By descent, to construct αarith , it suffices to construct a diagram ofpresheaves of HQ-algebras:
 (9.2) (ιQ)∗OtopQ [c−14 ]
 αarith //
 (∏p(ιp)∗Otopp
 )Q
 [c−14 ]
 (ιQ)∗OtopQ [c−14 ,∆−1]
 αarith //(∏
 p(ιp)∗Otopp)Q
 [c−14 ,∆−1]
 (ιQ)∗OtopQ [∆−1]αarith
 //
 OO
 (∏p(ιp)∗Otopp
 )Q
 [∆−1]
 OO
 We accomplish this in two steps:
 Step 1: Construct compatible maps on the sections overMell [∆−1],Mell [c
 −14 ],
 and Mell [c−14 ,∆−1].
 Step 2: Construct corresponding maps of presheaves.
 Step 1: Construction of the αarith on certain sections.Define commutative HQ-algebras
 tmf Q[c−14 ] := (ιQ)∗OtopQ (Mell [c
 −14 ])
 tmf Q[c−14 ,∆−1] := (ιQ)∗OtopQ (Mell [c
 −14 ,∆−1])
 tmf Q[∆−1] := (ιQ)∗OtopQ (Mell [∆−1])
 tmf Af [c−14 ] :=
 (∏
 p
 (ιp)∗Otopp (Mell [c−14 ])
 )
 Q
 tmf Af [c−14 ,∆−1] :=
 (∏
 p
 (ιp)∗Otopp (Mell [c−14 ,∆−1])
 )
 Q
 tmf Af [∆−1] :=
 (∏
 p
 (ιp)∗Otopp (Mell [∆−1])
 )
 Q
 Observe that we have
 π∗tmf Af [−] ∼= π∗tmf Q[−]⊗Q Af48
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where Af =(∏
 p Zp)⊗ Q is the ring of finite adeles. Therefore there are natural
 maps of commutative Q-algebras
 αarith : π∗tmf Q[−]→ π∗tmf Af [−].
 The Goerss-Hopkins obstructions to existence and uniqueness of maps
 αarith : tmf Q[−]→ tmf Af [−]
 of commutative HQ-algebras realizing the maps αarith lie in the Andre-Quillencohomology of commutative Q-algebras:
 HscommQ(π∗tmf Q[−], π∗tmf Af [−][−s+ 1]), s > 1.
 Because
 π∗tmf Q[−] = Q[c4, c6][−]
 is a smooth Q-algebra, we have
 HscommQ(π∗tmf Q[−], π∗tmf Af [−][u]) = 0, s > 0.
 We deduce that the Hurewicz map
 [tmf Q[−], tmf Af [−]]AlgHQ → HomcommQ(π∗tmf Q[−], π∗tmf Af [−])
 is an isomorphism. In particular, the maps αarith exist.We similarly find that we have
 HscommQ(π∗tmf Q[c−1
 4 ], π∗tmf Af [c−14 ,∆−1][u]) = 0, s > 0,
 HscommQ(π∗tmf Q[∆−1], π∗tmf Af [c−1
 4 ,∆−1][u]) = 0, s > 0.
 This implies that the diagram
 (9.3) tmf Q[c−14 ]
 αarith //
 tmf Af [c−14 ]
 r1
 tmf Q[c−1
 4 ,∆−1]αarith // tmf Af [c−1
 4 ,∆−1]
 tmf Q[∆−1]αarith //
 OO
 tmf Af [∆−1]
 r2
 OO
 commutes up to homotopy in the category of commutative HQ-algebras.Because the presheaves Otopp are fibrant in the Jardine model structure, the
 maps r1 and r2 in Diagram 9.3 are fibrations of commutative HQ-algebras. Thefollowing lemma implies that we can rectify Diagram (9.3) to a point-set levelcommutative diagram of commutative HQ-algebras.
 Lemma 9.4. Suppose that C is a simplicial model category, and that
 Af //
 p
 X
 q
 B
 g// Y
 49
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is a homotopy commutative diagram with A cofibrant and q a fibration. Then thereexists a map f ′, homotopic to f , such that the diagram
 Af ′ //
 p
 X
 q
 B
 g// Y
 strictly commutes.
 Proof. Let H be a homotopy that makes the diagram commute, and take alift
 A⊗ 0f //
 _
 X
 q
 A⊗∆1
 H//
 H
 ;;
 Y
 Take f ′ = H1.
 Step 2: construction of Diagram 9.2.
 It suffices to construct the diagram on affine opens. Suppose that
 Spec(R)→Mell
 is an affine etale open. Define commutative HQ-algebras
 T [c−14 ] := (ιQ)∗OtopQ (Spec(R[c−1
 4 ]))
 T [c−14 ,∆−1] := (ιQ)∗OtopQ (Spec(R[c−1
 4 ,∆−1]))
 T [∆−1] := (ιQ)∗OtopQ (Spec(R[∆−1]))
 T ′[c−14 ] :=
 (∏
 p
 (ιp)∗Otopp (Spec(R[c−14 ]))
 )
 Q
 T ′[c−14 ,∆−1] :=
 (∏
 p
 (ιp)∗Otopp (Spec(R[c−14 ,∆−1]))
 )
 Q
 T ′[∆−1] :=
 (∏
 p
 (ιp)∗Otopp (Spec(R[∆−1]))
 )
 Q
 Let T ′ be any commutative tmf Af [−]-algebra, and let
 π∗tmf Q[−]→ π∗T′
 be a map of π∗tmf Q[−]-algebras. We have the following pullback diagram.
 Spec(π∗T [−]) //
 Spec(R⊗Q)
 Spec(Q[c4, c6][−]) (Mell)
 1Q[−] // (Mell)Q
 50
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In particular, we deduce that π∗T [−] is etale over
 π∗tmf Q[−] = Q[c4, c6][−].
 Therefore, the spectral sequence
 Extsπ∗T [−](Ht(L(π∗T [−]/π∗tmf Q[−])), π∗T′[u])⇒ Hs+t
 commπ∗tmf Q[−](π∗T [−], π∗T
 ′[u])
 collapses to give
 Hscommπ∗tmf Q[−]
 (π∗T [−], π∗T′[u]) = 0.
 We deduce that
 (1) The Hurewicz maps
 [T [−], T ′]Alg tmf Q[−]→ Homcommπ∗tmf Q[−]
 (π∗T [−], π∗T′)
 are isomorphisms.(2) The mapping spaces Algtmf Q[−](T [−], T ′) have contractible components.
 This is enough to conclude that there exist maps αarith , functorial in R, makingthe following diagrams commute
 T [c−14 ]
 αarith //
 T ′[c−14 ]
 T [c−1
 4 ,∆−1]αarith // T ′[c−1
 4 ,∆−1]
 T [∆−1]αarith //
 OO
 T ′[∆−1]
 OO
 Since, by homotopy descent, there are homotopy pullbacks
 (ιQ)∗OtopQ (Spec(R)) //
 T [c−14 ]
 (∏p(ιp)∗Otopp (Spec(R))
 )Q
 //
 T ′[c−14 ]
 T [∆−1] // T [c−1
 4 ,∆−1] T ′[∆−1] // T ′[c−14 ,∆−1]
 We get an induced map on pullbacks
 αarith : (ιQ)∗OtopQ (Spec(R))→(∏
 p
 (ιp)∗Otopp (Spec(R))
 )
 Q
 .
 which is natural in Spec(R).We define Otop to be the presheaf on Mell whose sections over Spec(R) are
 given by the pullback
 Otop(Spec(R)) //
 ∏p(ιp)∗Otopp (Spec(R))
 (ιQ)∗OtopQ (Spec(R))αarith
 //(∏
 p(ιp)∗Otopp (Spec(R)))Q
 The following proposition concludes our proof of Theorem 1.1.51
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Proposition 9.5. The spectrum Otop(Spec(R)) is elliptic with respect to theelliptic curve C/R.
 Proof. The proposition follows from Propositions 8.9 and 9.1, and the pull-back
 R //
 ∏pR∧p
 R⊗Q //(∏
 pR∧p
 )⊗Q
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 Appendix A. K(1)-local Goerss-Hopkins obstruction theory for theprime 2
 Theorem 7.1 provides an obstruction theory for producing K(1)-local E∞-ringspectra, and maps between them, at all primes. These obstructions lie in theAndre-Quillen cohomology groups based on p-adic K-homology. Unfortunately, asindicated in Section 7, the K-theoretic obstruction theory is insufficient to producethe sheaf OtopK(1) at the prime 2. At the prime 2 we instead must use a variant of
 the theory based on 2-adic real K-theory. The material in this Appendix is theproduct of some enlightening discussions with Tyler Lawson.
 For a spectrum E, the E-based obstruction theory of [GH] requires the homol-ogy theory to be “adapted” to the E∞ operad. Unfortunately, KO∧2 does not seemto be adapted to the E∞-operad. While the KO∧2 -homology of a free E∞ algebragenerated by the 0-sphere is the free graded reduced θ-algebra on one generator,this fails to occur for spheres of every dimension. Nevertheless, we will show thatthe obstruction theory can be manually implemented when the spaces and spectrainvolved are Bott periodic (Definition 7.10).
 Theorem A.1.
 (1) Given a Bott-periodic graded reduced θ-algebra A∗ satisfying
 (A.1) Hsc (Z×2 /±1, A∗) = 0, for s > 0,
 the obstructions to the existence of a K(1)-local E∞-ring spectrum E, forwhich there is an isomorphism
 (KO∧2 )∗E ∼= A∗52
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of graded reduced θ-algebras, lie in
 HsAlgredθ
 (A∗/(KO2)∗, A∗[−s+ 2]), s ≥ 3.
 (2) Given Bott periodic K(1)-local E∞-ring spectra E1, E2, and a map ofgraded θ-algebras
 f∗ : (KO∧2 )∗E1 → (KO∧2 )∗E2,
 the obstructions to the existence of a map f : E1 → E2 of E∞-ring spectrawhich induces f∗ on 2-adic KO-homology lie in
 HsAlgredθ
 ((KO∧2 )∗E1/(KO2)∗, (KO∧2 )∗E2[−s+ 1]), s ≥ 2.
 (Here, the θ-(KO∧2 )∗E1-module structure on (KO∧2 )∗E2 arises from themap f∗.) The obstructions to uniqueness lie in
 HsAlgredθ
 ((KO∧2 )∗E1/(KO2)∗, (KO∧2 )∗E2[−s]), s ≥ 1.
 (3) Given such a map f above, there is a spectral sequence which computesthe higher homotopy groups of the space E∞(E1, E2) of E∞ maps:
 HsAlgredθ
 ((KO∧2 )∗E1/(KO2)∗, (KO∧2 )∗E2[t])⇒ π−t−s(E∞(E1, E2), f).
 Remark A.2. The author believes that Condition (A.1) is unnecessary, but itmakes the proof of the theorem much easier to write down, and is satisfied by inthe cases needed in this paper.
 The remainder of this section will be devoted to proving the theorem above.
 Most of the work is in proving (1). As in [GH], consider the category sAlgK(1)E∞
 of simplicial objects in the K(1)-local category of E∞-ring spectra. Endow thiscategory with a P-resolution model structure1 with projectives given by
 P = ΣiTji∈Z,j>1
 where the spectra Tj are the finite Galois extensions of SK(1) given by
 Tj = KOhGj2
 forGj = 1 + 2jZ2 ⊂ Z×2 /±1 =: Γ.
 Note that Tj is K(1)-locally dualizible (in fact, it is self-dual), and we have
 KO2 'K(1) lim−→j
 Tj .
 The forgetful functor Algredθ → ModZ2[[Γ]] has a left adjoint — call it Pθ. LetP denote the free K(1)-local E∞-algebra functor. Then the natural map is anisomorphism:
 KO∗ ⊗ Pθ(KO∧2 )0(S0)→ (KO∧2 )∗(PS0).
 In fact, the same holds when S0 is replaced by the spectrum Tj .
 As in [GH], an object X• of sAlgK(1)E∞
 has two kinds of homotopy groups asso-ciated to an object P ∈ P: the E2-homotopy groups
 πs,t(X•;P ) := πs[ΣtP,X•]SpK(1)
 1To be precise, we are endowing the category of simplicial spectra with the P-resolutionmodel structure associated to the K(1)-local model structure on spectra, and then lifting this to
 a model structure on simplicial commutative ring spectra.
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given as the homotopy groups of the simplicial abelian group, and the naturalhomotopy groups
 π\s,t(X•;P ) := [ΣtP ⊗∆s/∂∆s, X•]sSpK(1)
 given as the homotopy classes of maps computed in the homotopy category h(sSpK(1)).These homotopy groups are related by the spiral exact sequence
 · · · → π\s−1,t+1(X•;P )→ π\s,t(X•;P )→ πs,t(X•;P )→ π\s−2,t+1(X•;P )→ · · · .We shall omit P from the notation when P = S0.
 We will closely follow the explicit treatment of obstruction theory given byBlanc-Johnson-Turner [BJT], adapted to our setting. Namely, we will produce afree simplicial resolution W• of the reduced theta algebra A0, and then analyze the
 obstructions to inductively producing an explicit object X• ∈ sAlgK(1)E∞
 with
 (KO∧2 )∗X• ∼= KO∗ ⊗W•.The desired E∞ ring spectrum will then be given by E := |X•|.
 Both of the resolutions W• and X• will be CW-objects in the sense of [BJT,Defn. 1.20] — the spaces of n-simplices take the form:
 Wn = Wn⊗LnW•,Xn = (Xn ∧ LnX•)K(1).
 (where Ln(−) denotes the nth latching object). The ‘cells’ Wn (resp. Xn) willbe free reduced θ-algebras (respectively free K(1)-local E∞ rings) and are thusaugmented.
 For Y• denoting either W• or X•, we require that for i > 0, the map di is theaugmentation when restricted to Yn. The simplicial structure is then completelydetermined by the ‘attaching maps’
 dYn0 : Yn → Yn−1.
 and the simplicial identities. Saying that an attaching map dYn0 satisfies the simpli-
 cial identities is equivalent to requiring that the composites didYn0 factor through
 the augmentation.Given such a simplicial free θ-algebra resolution W• of A0, and a θ-A0-module
 M , the Andre-Quillen cohomology of A0 with coefficients in M may be computedas follows. Let QWn denote the indecomposibles of the augmented free θ-algebraWn. Then QW• is a simplicial reduced Morava module, and the Moore chains(C∗QW•, d0) form a chain complex of Morava modules. The Andre-Quillen coho-mology is given by the hypercohomology
 HnAlgredθ
 (A0,M) = Hn(HomcZ2[[Γ]](C∗QW•), I
 ∗)
 where I∗ is an injective resolution of M in the category of reduced Morava modules.However, if M satisfies
 Hsc (Γ;M) = 0, s > 0
 then one can dispense with the injective resolution I∗, and we simply have
 HnAlgredθ
 (A0,M) = Hn(HomcZ2[[Γ]](C∗QW•,M).
 We produce W• and X• simultaneously and inductively so that KO0X• = W•,so that W• is a resolution of A0. Start by taking a set of topological generatorsαi0 of A0 as a θ-algebra. We may take these generators to have open isotropy
 54
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subgroups in Γ: then there exist ji so that the isotropy of αi0 is contained in theimage of 1 + 2jZ2 in Γ. Note that since there are isomorphisms of Morava modules
 (KO∧2 )0Tj ∼= Z2[(Z/2j)×/±1],the generators αi0 may be viewed as giving a surjection of θ-algebras
 αi0 : Pθ(KO∧2 )0Y0 → A
 for Y0 =∨αi0Tji . Define
 W0 = Pθ(KO∧2 )0Y0, X0 = PY0.
 Then take a collection of open isotropy topological generators αi1 (as a Moravamodule) of the kernel of the map
 αi0 : W0 → A0.
 Realize these as mapsαi1 : S0 → (KO2 ∧X0)K(1).
 Suppose that αi1 factors through Tji ∧X0. Then, since Tji is K(1)-locally Spanier-Whitehead self-dual, there will be resulting maps
 αi1 : Tji → X0.
 TakeY1 =
 ∨
 αi1
 Tji , W1 = Pθ(KO∧2 )0Y1, X1 = PY1.
 and let dX10 be the map induced from αi1. Suppose inductively that we have
 defined the skeleta W[n−1]• and X
 [n−1]• . Note that since
 πs,∗(KO ∧X [n−1]• ) =
 A, s = 0,
 0, 0 < s < n− 1
 we can deduce from the spiral exact sequence that
 π\s,∗(KO ∧X [n−1]• ) ∼= A[−s] 0 ≤ s ≤ n− 3.
 Consider the portion of the spiral exact sequence
 π\n−1,0(KO∧X [n−1]• )→ πn−1,0(KO∧X [n−1]
 • )βn−−→ π\n−3,1(KO∧X [n−1]
 • ) ∼= A[−n+2]0.
 The map of Morava modules βn will represent our nth obstruction. Indeed, βn maybe regarded as a map of graded Morava modules
 βn : πn−1,∗(KO ∧X [n−1]• )→ A[−n+ 2].
 Since A satisfies Hypothesis (A.1), there is a short exact sequence
 (A.2)
 HomcZ2[[Γ]](Cn−1QW
 [n−1]• , A[−n+2]0)
 u−→ HomcZ2[[Γ]](πn−1,0(KO∧X), A[−n+2]0)
 → HnAlgredθ
 (A;A[−n+ 2])→ 0
 and this gives a corresponding class [βn] ∈ HnAlgredθ
 (A;A[−n+ 2]).
 Suppose that βn was zero on the nose. Take a collection αin of open isotropy
 topological generators of the Morava module πn−1,0(KO ∧ X [n−1]• ). Since βn is
 zero, these lift to elements
 αin ∈ π\n−1,0(KO ∧X [n−1]• ).
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Assume the lifts also have open isotropy. Then for ji sufficiently large, the maps
 αin : S0 ⊗∆n−1/∂∆n−1 → KO ∧X [n−1]•
 come from maps
 αin : Tji ⊗∆n−1/∂∆n−1 → X[n−1]• .
 Define
 Yn =∨
 αin
 Tji , Wn = Pθ(KO∧2 )0Yn, Xn = PYn.
 We define a map of simplicial E∞-algebras
 φn : Xn ⊗ ∂∆n → X[n−1]•
 where the restriction
 φn|Λn0 : Xn ⊗ Λn0 → X[n−1]•
 is taken to be the map which is given by the augmentation on each of the faces ofΛn0 . The map φn is then determined by specifying a candidate for the restrictionon the 0-face
 dXn0 = φn|∆n−1 : Xn ⊗∆n−1 → X[n−1]•
 which restricts to the augmentation on each of the faces of ∂∆n−1. Thus we justneed to produce an appropriate class
 [dXn0 ] ∈ π\n−1,0(X[n−1]• ; Yn).
 We take [dXn0 ] to be the map given by αin. Then we define X[n]• to be the pushout
 Xn ⊗ ∂∆n φn //
 X[n−1]•
 Xn ⊗∆n // X [n]
 •
 in sAlgK(1)E∞
 , and define W[n]• := (KO∧2 )0X
 [n]• .
 However, we claim that if the cohomology class [βn] vanishes, then there existsa different choice of φn−1 one level down, which will yield a different (n−1)-skeleton
 X[n−1]′
 • , whose associated obstruction β′n vanishes on the nose. Backing up a level,different choices φn−1, φ
 ′n−1 correspond to different lifts of αin−1. By the spiral
 exact sequence, any two lifts differ by an element δn−1, as depicted in the followingdiagram in the category of Morava modules:
 QWn−1
 αin−1
 uu
 δn−1
 ))πn−2,0(KO ∧X [n−2]
 • ) π\n−2,0(KO ∧X [n−2]• )oo π\n−3,1(KO ∧X [n−2]
 • )oo
 The fact that βn−1 = 0, together with the spiral exact sequence
 πn−2,∗(KO ∧X [n−2]• )
 βn−1−−−→ π\n−4,∗+1(KO ∧X [n−2]• )→ π\n−3,∗(KO ∧X
 [n−2]• )→ 0
 tells us that there is an isomorphism
 π\n−3,∗(KO ∧X[n−2]• )
 ∼=←− π\n−4,∗+1(KO ∧X [n−2]• ) ∼= A[−n+ 3]
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and in particular that we can regard δn−1 to lie in (compare [BJT, Lem. 2.11]):
 HomcZ2[[Γ]](QWn−1, A[−n+ 2]) ∼= Homc
 Z2[[Γ]](Cn−1QW[n−1]• , A[−n+ 2]0).
 Let X[n−1]′
 • denote the (n− 1)-skeleton obtained by using the attaching map φ′n−1,with associated obstruction β′n. The difference βn − β′n is the image of δn−1 underthe map u of (A.2). Therefore, if the cohomology class [βn] vanishes, then thereexists δn−1 such that u(δn−1) = βn, and a corresponding φ′n, whose associatedobstruction β′n = 0. This completes the inductive step.
 The spectral sequence (3) is the Bousfield-Kan spectral sequence associated tothe (diagonal) cosimplicial space
 E∞(B(P,P, E1),KO•+12 ∧ E2).
 The identification of the E2-term relies on the fact that since E1 is Bott-periodic,
 (KO∧2 )∗P•+1E1∼= P•+1
 θ (KO∧2 )∗E1.
 The obstruction theory (2) is just the usual Bousfield obstruction theory [Bou]specialized to this cosimplicial space.
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The homotopy groups of tmf and of its localizations
 Andre Henriques
 In this survey, I present a compilation of the homotopy groups of tmf and of itsvarious localizations. This work was an exercise in collecting the diffuse knowledgefrom my mathematical surroundings.
 1. The homotopy of tmf
 The spectrum tmf is connective, which means that the ring πn(tmf ) is zerofor n < 0. Vaguely speaking, its homotopy ring π∗(tmf ) is an amalgam of MF∗ =Z[c4, c6,∆]/(c34 − c26 − (12)3∆), the ring of classical modular forms, and part ofπ∗(S), the ring of stable homotopy groups of spheres. More concretely, there aretwo ring homomorphisms
 (1) π∗(S) −→ π∗(tmf ) −→ MF∗
 The map from π∗(S) captures information about the torsion part of π∗(tmf ), whilethe second map is almost an isomorphism between the non-torsion part of π∗(tmf )and MF∗.
 The first map in (1) is the Hurewicz homomorphism. Since tmf is a ringspectrum, it admits a unit map from the sphere spectrum S. This induces a map inhomotopy π∗(S) → π∗(tmf ), which is an isomorphism on π0, π1, . . . , π6. The onlytorsion in π∗(tmf ) is 2-torsion and 3-torsion; it is at those primes that tmf resemblesthe sphere spectrum. The 3-primary part of the Hurewicz image is 72-periodic andis given by(2)
 im(π∗(S)→ π∗(tmf )
 )(3)
 = Z(3)⊕αZ/3Z⊕⊕k≥0
 ∆3kβ, αβ, β2, β3, β4/α, β4Z/3Z,
 where α has degree 3, and β = 〈α, α, α〉 has degree 10. The Hurewicz image containsmost but not all the 3-torsion of π∗(tmf ): the classes in dimensions 27 + 72k and75 + 72k for k ≥ 0 are not hit by elements of π∗(S). The 2-torsion of im(π∗(S) →π∗(tmf )) is substantially more complicated. It exhibits very rich patterns includingtwo distinct periodicity phenomena. The first one is a periodicity by c4 ∈ π8(tmf ),which corresponds to v41 ; the second one is a periodicity by ∆8 ∈ π192(tmf ), whichcorresponds to v322 .
 The second map in (1) is the boundary homomorphism of the elliptic spectralsequence. Under that map, a class in πn(tmf ) maps to a modular form of weightn/2 (and to zero if n is odd). That map is an isomorphism after inverting theprimes 2 and 3, which means that both its kernel and its cokernel are 2- and 3-
 1
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torsion. Its cokernel can be described explicitly
 coker(πn(tmf )→ MF n
 2
 )=
 Z/
 24gcd(k,24) Z, if n = 24k
 (Z/2Z)dn−824 e if n ≡ 4 (mod 8)
 0 otherwise,
 where the first cyclic group is generated by ∆k and the second group is generatedby ∆acb4c6 for integers a and b satisfying 24a+ 8b+ 12 = n. Its kernel agrees withthe torsion in π∗(tmf ) and is much more complicated – it resembles the stablehomotopy groups of spheres. The 3-primary component of the kernel is at mostZ/3Z in any given degree. The 2-primary component is a direct sum of (Z/2Z)` forsome ` (corresponding to v1-periodic elements) with a group isomorphic to Z/2Z,Z/4Z, Z/8Z, or (Z/2Z)2 (corresponding to v2-periodic elements).
 The following picture represents the homotopy ring of tmf at the prime 2:
 −κ
 c4
 0 4 8 12 16 24 28 32 36 8060 64 68 72 7640 44 48 52 56
 ε
 κ
 20
 q
 8∆2 c6
 ν
 η
 8
 4
 8
 2
 2 2
 2 2 2 2
 2 2 2 2 2 22
 2
 2
 2
 2
 100 104 108 112 116 120 124 128 132 136 140 144 148 152 156 160 16484 88 92 96
 2
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 4
 2
 2
 2
 2 2 2
 2 2 2 2
 2 2 2 2
 2 2 2 2 2
 2 2 2 2 2 2
 2 2 2 2 2 2
 2 2 2 2 2
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 2 2 2 2
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 2
 2
 2
 2
 2
 The homotopy groups of tmf at the prime 2
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The vertical direction has no meaning. Bullets represent Z/2Z’s while squaresrepresent Z(2)’s. A chain of n bullets connected by vertical lines represent a Z/2nZ.The bullets are named by the classes in π∗(S) of which they are the image (η, ν,ε, κ, κ, q are standard names), while the squares are named after their images inMF∗. The slanted lines represent multiplication by η, ν, ε, κ, and κ.
 The top part of the diagram is 192-periodic with polynomial generator ∆8, ascan be seen in the following zoomed-out picture:
 −κ
 c4
 100 104 108 112 116 120 124 128 132 136 140 144 148 152 156 160 164 168 172 176 180 184 188 192 1960 4 8 12 16 24 28 32 36 80 84 88 92 9660 64 68 72 7640 44 48 52 56 200 204 208
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 ∆8
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 We have colored the conjectural image of the Hurewicz homomorphism (conjecturedby Mark Mahowald) as follows: the v1-periodic classes are in green, and the v2-periodic classes are in pink, red, and blue, depending on their periodicity. The greenclasses are v41-periodic in the sphere, and, except for ν, they remain periodic in tmfvia the identification c4 = v41 . The v82-periodic classes are pink, the v162 -periodicred, and the v322 -periodic blue. They remain periodic in tmf via the identification∆8 = v322 .
 The tiny white numbers written in the squares indicate the size of the groupscoker(π∗(tmf ) → MF∗)(2). The Z(2)-algebra π∗(tmf )(2) is finitely generated, withgenerators
 degree: 1 3 8 8 12 14 20 24 25 27 32 32
 name: η ν c4 ε 2c6 κ κ 8∆ η∆ 2ν∆ q c4∆36 48 51 56 60 72 80 84
 2c6∆ 4∆2 ν∆2 c4∆2 2c6∆2 8∆3 c4∆3 2c6∆396 97 99 104 104 108 110 1202∆4 η∆4 ν∆4 ε∆4 c4∆4 2c6∆4 κ∆4 8∆5
 123 128 128 132 144 147 152 156
 ν∆5 q∆4 c4∆5 2c6∆5 4∆6 ν∆6 c4∆6 2c6∆6168 176 180 192
 8∆7 c4∆7 2c6∆7 ∆8
 Hereafter, we list the multiplications that are neither indicated in our chart, norimplied by the ring homomorphism π∗(tmf )→ MF∗. On the top are the generators,and on the bottom the degrees of the classes that support non-trivial multiplicationsby those generators (the images never involve ηacb4∆c with b ≥ 1, or 2ca4c6∆b):
 ε κ κ q
 1 1,26.
 1, 2, 8, 14, 15, 21, 22, 26, 98,22, 32, 33, 34, 39, 46, 104,110, 111, 116, 117, 118, 128,129, 130, 135, 136, 142.
 1, 3, 8, 14, 20, 21,25, 27, 28, 34, 97, 99,104, 110, 117, 118,123, 124, 130.
 η∆ 2ν∆1, 2, 3, 8, 14, 15, 20, 21, 25, 26, 27, 28, 32,34, 35, 40, 41, 45, 50, 60, 65, 75, 80, 85, 97,98, 99, 100, 104, 105, 110, 111, 113, 117,122, 123, 124, 125, 128, 130, 131, 137.
 1, 8, 14, 15, 25, 26, 27,32, 33, 39, 96, 97, 98,104, 110, 111, 122,123, 128, 129, 135.
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ν∆21, 2, 3, 6, 8, 9, 14, 15, 17, 51, 54†, 65†, 96, 97,98, 99, 102, 104, 105, 110, 111, 113, 116.
 † : νν∆2 7→ ν2ν∆4.κν∆2 7→ νκν∆4.
 Acting with ε, κ, κ, q, η∆, 2ν∆, ν∆2 on ηacb4∆c with b ≥ 1, or 2ca4c6∆b
 always gives zero, except η∆ηacb4∆c = ηa+1cb4∆c+1.To finish, we emphasize the two relations that cannot be deduced from the
 information contained in our chart: η∆4 = κ5, 2ν∆2 = κκ2.
 The homotopy groups of tmf at the prime 3 exhibit similar phenomena to thoseat the prime 2. The following is an illustration of π∗(tmf )(3):
 3∆ 2
 c4 c6
 ∆3
 0 4 8 12 16 24 28 32 36 8060 64 68 72 7640 44 48 52 5620
 3∆
 α
 β
 3
 3
 The homotopy groups of tmf at the prime 3
 The bullets represent Z/3Z’s and are named after the corresponding elements ofπ∗(S). The squares represent Z(3)’s and are named after their image in MF∗. Theslanted lines indicate multiplication by α and β. The top part of the diagram is 72-periodic, with polynomial generator ∆3. We have drawn the image of the Hurewiczin color: in green is the unique v1-periodic class α, and in red are the v2-periodicclasses. The latter remain periodic in tmf through the identification v92 = ∆6 (or
 maybe v9/22 = ∆3?). Once again, the white numbers in the squares indicate the
 size of coker(π∗(tmf )→ MF∗)(3). The algebra π∗(tmf )(3) is finitely generated, withgenerators
 degree: 3 8 10 12 24 27 32 36 48 56 60 72name: α c4 β c6 3∆ α∆ c4∆ c6∆ 3∆2 c4∆2 c6∆2 ∆3
 and many relations. It is also worthwhile noting that the classes in dimensions 3,13, 20, 30 (mod 72) support non-trivial 〈α, α,−〉 Massey products.
 When localized at a prime p ≥ 5, the homotopy ring of tmf becomes isomorphicto MF∗. Since ∆ ∈ MF12 is a Z(p)-linear combination of c34 and c26, this ring thensimplifies to π∗(tmf )(p) = Z(p)[c4, c6].
 2. Localizations of tmf
 The periodic version of tmf goes by the name TMF . Its homotopy groups are givenby
 π∗(TMF ) = π∗(tmf )[∆24−1
 ].
 4
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The groups πn(TMF ) are finitely generated abelian groups, except for n ≡ 0, 1, 2, 4(mod 8) in which case they contain summands isomorphic to Z[x], (Z/2Z)[x],(Z/2Z)[x], and Z[x], respectively.
 Fix a prime p, and let K(n) denote the nth Morava K-theory at that prime (p isomitted from the notation). We can then consider the K(n)-localization LK(n)tmfof the spectrum tmf . The spectrum LK(0)tmf is simply the rationalisation of tmf(and does not depend on p). Its homotopy ring is therefore given by
 π∗(LK(0)tmf ) = π∗(tmf )⊗Z Q.
 The homotopy groups of LK(1)tmf are easiest to describe at the primes 2 and3. In those cases, they are given by
 π∗(LK(1)tmf ) =(π∗(KO)[j−1]
 )ˆ
 p
 = π∗(KO)ˆp 〈j−1〉p = 2 or 3.(3)
 Here, the notation R〈x〉 refers to powers series∑∞k=0 akx
 k whose coefficients ak ∈ Rtend to zero p-adically as k → ∞. The variable is called j−1 because its inversecorresponds to the j-invariant of elliptic curves. The reason why (3) is simpler atp = 2 and 3 is that, at those primes, there exists only one supersingular ellipticcurve and its j-invariant is equal to zero. For general prime p ≥ 3, let α1, . . . , αndenote the supersingular j-values. Each element αi is a priori only an element ofFpn (actually in Fp2), however, their union S := α1, . . . , αn is always a scheme
 over Fp. Let S denote any sheme over Z whose reduction mod p is S. The homotopygroups of LK(1)tmf are then given by
 π∗(LK(1)tmf ) =(
 functions on P1Z \ S
 )ˆ
 p
 [b±1
 ], p ≥ 3,
 where b is a class in degree 4.The homotopy ring of LK(2)tmf is the completion of π∗TMF at the ideal gen-
 erated by p and by the Hasse invariant Ep−1:
 π∗(LK(2)tmf ) = π∗(TMF )ˆ(p,Ep−1), p arbitrary,
 where the Hasse invariant is a polynomial in c4 and c6 whose zeroes correspond tothe supersingular elliptic curves. Once again, given the fact that there is a uniquesupersingular elliptic curve at p = 2 and 3, the above formula simplifies to
 π∗(LK(2)tmf ) = π∗(TMF )ˆ(p,c4) p = 2, 3.
 For n > 2, the localization LK(n)tmf is trivial, and therefore satisfies
 π∗(LK(n)tmf ) = 0.
 3. The Adams spectral sequence
 Given a fixed prime p, the Adams spectral sequence for tmf is a spectral se-quence that converges to π∗(tmf )ˆp , see [BL]. Its E2 page is given by ExtAtmf
 p(Fp,Fp),
 where Atmfp is a finite dimensional Fp-algebra that is a tmf -analog of the Steenrod
 algebra:
 Atmfp := homtmf−modules(HFp, HFp).
 5
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At the prime 2, the natural map Atmf2 → A ≡ A2 to the Steenrod algebra is
 injective. Its image is the subalgebra A(2) ⊂ A generated by Sq1, Sq2 and Sq4.That algebra is of dimension 64 over F2, and defined by the relations
 Sq1Sq1 = 0, Sq2Sq2 = Sq1Sq2Sq1,
 Sq1Sq4 + Sq4Sq1 + Sq2Sq1Sq2 = 0, and
 Sq4Sq4 + Sq2Sq2Sq4 + Sq2Sq4Sq2 = 0.
 By the change of rings theorem, the Adams spectral sequence for tmf can then beidentified with the classical Adams spectral sequence (see [Rez])
 E2 = ExtA(H∗(tmf ),F2
 )= ExtA
 (A//A(2),F2
 )⇒ π∗(tmf )ˆ2.
 The bigraded ring ExtA(2)(F2,F2) is generated by the classes:
 (4)bidegree: (0,1) (1,1) (3,1) (8,4) (8,3) (12,3) (14,4) (15,3) (17,4) (20,4) (25,5) (32,7) (48,8)
 name: h0 h1 h2 w1 c0 α d0 β e0 g γ δ w2
 subject to the following complete set of relations:
 h0h1 = 0, h1h2 = 0, h20h2 = h31, h0h22 = 0, h32 = 0, h0c0 = 0, h21c0 = 0, h2c0 = 0,
 c20 = 0, c0d0 = 0, c0e0 = 0, c0g = 0, c0α = h20g, c0β = 0, h20d0 = h22w1, h1d0 = h20β,h2d0 = h0e0, d20 = w1g, d0g = e20, h0αd0 = h2βw1, α2d0 = β2w1, βd0 = αe0,h1e0 = h22α, h2e0 = h0g, βe0 = αg, h1g = h22β, h2g = 0, e0g = αγ, g2 = βγ,h1α = 0, h1β = 0, h2α = h0β, h0β
 2 = 0, h2β2 = 0, α4 = h40w2 + g2w1, h0γ = 0,
 h21γ = h2α2, h2γ = 0, c0γ = h1δ, d0γ = α2β, e0γ = αβ2, gγ = β3, γ2 = h21w2+β2g,
 h0δ = h0αg, h21δ = h0d0g, h2δ = 0, c0δ = 0, d0δ = 0, e0δ = 0, gδ = 0, αδ = 0,βδ = 0 γδ = h1c0w2, δ2 = 0.
 At the prime 3, the map from Atmf3 to the Steenrod algebra not injective. In-
 deed, the algebra Atmf3 is 24 dimensional, while its image in the Steenrod algebra
 is the 12 dmensional subalgebra generated by β and P1. Naming the generators by
 their images in A3, the following relations define Atmf3 (see [Hil]):
 β2 = 0, (P1)3 = 0,β P1β P1 + P1β P1β = β (P1)2β.
 Note that the relation β(P1)2 +P1β P1 + (P1)2β = 0 holds in A3, but not in Atmf3 .
 The Adams spectral sequence ExtAtmf3
 (F3,F3)⇒ π∗(tmf )ˆ3.
 At primes p > 3, the algebra Atmfp is an exterior algebra on generators in
 degrees 1, 9, and 13. The ring ExtAtmfp
 (Fp,Fp) is a polynomial algebra on classes in
 10
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bidegrees (0, 1), (8, 1), and (12, 1) and the Adams spectal sequence for tmf collapses.
 The Adams spectral sequence for tmf at a prime p > 3.
 It is interesting to note that regardless of the prime, the algebra Atmfp has its
 top dimensional class in degree 23. Below, we picture the algebras Atmfp for the
 primes 2 and 3:
 Sq1
 Sq7
 Sq5
 Sq6
 Sq3
 Sq2
 Sq4
 1•1
 •P1
 •
 •
 •
 •
 •
 •
 •β
 •
 •
 •
 •
 ••
 •
 •
 •
 •
 •
 •
 •
 •
 •
 •
 •−1
 −1
 4. The elliptic spectral sequence
 The spectrum TMF is the global sections of a sheaf of E∞ ring spectra overthe moduli space of elliptic curves Mell . As far as we know, there is no modulispace yielding tmf that way. To construct tmf , one first considers the sheaf Otop ofE∞ ring spectra over the Deligne-Mumford compactification Mell . The spectrumof global sections
 Tmf := Γ(Mell ;Otop)11
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is not connective, and its connective cover is tmf . One can also recover π∗(Tmf )from π∗(tmf ) by the following “Serre duality” short exact sequence:
 0→ Ext1(πn−22(tmf ),Z
 )→ π−n(Tmf )→ Hom
 (πn−21(tmf ),Z
 )→ 0, n > 0.
 The “elliptic spectral sequence” is the descent spectral sequence
 Hs(Mell ;πtOtop
 )= Hs
 (Mell ;
 ωt/2 if t is even
 0 if t is odd
 )⇒ πt−s(Tmf ).
 Its E2 page at p = 2 is as follows (see [Bau, Kon]):
 The E2 page of the elliptic spectral sequence at p = 2.
 In the above chart, squares indicate copies of Z(2) and bullets indicate copies ofZ/2Z. Two (three) bullets stacked vertically onto each other indicate a copy ofZ/4Z (Z/8Z). The d3 differentials are drawn in gray; the remaining differentialsd5, d7, d9, . . . , d25 are drawn on the charts on pages 13 – 16. The colors on thosecharts indicate the periodicity by which the various sub-patterns of differentialsrepeat.
 At p = 3, the elliptic spectral sequence looks as follows:
 The elliptic spectral sequence at p = 3.
 The squares indicate copies of Z(3), and the bullets indicate copies of Z/3Z.
 At p ≥ 5, there is no p-torsion and the elliptic spectral sequence collapses:
 The elliptic spectral sequence at p ≥ 5.12
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Elliptic curves and stable homotopy I
 M. J. Hopkins and H. R. Miller
 Abstract. In this note a new cohomology theory will be constructed. Fromthe point of view of homotopy theory, it is the most natural candidate for
 elliptic cohomology. The construction is via obstruction theory.
 Contents
 1. Introduction 12. A∞-structures and maps 33. Lifting diagrams 54. Quillen (co-)homology 65. Quillen associative algebra (co-)homology 86. Stacks 127. The moduli stack of formal groups 168. Elliptic curves 179. Determination of certain cotangent complexes 2510. Elliptic spectra 2711. Factoring and lifting 2712. Computations of Quillen cohomology 3013. Coherent cohomology of the stack MEll 35Appendix A. Low dimensional cohomology of categories 39Appendix B. A spectral sequence for A∞-maps 43Appendix C. A calculation 48Appendix D. Calculation 48Appendix E. Equivalence of realization spaces 49References 52
 1. Introduction
 The point of this document is to make use of A∞ moduli spaces to rigidify thediagram of etale elliptic spectra. The main theorem is
 Theorem 1.1. Let MEll be the moduli stack of generalized elliptic curves,and (MEll)et the category of etale open subsets of MEll. Let (MEll)
 ′et denote the
 Date: Jan 5, 1996.
 1
 Author's final version made available with permission of the publisher, American Mathematical Society. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms

Page 229
                        
                        

2 M. J. HOPKINS AND H. R. MILLER
 category of affine etale open subsets of MEll over which the sheaf of invariantdifferentials is trivial. There is a presheaf
 E : (MEll)et → AEll∞
 with values in the category of cofibrant-fibrant A∞ elliptic spectra (see below) whichhas cohomological descent and, when restricted to (MEll)
 ′et comes equipped with an
 isomorphism of functors
 specπ0E(U) ≈ 1.
 Any two such presheaves are naturally weakly equivalent.
 Definition 1.2. An elliptic spectrum is a triple (E,A, t) in which
 (1) E is a multiplicative spectrum with the property that π∗E commutative, con-centrated in even degrees, and π2E contains a unit;
 (It follows that E is complex orientable and has a formal group G canonicallydefined over π0E.)
 (2) A is a generalized elliptic curve [DR] over π0E
 (3) t : G→ A is an isomorphism of the formal group G with the formal completionof A.
 The elliptic spectra form a category in which a map
 f : (E,A, t)→ (E′, A′, t′)
 consists of a multiplicative map f1 : E → E′, and a map of generalized ellipticcurves f2 : A′ → π0f1A such that the following diagram commutes
 G′f1 //
 t′
 π0f1G
 t
 A′f2
 // π0f1A
 Let MEll be the moduli stack of generalized elliptic curves with integral geo-metric fibers (§ 6). An elliptic spectrum (E,A, t) comes equipped with a map
 specπ0E →MEll
 classifying the elliptic curve A.
 Definition 1.3. An elliptic spectrum (E,A, t) is etale if the map specπ0E →MEll is an open subset of MEll is the etale topology.
 For a stack M let (M)et be the category of etale open subsets of M of finitetype. Attaching to each etale elliptic spectrum the map classifying its elliptic curvethus defines a functor from the category of etale elliptic spectra to the category(MEll)et. One goal of this paper is to “reverse” this process and construct a kindof sheaf on (MEll)et with values in A∞ ring spectra.
 Let AEll∞ be the (topological) category consisting of triples (E,A, t) consisting
 of an A∞ ring spectrum E together with an etale elliptic structure on its underlying
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ELLIPTIC COHOMOLOGY 3
 spectrum, and whose morphism space from (E1, A1, t1) to (E2, A2, t2) is the fiberproduct
 AEll∞ ((E1, A1, t1), (E2, A2, t2)) //
 SEll ((E1, A1, t1), (E2, A2, t2))
 A∞ (E1, E2) // S (E1, E2) .
 Then the composite specπ0 defines a functor
 hoAEll∞ → (MEll)et .
 Occasionally the symbol specπ0 will also refer to the composite functor AEll∞ →
 (MEll)et.
 Let (MEll)′et be the subcategory of (MEll)et consisting of affine U →MEll for
 which the sheaf ωU admits a nowhere vanishing global section (ie the restriction ofthe line bundle ω to U is trivializable). Our first main result is that the functorspecπ0 admits a more or less canonical section over (MEll)
 ′et
 (MEll)′et → hoAEll
 ∞ .
 Next we will apply the Dwyer-Kan lifting machinery to the the problem
 A∞44
 (MEll)′et
 // hoAEll∞
 // hoA∞.
 We will see that the space of lifts is non-empty and connected, thus giving anessentially unique diagram. This diagram of spectra is elliptic cohomology.
 2. A∞-structures and maps
 2.1. A∞-ring spectra. We will use the theory of spectra and ring spectra asdeveloped by May et. al. Let A∞ denote the category of A∞-ring spectra indexedon a fixed universe U . This is a closed topological model category and is generatedby small objects. The functor
 X 7→ TX =∨L(n) oX(n),
 is a monad (or triple), and an A∞-ring spectrum is an algebra over this monad.There are adjoint functors
 T : S A∞ : F,
 where by a mild abuse of notation, the functor T is regarded as taking its values inA∞, and F is simply the forgetful functor. As the diagram suggests, the functor Tis left adjoint to F . The morphism objects of A∞, being subsets of the morphismobjects of S are naturally topological spaces.
 The following result also holds with A∞ replaced by M -algebras, where M isany operad over the linear isometries operad:
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4 M. J. HOPKINS AND H. R. MILLER
 Theorem 2.1. i) The category A∞ is canonically enriched over topologicalspaces. In other words, there are bifunctors
 (S,X) 7→ S ⊗X : T×A∞ → A∞
 (Y, S) 7→ Y S : A∞ × Top → A∞
 and natural homeomorphisms
 A∞(X,Y S) ≈ A∞(S ⊗X,Y ) ≈ T(S,A∞(X,Y )).
 ii) The category A∞ is cartesian closed in the sense of enriched categories: itcontains all small indexed limits and colimits;
 iii) The category A∞ has a unique closed model category structure in which a mapX → Y is a weak equivalence (resp. fibration) if and only if the map FX → FYis. This model category structure is generated by small objects and is a topologicalmodel category in the sense that Quillen’s axiom SM7 [Qu] holds, with “simplicialset” replaced by “toplogical space.”
 iv) If X• is a simplicial object in A∞, then the natural map
 |FX•|S → F |X•|A∞is an isomorphism.
 Definition 2.2. Suppose that X is a spectrum. The space A∞ X is thenerve of the category whose objects are weak equivalences F (R) → X, and whosemorphisms are commutative squares of weak equivalences
 F (R)F (f) //
 F (S)
 X X.
 In other words, if (A∞)w denotes the topological category of A∞ ring spectraand weak equivalences, then A∞ X is the nerve of the category of (A∞)w objectsover X.
 In case X comes equipped with a homotopy associative multiplication µ wewill let A∞ Xµ denote the nerve of the full subcategory with objects f which
 are maps of homotopy associative ring spectra. The space A∞ X is the disjointunion of the spaces A∞ Xµ as µ ranges over the different homotopy associative
 multiplications on X (monoid structures on X in hoS), since the same is true forthe over-category. In case the multiplication µ is an integral part of the ambientstructure of X (like when X is elliptic) the subscript will be dropped from thenotation.
 Rezk has shown that the space A∞ X is weakly equivalent to the space ofoperad maps from the A∞ operad to the endomorphism operad of X.
 2.2. The moduli spaces in a useful case. We are interested in determiningthe homotopy types of the spaces A∞ Xµ and A∞(E,F ). It turns out thata lot can be said about these spaces in the presence of certain special conditions.Suppose that F is a ring spectrum satisfying the following condition of Adams [Ad,Condition 13.3 (page 284)]:
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ELLIPTIC COHOMOLOGY 5
 Condition 2.3. Each map of spectra
 X → F
 with X finite, factors as
 X → V → F
 where V is finite and both F∗V ane F ∗V are projective over F∗.
 Examples of spectra satisfying this abound. In fact
 Proposition 2.4. Condition 2.3 holds if F is Landweber exact.
 Proposition 2.5. Suppose that (F, µ) is a ring spectrum satisfying Condi-tion 2.3. There is a spectral sequence
 Es,t2 =⇒ πt−s(A∞ Fµ , f),
 with
 Es,t2 =
 Ders+1
 π∗F
 (F∗F, F
 0St)
 s ≥ 0, t ≥ 1
 ∗ (s, t) = (0, 0)
 undefined otherwise
 The group Ders(− , − ) is Quillen’s sth derived functor of associative algebraderivations, and is described in § 5.
 Proposition 2.6. Suppose that E and F are A∞ ring spectra, F satisfiesCondition 2.3, and f : E → F is a homotopy class of maps of the underlying ringspectra. There is a spectral sequence
 Es,t2 =⇒ πt−s(A∞(E,F ); f)
 with
 Es,t2 =
 DersF∗
 (F∗E, F
 0St)
 t ≥ 1
 ∗ (s, t) = (0, 0)
 undefined t = 0, s > 0
 3. Lifting diagrams
 This section consists of a collection of material from [DK].
 3.1. The realization space. Let S be a closed simplicial (or topological)model category, and I a small category. The situation relevant to this paper isthat I is the opposite category of (MEll)
 ′et, and S is the category A∞. We suppose
 given an I-diagram in ho S (ie, an object of (ho S)I , and we want to consider theproblem of lifting it to an object of SI . This problem can be attacked by studyingthe realization space r(X) of X.
 Definition 3.1. With the above notation, the realization category of X iscategory whose objects are pairs (Y, f) consisting of an object Y of SI , togetherwith an isomorphism f : πY → X in (ho S)I . A morphism in r(X) from (Y1, f1) to
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6 M. J. HOPKINS AND H. R. MILLER
 (Y2, f2) is a map g : Y1 → Y2 (necessarily a weak equivalence) making the followingdiagram commute
 πY1πg //
 f1
 πY2
 f2
 X X.
 The realization space, is the classifying space of the realization category. Both thecategory and its classifying space are denoted r(X).
 There is another useful space to consider in this regard. Let lift(X) be thenerve of the category whose objects are diagrams Y with the property that πY isisomorphic to X, and whose morphism are weak equivalences. There is a fibration
 r(X)→ lift(X)→ BAut(X).
 By making a simplicial resolution of I by free categories, the spaces r(X) andlift(X) can be expressed as the total complexes of cosimplicial spaces which wewill call r(X)• and lift(X)• respectively. While the cosimplicial spaces dependon the choice of resolution, the homotopy spectral sequence is independent of theresolution from the E2-term on. There is a termwise fibration
 r(X)• → lift(X)• → BAutX
 where BAutX is thought of as a constant cosimplicial space. The homotopy spec-tral sequences for r(X)• and lift(X)• therefore coincide except possibly in the E0,0
 2 -term where the latter is the quotient of the former by the action of π0 haut(X). Infact, the spectral sequences coincide anyway, since before the spectral sequence canbe defined, one must choose a component of the 0-space which is equalized by d0
 and d1, and then restrict to this component.
 3.2. Centric diagrams. A diagram X as above is said to be centric if foreach morphism f : d→ d′ in I, the map
 S(Xd′, Xd′)1 → S(Xd,Xd′)f
 is a weak equivalence ([DK]). In the case of a centric diagram there is a simpledescription of the E2-term of the spectral sequence.
 Proposition 3.2. [DK, §3] Let X : I → ho S be a centric diagram. There isa spectral sequence
 Es,t2 =⇒ πt−s r(X) ,
 with
 Es,t2 =
 lim←−
 s πt Bhaut1X(− ) s ≥ 0 and t ≥ 2
 1 (s, t) = (0, 1)
 ∗ (s, t) = (0, 0) or (1, 1)
 undefined otherwise.
 Remark 3.3. It is only the identity component of haut(X) that comes in, sothat the spaces Bhaut1(X) are, in fact, simply connected.
 4. Quillen (co-)homology
 The basic reference for this and the following section is [Qu].
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 4.1. Generalities. Fix a ground ring k and let i : A → B be a map ofcommutative k-algebras. Quillen defines a homology object LB/A as follows. Firsthe shows that the category of simplicial A-algebras is a closed model category whenone defines weak equivalence to be quasi-isomorphism, and one takes all objects tobe fibrant. To define the homology object, regard B and A as constant simplicial
 objects, and let A → P•'−→ B be a factorization into a cofibration followed by a
 weak equivalence. The complex LB/A is then defined by
 LB/A = Ω1P•/A
 ⊗P•B,
 where Ω1 is the P•-module of relative Kahler differentials. The quasi-isomorphismclass of LB/A is independent of the resolution.
 The association B/A 7→ LB/A is functorial: given a map of pairs
 Af //
 i
 B
 j
 C
 g// D
 there is a natural map Lj/i : j∗LB/A → LD/C . The map associated to a compositeof maps of pairs is chain homotopic to the composite of the maps associated to eachpair.
 Actually, for fixed A, the association LB/A can be made into a functor withvalues in the category of chain complexes of B-modules. To do this one makes useof the fact the the category of simplicial A-modules is generated by small objects,and so the factorization into a cofibration followed by acyclic fibration can be madefunctorially. We will make use of this rigidified functoriality. One can also simplyuse the standard resolution based on the triple “free A-algebra generated by theunderlying point set of B.”
 We will often write the absolute homology LB/k as simply LB .
 Given a sequence A→ Bf−→ C, Quillen shows that the natural sequence
 f∗LB/A → LC/A → LC/B
 is a cofibration. This cofibration is known as the transitivity sequence. It is usefulto write down this sequence in the case A = k (which is no loss of generality, sinceno use has been made so far of k):
 f∗LB → LC → LC/B .
 It shows that the relative homology object is the cofiber of the map of absolute ho-mology objects, and that the homology of the transitivity sequence can be thoughtof as the long exact sequence of a pair.
 Another important result is the following..
 Proposition 4.1 (Flat base change [Qu]). Suppose that
 Af //
 j
 B
 j
 C
 g// D
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8 M. J. HOPKINS AND H. R. MILLER
 is a pushout square with the property that the groups TorAt (C,B) are 0 for t > 0.Then the natural map g∗LB/A → LD/C is an equivalence.
 Note that the condition on Tor holds if either i or f is flat.
 Proof: Factor f as A → P• → B into a cofibration followed by an acyclicfibration. Then C → i∗P• = C ⊗A P• is a cofibration, and the natural mapi∗P• → D is a weak equivalence since the sth homology group of i∗P• is TorAs (C,B).The result follows easily from this.
 The transitivity sequence and the flat base change result combine to give aMeyer-Vietoris sequence.
 Corollary 4.2. Suppose given a pushout square as in Proposition 4.1. Thenthe square
 (jf = gi)∗LAj∗Lf //
 g∗Li
 j∗B
 Lj
 g∗LC
 Lg
 // LD
 is a homotopy pushout. It follows that there is a cofibration
 LA[j∗Lf ,g
 ∗Li]T
 −−−−−−−−→ j∗LB ⊕ g∗LC[−Lj ,Lg]−−−−−−→ LD.
 Proof: The map of transitivity cofibrations for f and g can be written as
 j∗f∗LA //
 j∗LB //
 j∗LB/A
 Lj/i
 g∗LC // LD // LD/C .
 Proposition 4.1 implies that the map Lj/i is an equivalence. The result follows.
 5. Quillen associative algebra (co-)homology
 5.1. Associative algebras. For each map of associative algebras A→ B, let
 DB/A
 be the complex of B bi-modules which is the Quillen homology object of B/A. Incase B is flat over A (and projective as a module), this complex is weakly equivalentto the complex
 B ⊗ABop
 ↓B
 0
 −1
 The object DB/A is functorial in B/A in the sense that a diagram
 (5.1)
 A −−−−→ A′y yB −−−−→
 fB′
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ELLIPTIC COHOMOLOGY 9
 gives rise to a map (f ⊗ f)∗DB/A → DB′/A′ . Given,
 A→ Bf−→ C
 the sequence
 f∗DB/A → DC/A → DC/B
 is a cofibration. The long exact sequences derived from this cofibration are knownas transitivity sequences.
 Another important tool is the following base change result.
 Lemma 5.2. Suppose that A is commutative and that B is a flat associativeA-algebra containing A in its center. For any map
 A→ A′,
 write
 B′ = B ⊗AA′,
 and let j be the map
 j : B ⊗AB → B′ ⊗
 A′B′
 b1 ⊗ b2 7→ b1 ⊗ 1⊗ b2 ⊗ 1.
 Then the map (5.1)
 j∗DB/A → DB′/A′
 is a weak equivalence.
 Proof: To ease the notation, the symbol ⊗, unless indicated otherwise, willrefer to ⊗A. Since B/A is flat, so is B′/A′, and we can make use of the cofibersequences
 DB/A → B ⊗B → B
 DB′/A′ → B′ ⊗A′B′ → B′.
 Let P· → B be a projective resolution of B as a B ⊗B-module. Then
 (5.3) P ⊗B⊗B
 (B′ ⊗
 A′B′)≈ P ⊗
 B⊗B(B ⊗B ⊗A′) ≈ P ⊗A′
 is a complex of projective B′ ⊗A′ B′-modules, and its homology is
 Tor∗A(B,A′) =
 B′ if ∗ = 0
 0 otherwise.
 It follows that (5.3) is a projective resolution of B′. Lifting the map B ⊗ B → Bto P· gives a cofibration
 DB/A → B ⊗B → P·,
 and hence a map of cofibrations
 j∗DB/A −−−−→ B′ ⊗A′B′ −−−−→ j∗P·y y y
 DB′/A′ −−−−→ B′ ⊗A′B′ −−−−→ B′.
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 Since the second and third vertical maps are weak equivalences, so is the first. Theresult follows.
 5.2. Commutative rings. From now on suppose that A → B is a map ofcommutative rings. In this case we define a complex of B-modules
 ΛB/A = µ∗DB/A = BL⊗
 B⊗BDB/A.
 The L indicates that the tensor product is taken in the homotopy invariant sense, sothat, even though the homology of the complex DB/A is concentrated in dimensionzero, the homology of ΛB/A need not be. A sequence A → B → C gives rise to acofibration in the homotopy theory of chain complexes of B-modules.
 f∗ΛB/A → ΛC/A → ΛC/B .
 Remark 5.4. This is a slightly misleading expression. It is important to re-member that µ is the map from C⊗AC to C (as opposed to the map from C⊗B Cto C.) The consequence of this is that, in the case where both maps are flat, the
 homology groups of µ∗ΛC/B are not the groups TorC⊗BCi−1 (C,C). Of course, as in
 the comment below, if the complex DC/B is acyclic (as in the application below),then the complex ΛC/B is also acyclic.
 Note that if C = S−1B, for some multiplicatively closed subset S ⊂ A, thenDB/C is acyclic, and so by the above exact sequence, the maps
 (5.5)(S × S)−1DB/A → DC/A
 S−1ΛB/A → ΛC/A
 are isomorphisms.
 Lemma 5.6. Suppose that P is a complex of R-modules and s ∈ R an elementwhich is not a divisor of zero. Let π : R → R/(s) be the quotient map. If π∗P iscontractible, then
 P → s−1P
 is a weak equivalence.
 Proof: The complex s−1P is the colimit of
 Ps−→ P
 s−→ · · · .
 Since s is not a divisor of zero, the cofiber of Ps−→ P is π∗P . Since π∗P is
 contractible, each map in the above sequence is a weak equivalence. It follows thatthe map P → s−1P is a weak equivalence since homology commutes with directedcolimits.
 Remark 5.7. This can be considerably generalized, but this version is so sim-ple, and is all that is needed in the present paper.
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 5.3. Schemes. Suppose now that X/S is a flat scheme, and define complexes
 DX/S =
 (OX ⊗
 OS
 OX → OX)
 [−1]
 ΛX/S = R∆∗DX/S .
 The complex DX/S is a complex of coherent sheaves on X × X, and ΛX/S is its(derived) pullback to the diagonal. By the isomorphism (5.5) if i : U ⊂ X is theinclusion of an open subscheme, the restriction maps
 i∗DX/S → DU/S
 i∗ΛX/S → ΛU/S
 are weak equivalences.In the context of schemes, the fundamental exact sequences take the following
 form. Given
 Xf−−−−→ Yy
 S
 there are cofibrations
 (5.8)(f × f)∗DY/S → DX/S → DX/Y
 f∗ΛY/S → ΛX/S → ΛX/Y .
 As far as computation goes, we have the following result.
 Lemma 5.9. If X/S is smooth, there is an isomorphism
 HiΛX/S ≈ Ω2iX/S
 Proof: The question is local on X/S (provided we make a map) and so wereduced to the case that X = AnS . In this case one can proceed by direct calculation.
 Lemma 5.10. Suppose that X is a scheme, j : Z ⊂ X is a closed subscheme,and i : U ⊂ X its complement. If P is s complex of coherent OX-modules and j∗Pis acyclic, then the map
 P → i∗i∗P
 is a weak equivalence.
 Lemma 5.11. Suppose that X is a scheme j : Z ⊂ X is a closed subscheme,and P a complex of coherent OX-modules. If each of the sheaves HiP is supportedon Z and j∗P is contractible, then P is contractible.
 5.4. Vanishing criteria.
 Proposition 5.12. Let A → B be a map of commutative rings. The complexof B-modules ΛB/A is acyclic if and only if the complex LB/A is acyclic.
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 Now suppose that A and B are algebras over Z/p. Let φ be the absoluteFrobenius map
 Bφ−−−−→ Bx x
 Aφ−−−−→ A
 φ(x) = xp
 and
 φB/A : φ∗B → B
 the relative Frobenius. More generally, write φnB/A : (φn)∗B → B for the iterated
 relative Frobenius.
 Lemma 5.13. For each n > 0, the map
 L((φn)∗B)/A → LB/A,
 induced by the iterated relative Frobenius, is null.
 Proof: The result is clear if B is a polynomial algebra over A, since Dxpn
 = 0.It follows that if P• is a simplicial A-algebra, which is dimension-wise a polynomialalgebra, then the map
 Lφ∗P•/A → LP•/A,
 is zero. Taking P• → B to be a resolution gives the desired result.
 Corollary 5.14. If for some n, the map φnB/A is an isomorphism, then LB/Aand DB/A are acyclic.
 Proof: With these assumptions, the relative Frobenius map
 Lφ∗B/A → LB/A,
 is both an isomorphism and null. It follows that LB/A is acyclic. The fact thatDB/A is acyclic follows from Proposition 5.12.
 6. Stacks
 Let C be a category with a Grothendieck topology.
 Definition 6.1. A presheaf of groupoids on C is a rule associating to each objectX of C a groupoid GX , to each map f : X → Y a functor Gf = f∗ : GY → GXand to each composable pair
 Xf−→ Y
 g−→ Z
 a natural transformation ε(f, g) : f∗g∗ → (g f)∗, satisfying the associativitycondition
 (6.2) ε(ε(f, g), h) = ε(f, ε(g, h)).
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 The collection of presheafs of groupoids over C forms a 2-category.Now suppose G is a presheaf of groupoids on C and that U → X is a covering.
 The category Desc(U/X) of descent data relative to U is the category whose objectsare objects E of G(U) together with an isomorphism s : π∗1E → π∗2E satisfying thecocycle condition identical to the one described below.
 A presheaf of groupoids G is a sheaf if for each covering U → X of C the map
 G(X)→ Desc(U/X)
 is an equivalence of groupoids.
 Definition 6.3. A stack in C is a sheaf of groupoids.
 Given a stack G over C one can form a category EG in which an object consistsof a pair (E,X) with X an object of C and E an object of G(X). A map from(E1, X1) to (E2, X2) consists of a map f : X1 → X2 together with a morphismg : E1 → f∗E2. It is convenient to picture this data as
 E1g−−−−→ E2y y
 X1 −−−−→f
 X2.
 The fact that EG is a category makes use of the associativity condition 6.2. Thecategory EG is fibered in groupoids over C.
 The collection of stacks over C forms a 2-category, StC.A 1-morphism M1 → M2 of stacks is said to be representable if for each
 1-morphism X →M2 with X representable, the fibre product
 X ×M2
 M1
 is representable.If P is a property of morphisms in C which is stable under change of base,
 and which is local in nature, then a 1-morphism M1 → M2 will be said to haveproperty P if it is representable, and if for each X →M2, the map
 (6.4) X ×M2
 M1 → X
 has property P. One important example is the case in which P is the property ofbeing a covering.
 We can define a kind of Grothendieck topology on the 2-category of stacks byletting the covers be the 1-morphisms which are coverings in the above sense.
 By construction, the coverings of StC satisfy the following axioms:
 (1) If T1 → T2 is a representable equivalence then it is a covering;
 (2) If T1 → T2 is a covering, and U → T2 is any 1-morphism, then the 1-morphismU ×T2
 T1 → U is a covering;
 (3) The class of coverings is stable under formation of coproducts and composition.
 A presheaf on StC is a contravariant functor from StC to Sets. A presheaf on astackM is a presheaf on the 2-categry of stacks in C over M . Here we must regardSets as a 2-cagegory in which the only 2-morphisms are identity maps. This has
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 the consequence that if P is a presheaf, and f and g are two 1-morphisms whichare related by a 2-morphism, then Pf = Pg.
 A presheaf is a sheaf if it satisfies the sheaf axiom: for each covering T1 → T2,the sequence
 P (T2)→ P (T1) ⇒ (T1 ×T2
 T1)
 is an equalizer.
 6.1. Inverse limits and Cech cohomology. Again, let C be a category witha Grothendieck topology, and F a presheaf of abelain groups. The point of thissection is to identify the groups
 lim←−s
 C′F
 where C′ ⊂ C is a full subcategory. We are interested in full subcategories generatedby collections U ⊂ ob C which are coverings of the terminal object in the sense thatfor each X ∈ ob C, the map ∐
 U∈UU ×X → X
 is a covering. The Cech complex of U is defined to be the normalized complexassociated to the cosimplicial abelian group∏
 U∈UF (U) ⇒
 ∏(U0,U1)∈U2
 F (U0 × U1) . . . .
 The cohomology of the Cech complex is denoted H∗(U ;F ). If U ⊂ U ′, then thenatural map
 H∗(U)→ H∗(U ′)is an isomorphism.
 Now suppose that the full subcategory C′ generated by U happens to be stableunder formation of products. Then we can compare the Cech complex of U withthe cosimplicial replacement of the functor F , which is defined to be the complex∏
 U0
 FU0 ⇒∏
 U0←U1
 FU1 . . . .
 The natural map goes from the Cech complex to the cosimplicial replacement, and isin degree n, the map whose component with index U0 ← · · · ← Un is the projectionmapping to the factor with index (U0, . . . , Un).
 Proposition 6.5. With the above assumptions, the natural map from the Cechcomplex to the cosimplicial replacement is an isomorphism.
 Proof: The natural map is an isomorphism of H0. Since the Cech cohomologygroups take a short exace sequence of presheaves to a long exact sequence in co-homology, it suffices to show that the Cech cohomology groups are effaceable. Forthis it is enough to show that the groups Hi(U ;F ), i > 0, are zero when F is theright Kan extension of functor which assigns to a fixed object V ∈ U an abeliangroup A. More explicitly, the presheaf F is given by
 FU =∏V→U
 A.
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 Now the let S be the set f : V → U | U ∈ U. Then the Cech complex of F isjust the complex
 AS ⇒ AS×S . . . .
 For any set S, the simplicial set ES = S ⇔ S × . . . is contractible. It followsthat the groups Hi(U ;F ) are the cohomology groups Hi(ES;A) which are zero fori > 0. This completes the proof.
 6.2. The quasi-etale topology. Now let Aff be the opposite of the categoryof commutative rings. There are several topologies we need to consider. A collectionUi → U is a covering in the flat topology if the map
 ∐Ui → U is faithfully flat.
 This implies, in particular, that each Ui → U is flat. The fppf topology is obtainedby requiring that the collection Ui → U be finite, and that each Ui → U be finitelypresented. The quasi-etale topology is obtained by requiring that the complexesΛUi/U be acyclic.
 Definition 6.6. A map R → S of rings is quasi-unramified if the complex ofS-modules ΛS/R is acyclic. A map is quasi-etale if it is quasi-unramified and andflat.
 6.3. The associated stack. Now suppose that C is a Grothendieck topologyand F is a contravariant functor from C to groupoids. The point of this section isto associate a stack to F .
 Let J = Ui → U be a covering in C. A descent datum for F relative toJ consists of a collection of objects xi ∈ obF (Ui), together with isomorphismsti,j : π∗i xi → π∗jxj satisfying the cocycle condition
 π∗i tj,k π∗kti,j = π∗j ti,k.
 For the covering J, define
 U0 =∐
 Ui
 U1 =∐
 Ui ×YUj .
 Then J = (U0, U1) is naturally a groupoid object of C, which we may regard asa contravariant functor from C to groupoids. The category of descent data for Frelative to J is the category of morphisms of groupoids from J to F .
 6.4. The cotangent complex of a stack. In this section we will considerthe cotangent complex of a morphism M → N of stacks. This object will be achain complex of quasicoherent OM-modules, and is determined by insisting on thetransitivity and flat base change properties. Unlike in the case of rings, it will notbe the case that HiLM/N = 0 if i < 0.
 By the transitivity sequence, the complex LM/N will be the cofiber of the mapLM → LN , and so we need only define the absolute complex. We will consider thecase of a stack of the form M(A,Γ).
 We will need a lemma. For a Hopf-algebroid (A,Γ) let B(A,Γ)• be the cosim-plicial object which represents the nerve of the groupoid represented by (A,Γ). Onehas
 B(A,Γ)n = Γ⊗n
 where ⊗ means “tensor over A,” and Γ⊗0 = A. Given an (A,Γ) co-module M , letB(M)• be cosimplicial module over B(A,Γ) with B(M)n = Γ⊗n ⊗M .
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 Lemma 6.7. The functor B from (A,Γ) co-modules to cosimplicial B(A,Γ)•
 modules has a right adjoint Rcom.
 Remark 6.8. There is another description which is useful. Suppose we aregiven a stack M whose diagonal is representable, and a cover f : specA → M.Write
 spec Γ ∼ specA ×M
 specA.
 Then (A,Γ) is a Hopf-algebroid. Set f• : specB(A,Γ)→M be the augmentation.Strictly speaking, this map does not exist, but if one first converts the map f intoa “fibration,” then one can find an equivalent simplicial stack, and a map to M.If we identify (A,Γ) co-modules with quasi-coherent M-modules, then the functordenoted B above would naturally be denoted f∗• . Its right adjoint is then (f•)∗.
 Making use of the functorial L, we define
 LM(A,Γ) := RcomLB(A,Γ).
 We have to verify some of the basic properties.
 Proposition 6.9. If the 1-morphismM→N is representable, then the sheavesHiLM/N are zero for i < 0.
 Proof: Choose a faithfully flat cover f : specA → N and consider the 2-category pullback
 specBg−−−−→ My y
 specA −−−−→f
 N .
 Then by flat base change, g∗LM/N ∼ LB/A. Since f is faithfully flat, so is g, andso
 HiLM/N = 0⇔ g∗HiLM/N = 0
 ⇔ Hig∗LM/N = 0
 ⇔ HiLB/A = 0.
 But HiLB/A = 0 for i < 0.
 7. The moduli stack of formal groups
 The point of this section is to establish some basic notation, and give theLandweber criteria for a map to be flat.
 Define M[n]FG to be the moduli stack of formal groups of height greater than or
 equal to n. Over M[n]FG there is a global section vn of ωp
 n−1. The zero set of vn
 is M[n+1]FG , and its complement is M(n)
 FG. The stack M(n)FG is the moduli stack over
 Z/p of formal group laws, such that locally, in a local coordinate, “multiplicationby p” is represented by a power series of the form λxp
 n
 + · · · .
 Remark 7.1. The moduli stack of formal group laws, all of whose geometricfibers have height greater than or equal to n does not come from a Hopf algebroid.It is a colimit of ones that do, though. It is the colimit of (specL/Ikn, specW/Ikn).
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 7.1. The Frobenius morphism. Now let G → S be a formal group over ascheme S, which is, itself a scheme over specZ/p. The Frobenius map φ gives acommutative diagram
 Gφ−−−−→ Gy y
 S −−−−→φ
 S,
 and hence a map fG : G→ φ∗G. If x is a local coordinate on G, then fG(x) = xp.Write ω for the invariant differential on G. In a local coordinate x write “mul-
 tiplication by p” as [p](x). Since p∗ω = pω = 0 it follows that [p]′(x) = 0, andhence that [p](x) = g(xp) for some power series g. This means that we can writep = vGfG for some vG : φ∗G → G. Since p is surjective, the map vG is uniquelydetermined by this equation.
 Now suppose that the height of G is ≥ n, with n > 1. Then, in a local
 coordinate, [p](x) = cxpn
 + . . . for some c. It follows that vG(x) = cxpn−1
 + . . . ,and that v′G(0) = 0. But this means that v∗Gω = 0 and hence that v′G(x) = 0,
 and so we can write vG(x) = v(2)G (xp) for some h. Writing this globally we see
 that there is a unique map v(2)G : (φ2)∗G → G with v
 (2)G fφG fG. Iterating this
 discussion leads to the following result.
 Proposition 7.2. If G has height ≥ n then there is a unique map v(n)G :
 (φn)∗G→ G with the property that
 v(n)G fφ
 n−1
 G · · · fG = p : G→ G.
 If the height of G is equal to n, then the map v(n)G is a isomorphism.
 Proposition 7.3. For n ≥ 1, the 1-morphismM(n)FG → specZ/p is quasi-etale.
 Proof: The map is flat, so it suffices to show that it is quasi-unramified. We will
 use the criteria of Proposition 5.14. We need to show that φn : M(n)FG → M
 (n)FG is
 an equivalence. But this is the 1-morphism sending a formal group G to the formal
 group (φn)∗G. The map v(n)G defines a natural isomorphism from this functor to
 the identity functor.
 8. Elliptic curves
 8.1. The moduli stack. Define a contravariant groupoid valued functorMWeier
 on Aff by taking the objects to be the set of projective plane curves given by aWeierstrass equation
 y2 + a1xy + a3y = x3 + a2x2 + a4x+ a6,
 which we will also write in the form F (x, y) = 0, where
 F (x, y) = y2 + a1xy + a3y − (x3 + a2x2 + a4x+ a6).
 A morphism from the curve defined by F1(x, y) = 0 to the curve defined byF2(x, y) = 0 is a transformation
 x 7→ λ2(x+ r)
 y 7→ λ3(y + sx+ t)λ a unit
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 sending a solution of F1(x, y) = 0 to a solution to F2(x, y) = 0. If (x, y) is a solutionof F (x, y) = 0, then the point(
 λ2(x+ r), λ3(y + sx+ t))
 is a solution to
 λ6F(λ−2x− r, λ−3y − s(λ−2x− r)− t
 ),
 which can be rewritten as
 y2 + ηR(a1)xy + ηR(a3)y = x3 + ηR(a2)x2 + a4x+ ηR(a6),
 where
 (8.1) y2 + λ(a1 − 2s)xy + λ3(a3 − ra1 − 2t− 2rs)y =
 x3 +λ2(a2 +sa1−s2−3r)x2 +λ4(a4 +sa3−2ra2 +(t−2rs)a1−2st+2rs2 +3r2)x+
 λ6(a6 − a4r + a2r2 − r3 − a3rs+ a1r
 2s− r2s2 + a3t− a1rt+ 2rst− t2)
 8.2. Height and the Frobenius isogeny. Let A be a p-divisible group overa base S, and
 f = fA/S : A→ φ∗A
 the relative Frobenius map. Since multiplication by p is is surjective and kills thekernel of f, there is a unique map
 v = vA/S : φ∗A→ A,
 satisfying vf = p. Since fvf = pf = fp, and since f is surjective, it also follows thatfv = p.
 Let E be a generalized elliptic curve over a base S, Ef its formal completion,and i : Ef → E the canonical map. The map i gives rise to an isomorphismker(fEf ) → ker(fE). When S is the spectrum of a field, and E is supersingular,the map i restricts to an isomorphism between the kernels of multiplication by p.This implies that the map ker(vEf ) → ker(vE) induced by i, is also an isomor-phism. Finally, it follows for general S, that if all of the geometric fibers of Eare supersingular, then the map ker(vEf ) → ker(vE) is an isomorphism. This isproved by reducing to the case where S is Noetherian and affine (for example, theuniversal case) and then using the fact that a map of finitely generated modulesover a Noetherian ring is an isomorphism if and only if it is over every geometricfiber.
 8.3. The invariant differential. Let E be the elliptic curve given by theWeierstrass equation
 (8.2) F (x, y) = y2 + a1xy + a3y − (x3 + a2x2 + a4x+ a6) = 0.
 Introduce the coordinates z = −x/y, w = −1/y. Then z is a local parameter nearthe identity section (the point at infinity). The invariant differential is given by
 ω =dx
 Fy= − dy
 Fx.
 We need to expand ω as a power series in z.
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 In terms of w and z, the invariant differential ω is
 ω =w dz
 (3z3 − 2w) + 2a1wz + 2a2wz2 + a3w2 + a4w2z
 =dz
 (3z3/w − 2) + 2a1z + 2a2z2 + a3w + a4wz,
 and the equation (8.2) becomes
 (8.3) w = z3 + a1wz + a2wz2 + a3w
 2 + a4w2z + a6w
 3.
 It is also useful to rewrite this equation as
 (8.4)z3
 w= 1− a1z − a2z
 2 − a3w − a4wz − a6w2.
 From these two equations one concludes
 w = z3 +O(z4)
 z3
 w= 1− a1z − a2z
 2 − a3z3 +O(z4),
 and finally
 ω =dz
 1− a1z − a2z3 − 2a3z3 +O(z4).
 Lemma 8.5. Suppose that E is an elliptic curve over a ring R with identitysection e, and
 u ∈ H0(O(−e)/O(−5e))
 is a local parameter at e modulo degree 5. There are unique sections x ∈ H0(O(2e))and y ∈ H0(O(3e)) satisfying
 x ≡ u−2 mod O(e)(8.6)
 y ≡ u−3 mod O(2e)(8.7)
 x/y ≡ u mod O(5e).(8.8)
 Proof: The question is local in R so we may suppose that E is given by aWeierstrass equation
 y2 + a1x+ a3y = x3 + a2x2 + a4x+ a6,
 with x and y satisfying (8.6) and (8.7). For convenience write z = x/y. Then z isa local parameter near e, and z ≡ u modulo O(2e). Write
 z ≡ u+ cu2 +O(u)3,
 and consider a change of variables of the form y 7→ y + sx. Then
 z 7→ z − sz2 +O(z)3,
 and so there is a choice of x and y with the property that x/y ≡ u modulo O(3e).This choice of x and y is unique up to a change of variables of the form
 x 7→ x+ r
 y 7→ y + t.
 Now write z ≡ u+ cu3 +O(u4). Replacing x by x+ r replaces z with
 z + r1
 y≡ z + ru3 +O(u4).
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 It follows that x and y can be chosen so that x/y ≡ u modulo O(4e), and that thischoice of x and y is unique up to a change of variables of the form
 y 7→ y + t.
 Finally, write z = u+ cu4 +O(u5). The transformation y 7→ y + t sends z tox
 y + t=
 x
 y(1 + ty )≡ z − tz4 +O(z5).
 It follows that x and y can be chosen so that z/y ≡ u modulo O(−5e), and thatthis choice is unique.
 Corollary 8.9. The ring A = Z[a1, a2, a3, a4, a6] represents the functor “ellip-tic curves together with a local parameter at e modulo degree 5”. The Hopf-algebroid(A,Γ) can be identified with the one representing the functor “elliptic curves witha local parameter at e modulo degree 5, and changes of local parameter.”
 8.4. Representability of MEll →MFG. The point of this section is to givea proof of the following result.
 Proposition 8.10. The 1-morphism MEll →MFG is representable.
 The proof makes use of an auxilliary stack.
 Definition 8.11. A formal group law chunk modulo degree n over a ring R isan element
 F (x, y) ∈ R[x, y]/(x, y)n
 satisfying
 F (x, y) = F (y, x)
 F (x, 0) = F (0, x) = x
 F (F (x, y), z) = F (x, F (y, x)).
 A homomorphism f : F1 → F2 of formal group law chunks is an element f ∈R[t]/(t)n with the property that
 f(F1(x, y)) = F2(f(x), f(y)).
 The functor “formal group law chunks over R modulo degree n and isomor-phisms” is represented by a Hopf-algebroid. The theory is much the same as in thecase of formal group laws. The ring representing the functor “set of formal grouplaw chunks modulo degree n+ 2” is isomorphic to
 Z[x1, . . . , xn],
 and the universal “group chunk” is given, modulo products of the xi’s, by
 x+ y +∑
 xncn(x, y),
 where cn(x, y) = dn((x+ y)n − xn − yn), and
 dn =
 1p if n = pj , p a prime
 1 otherwise.
 The universal isomorphism between group chunks is given by the change of variables
 x 7→ t0x+ · · ·+ tnxn+1 +O(xn+2),
 with t0 a unit.
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 The stack associated to the Hopf algebroid of formal group law chunks modulodegree n will be denoted MFG(n). A 1-morphism specR →MFG(n) will be calleda formal group chunk modulo degree n over R. By construction, there are 1-morphisms
 · · · → MFG(n+ 1) →MFG(n) → . . . ,
 and the “homotopy inverse limit” of this tower is justMFG. Since they come fromHopf algebroids, the diagonal map of each MFG(n) is representable.
 We will be interested in the case n = 5. In this case the universal group lawchunk can be written as
 F (x, y) = x+ y + x1c2 + x2c3 + (x3c4 + x2x1c22) +O(x, y)5.
 The universal invariant differential is
 dx
 Fy(x, 0)=
 dx
 1 + x1x+ x2x2 + 2x3x3 +O(x)4
 = (1− x1x+ (x21 − x2)x2
 + (−x31 + 2x1x2 − 2x3)x3 +O(x)4) dx.
 Lemma 8.12. The 2-category pulback of
 MEllyspecZ[x1, x2, x3] −−−−→ MFG(5)
 is representable. It is represented by the elliptic curve
 y2 + a2x+ a3y = x3 + a2x2 + a4x+ a6
 over the ring A with local parameter t = x/y modulo t5.
 Proof: The pullback stack is the stack which associates to each ring R anelliptic curve over R, a formal group law chunk over R modulo degree 5, togetherwith an isomorphism between the associated formal group chunk and the formalcompletion of the elliptic curve modulo degree 5. This data is clearly equivalentto giving an elliptic curve over R and together with a local parameter at e modulodegree 5. The result follows from Corollary 8.9
 Remark 8.13. Working over A, we have explicitly allowed “additive” reduc-tion. This fiber must be removed when we consider the homotopy theory, specifi-cally when we verify flatness of the map to the moduli stack of formal groups.
 8.5. Some vanishing results. Fix a prime p, and let MordEll,p (respectively
 MssEll,p) be the moduli stacks of ordinary (respectively supersingular) elliptic curves
 in charasteric p. There are therefore 2-cartesian squares
 MordEll,p −−−−→ MElly yM(1)
 FG −−−−→ MFG
 and
 MssEll,p Mss
 Ell,p −−−−→ MElly y yM(2)
 FG −−−−→ M[2]FG −−−−→ MFG
 Proposition 8.14. The 1-morphism MssEll,p →M
 (2)FG is quasi-etale.
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 Proof: Being the base change of a flat map it is flat, so it suffices to show
 that it quasi-unramified. Since M(2)FG → specZ/p is quasi-unramified, it suffices,
 by the transitivity sequence to show that MssEll,p → specZ/p is quasi-unramified.
 The proof of this is similar to that of Proposition 7.3, and uses the fact that for an
 supersingular elliptic curve A, the map v(2)A : (φ2)∗A→ A is an isomorphism.
 8.6. A quasi-etale cover. The point of this section is to exhibit a quasi-etalecover of MEll. This is needed in order to know that the cohomology of the Cechcomplexes we are computing actually give the cohomology of the whole stack. It isalso useful in identifying the cotangent complex of ` with ω10, since, among otherthings, it shows that the cotangent complex has all of its homology in dimension 0.The cover will be exhibited in pieces. We will consider separately the cases when2 is inverted, and when 3 is inverted. Over each of these opens we will considerseparately the case when ∆ is inverted, and when c4 is inverted.
 We will need a couple of algebraic lemmas.Let R be a ring. For an R-module M , let M [x] denote the R-module M⊗RR[x],
 and write elements of M [x] as polynomials with coefficients in M .
 Lemma 8.15. Let f(x) = anxn + . . . a0 be an element of R[x]. If the ideal
 generated by the ai is the unit ideal, then f does not annihilate any non-zero elementof M [x].
 Proof: Suppose that the ideal (a0, . . . , an) is the unit ideal and let
 g(x) = mkxk + · · ·+m0 ∈M [x]
 be an element of minimal degree which is annihilated by f . Let j ≥ 0 be thesmallest number with the property that the elements an, . . . , aj annihilate g. Ifj > 0 then
 f(x)g(x) = aj−1mkxk+j−1 + lower terms.
 It follows that aj−1mk = 0, and so aj−1g(x) has lower degree than g and is annihi-lated by f , and so must be zero. It follows that j = 0 and that g is annihilated byall of the ai. But this implies that g = 0 since the ai generate the unit ideal.
 Lemma 8.16. Suppose that R is a ring, and that
 f(x) = anxn + · · ·+ a0 ∈ R[x]
 is a polynomial. The module R[x]/(f(x)) is flat if and only if the ideal (a0, . . . , an)is the unit ideal.
 Proof: We just do the “if” part, so suppose that the ai generate the unit ideal.Then Lemma 8.15 with M = R shows that the sequence
 R[x]·f−→ R[x]→ R[x]/(f)
 is short exact, and hence a free resolution. Tensoring with an arbitrary R-moduleM and once again using Lemma 8.15 gives the result.
 Corollary 8.17. Suppose that R is a ring and that f ∈ R[x] is not a divisorof zero. If the ideal (f, f ′) is the unit ideal then B = R[x]/(f) is quasi-etale overR.
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 Proof: The fact that (f, f ′) is the unit ideal implies that the coefficients of fgenerate the unit ideal. It follows from Lemma 8.16 that R[x]/(f) is flat over Rand from Lemma 8.15 that f is not a divisor of zero. The Meyer-Vietoris sequence(Corollary 4.2) then shows that the complex LB/R is quasi-isomorphic to
 B·f ′−−→ B
 which is acyclic, since f ′ is a unit in B.
 The following is a useful special case.
 Corollary 8.18. Suppose R is a ring, n is an integer, and that a and n · 1are units in R. Then the map R→ R[x]/(xn − a) is quasi-etale.
 8.6.1. When 2 and ∆ are units. Consider the elliptic curve
 y2 = x3 + τx2 + x.
 over the ring R = Z[ 12 ][τ, (τ2 − 4)−1]. With 2 inverted, the stackMEll is presented
 by the Hopf algebroid (B,ΓB), with B = Z[ 12 ][b2, b4, b6], Γ = B[r, λ±1]. The map
 specB →MEll is the one classifying the elliptic curve
 y2 = x3 + b2x2 + b4x+ b6 = f(x),
 and the universal isomorphism is given by the transformation
 x 7→ λ−2x+ r.
 Replacing x with x+ r changes b6 to f(r), and b4 to f ′(r). Replacing x with λ−2xsends b4 to λ4b4. The 2-category fiber product of specR and specB over MEll istherefore represented by B[t, α]/(f(t), α4 − f ′(t)). The ring B[t]/f(t) is etale overB because the discriminant of f is a unit. Over B[t]/f(t), the element f ′(t) is aunit, and so the addition of α defines a further quasi-etale extension.
 8.6.2. When 2 and c4 are units. Consider the elliptic curve
 y2 = x3 + x2 + τ.
 over the ring R = Z[ 12 ][τ, (τ2 − 4)−1]. The value of c4 is 16 for this curve, and
 so is a unit since 2 has been inverted. The value of c4 for the universal curve is16(b22 − 3b4). Making the change of variables x 7→ x + r changes b4 to f ′(r), andsends b2 to b2 + 3r. The 2-category fiber product is therefore represented by
 B[t, α]/(f ′(t), α2 − (b2 + 3t)).
 Adjoining t is flat, since the coefficients of f ′ generate the unit ideal in R. It isunramified, since the discriminant of f ′ is 4(b22 − 3b4) = c4
 4 , which is a unit. The
 element b2 + 3t is a unit since it is 12f′′(t), so adjoining α is etale.
 8.6.3. When 3 and ∆ are units. Now consider the curve
 y2 + τxy + y = x3.
 The discriminant is τ3 − 27, so it is non-singular over the ring
 R = Z[ 13 ][τ, (τ3 − 27)−1].
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 8.6.4. When 3 and c4 are units. Now consider the curve
 (8.19) y2 + xy = x3 + τ.
 The value of c4 is 1 and the value of c6 is 1 + 864τ . It follows that the value of ∆is −τ(1 + 432τ). We will consider this curve over the ring
 R = Z[ 13 ][τ ].
 To verify that it is quasi-etale over MEll it suffices, since MEll is flat over Z,to verify that it is quasi-etale after reducing mod 2, and after inverting 2.
 Modulo 2, the value of c4 = a41 is a unit. There is a unique transformation
 x 7→ x+ r (namely r = −a3/a1) which gets rid of the term a3y. There is a uniquetransformation y 7→ y + t (namely t = a4/a1) which gets rid of the term a4x
 2.Finally, there is a unique value of λ which brings a1 to 1. This shows that, modulo2 and with c4 inverted, the stack we are interested is associated to the curve
 y2 + xy = x3 + α2x2 + α6,
 and the transformation y 7→ y + sx. Making the substitution y 7→ y + sx leaves α6
 unchanged, and sends α2 to s2 + s+ α2. It follows that the 2-category pullback
 specZ/2[α2, α6]yspecZ/2[d] −−−−→ MEll
 is specZ/2[α2, α6][s]/(f(s)), where f(s) = s2 + s+ α2. Since f ′(s) = 1 the map isquasi-etale by Corollary 8.17.
 Now suppose that 2 has been inverted, so that, in fact, 6 is a unit. The map
 specZ[ 16 ][a6]→MEll[
 16 ]
 classifying the curve
 (8.20) y2 = x3 + x+ a6
 is a faithfully flat cover of the locus where c4 is a unit. To compute the 2-categorypullback of
 specZ[ 16 ][a6]y
 specZ[ 16 ][τ ] −−−−→ c−1
 4 MEll[16 ]
 first note that in order that a transformation
 x 7→ l−2(x+ r)
 y 7→ l−3(y + sx+ t)
 send an equation of the form (8.20) into one of the form (8.19) one must have
 t = 0
 3r = s3
 s4 = −3
 l = 1/2s.
 For the record, the value of τ is then (3s2a6 − 2)/1728. This means that the2-category pullback is given by specZ[ 1
 6 ][a6][s]/(s4 + 3). This is quasi-etale over
 Z[ 16 ][a6] by 8.18.
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 9. Determination of certain cotangent complexes
 9.1. The elliptic moduli stack. In this section let M be the stack MEll.
 Proposition 9.1. The natural map LMEll→ Ω1
 MEllis a quasi-isomorphism.
 Proof: This is immediate from the fact that the stackMEll admits a quasi-etalecover by smooth algebras.
 Proposition 9.2. There is a unique 1-form ν on MEll with
 1728 · ν = 2c4 dc6 − 3c6 dc4.
 The form ν gives an isomorphism
 ω±10 ≈ Ω1MEll
 .
 Proof: It suffices to check this locally on the cover given in section 8.6. For thecurve
 y2 = x3 + τx2 + x
 over Z[ 12 ][τ, (τ2 − 4)−1], the values of c4 and c6 are given by
 c4 = 16τ2 − 48
 c6 = 64τ3 − 288τ
 and so ν = 16 dτ exists, is unique, and is a nowhere vanishing section of thecotangent bundle.
 For the curvey2 = x3 + x2 + τ,
 over Z[ 12 ][τ ], the values of c4 and c6 are given by
 c4 = 16
 c6 = 32(27τ + 2),
 and so ν = 16 dτ exists, is unique, and is a nowhere vanishing section of thecotangent bundle.
 For the curvey2 + τxy + y = x3
 over Z[ 13 ][τ, (τ3 − 27)−1], the values of c4 and c6 are given by
 c4 = τ4 − 24τ
 c6 = τ6 − 36τ3 + 216
 and so ν = 9 dτ exists, is unique, and is a nowhere vanishing section of the cotangentbundle.
 Finally, for the curvey2 + xy = x3 + τ
 over Z[ 13 ][τ ], the values of c4 and c6 are given by
 c4 = 1
 c6 = 864τ + 1
 and so ν = dτ exists, is unique, and is a nowhere vanishing section of the cotangentbundle.
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 Corollary 9.3. The complex LMordEll,p
 is quasi-isomorphic to ω±10.
 Proof: We know that the assertion is true of MEll,p, by flat base change. Itthen follows for Mord
 Ell,p since the inclusion MordEll,p →MEll,p is quasi-etale.
 9.2. The cotangent complex of MEll over MFG. To make the notationless cluttered, for this section write M =MEll and N =MFG. The point of thissection is to identify LM/N ⊗ Z/p and LM/N ⊗Q.
 Proposition 9.4. For each prime p, the complex LM/N⊗Z/p is quasi-isomorphic
 to i∗ω±10, where i :Mord
 Ell,p →M is the inclusion.
 Proof: It is useful to write Mp = M⊗ Z/p, Np = N ⊗ Z/p and look at thediagrams
 MssEll,p
 k−−−−→ Mpl←−−−− Mord
 Ell,py y yM(2)
 FG −−−−→ Np ←−−−− M(1)FG,
 and
 Mpj−−−−→ My y
 Np −−−−→ N .in which the squares are 2-cartesian, and all of the vertical maps are flat. Inthis notation, the map i is the composite jl. Now, by definition, LM/N ⊗ Z/p ∼j∗j∗LM/N . By flat base change, j∗LM/N ∼ LMp/Np
 . Again, by flat base change,we have a weak equivalence
 k∗LMp/Np→ LMss
 Ell,p/M(2)FG
 .
 But this latter complex is acyclic, by Proposition 7.3. Since k is locally defined bythe vanishing of a single function which is not a divisor of zero, the means that themap
 LMp/Np→ l∗l
 ∗LMp/Np
 is a weak equivalence. By flat base change, the map
 l∗LMp/Np→ LMord
 Ell,p/M(1)FG
 is a weak eqivalence. By Proposition 7.3 the map M(1)FG → specZ/p is quasi-etale.
 It follows from the transitivity sequence that
 LMordEll,p→ LMord
 Ell,p/M(1)FG
 is an equivalence. But LMordEll,p
 is quasi-isomorphic to ω10 by Corollary 9.3. Collect-
 ing these isomorphisms completes the proof.
 Proposition 9.5. There is a natural quasi-isomorphism
 LM/N ⊗Q ∼ (ω4 ⊕ ω6)⊗Q.
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 10. Elliptic spectra
 Definition 10.1. An elliptic spectrum E is etale if the map
 specπ0E →MEll
 classifying the elliptic curve associated to E is etale open of finite type.
 For a map U →MEll, define a graded ring EU ∗ by
 EU 2k = ΓU (ωk)
 EU 2k+1 = 0
 Lemma 10.2. If U is affine, U → M is an etale open, and ωU admits anowhere vanishing global section, then the pair (EU ∗, AU ) satisfies the conditionsof the Landweber exact functor theorem. It has a unique homotopy associativemultiplication.
 Proof: It suffices to check these after fppf base change. Do it on the standardcover.
 Thus the etale elliptic spectra are those of the form EU .
 11. Factoring and lifting
 11.1. The section (MEll)′et → hoAEll
 ∞ .
 Proposition 11.1. The functor specπ0 : hoA∞ → (MEll)′et has a unique
 section up to vertical natural equivalence.
 Lemma 11.2. For an object U →MEll of (MEll)′et, the space
 A∞ EU
 is non-empty and connected.
 Proof: The group
 Der2π0EU
 (π0(EU ∧ EU ), E0
 US1)
 is zero because E0US
 1 = 0. According to Theorem 12.12 the groups
 Ders+1π0EU
 (π0(EU ∧ EU ), E0
 USt)
 are zero for s > 1. The result therefore follows from the spectral sequence ofProposition 2.5.
 Lemma 11.3. Suppose that E and F are cofibrant-fibrant objects of AEll∞ with
 specπ0E and specπ0F corresponding to U → MEll and V → MEll respectively.Then
 i) The map AEll∞ (E,F )→MEll(V,U) is surjective.
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 ii) Given f ∈MEll(U, V ) let
 AEll∞ (E,F )f = (specπ0)−1f.
 Then the set of components of AEll∞ (E,F )f is a principal homogeneous space for
 π0AEll∞ (F, F )1 ≈ Der2
 π0F (π0F ∧ E,F 0S2)
 ≈(Ω1V
 )−1 ⊗∏p
 (OV )p/OV .
 Proof: This all follows from the spectral sequence of Proposition 2.6 and thecomputation of Theorem 12.12. Indeed for any choice of basepoint the spectralsequence collapses at E2 and π0 is given by the principal homogeneous space above.
 Proof of Proposition 11.1: By Proposition A.6 the obstruction to the existenceof a section lies in
 H2
 (MEll;
 (Ω1V
 )−1 ⊗∏p
 (OV )p/OV
 )= 0.
 This proves the existence of a section. Given that there is a section, Proposition A.6then asserts that the set of vertical natural equivalence classes of sections is aprincipal homogeneous space for
 H1
 (MEll;
 (Ω1V
 )−1 ⊗∏p
 (OV )p/OV
 )= 0.
 This completes the proof.
 Remark 11.4. Two objects of AEll∞ are isomorphic in hoA∞ if and only if their
 images in (MEll)′et are isomorphic.
 Remark 11.5. An object or map of AEll∞ is of type “P,” if its image in A∞ has
 P, where P is one of cofibrant, cofibration, fibrant, fibration, weak equivalence, etc,and hoA∞ to be the category with objects the cofibrant-fibrant objects of A∞ andwith hoAEll
 ∞ (E,F ) = π0AEll∞ (E,F ).
 11.2. The lift to A∞. Proposition 11.1 gives a unique (up to isomorphism)functor
 D : (MEll)′et → hoA∞.
 We now turn to the problem of lifting it to a functor
 D : (MEll)′et → A∞.
 The functor D will automatically factor through AEll∞ since the diagram
 AEll∞
 //
 A∞
 hoAEll
 ∞// hoA∞
 is a pullback.
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 Proposition 11.6. The diagram D is a centric diagram: for each map f :V → U in (MEll)
 ′et, the map
 A∞(DV,DV )1 → A∞(DU,DV )f
 is a weak equivalence.
 Proof: We may (and must) suppose that DU and DV are cofibrant-fibrantobects of A∞. The homotopy groups of the two spaces in question can be calculatedwith the spectral sequence of Proposition 2.6. By Corollary 12.14, the map of E2-terms is an isomorphism. The result follows.
 The homotopy groups of the realization space r(D) can now be computed usingthe spectral sequence of Proposition 3.2.
 Proposition 11.7. For each t, the functor
 U 7→ πt Bhaut1DU
 is a sheaf (of abelian groups) on (MEll)′et. There is, for n > 1, an isomorphism
 π2n−1
 (Bhaut1D(− )
 )≈ ωn ⊗ (Ω1)−1 ⊗
 ∏p
 (OMEll)p /OMEll
 ,
 and an exact sequence
 0→ ωn ⊗M → π2n
 (Bhaut1D(− )
 )→ ωn ⊗
 ∏p
 (v−1OV /OV
 )p→ 0,
 where M lies in the (splittable) exact sequence
 0→(Ω1V
 )−1 ⊗∏p
 (OV )p/OV →M →∏p
 (OV )p/OV → 0.
 Proposition 11.8. For s > 0, the groups
 Hs(MEll;π2n−1 Bhaut1D(− )
 )are 0, and the map
 Hs(MEll;π2n Bhaut1D(− )
 )→ Hs
 (MEll;ω
 n ⊗ (Ω1)−1 ⊗(v−1OV /OV
 )p
 ).
 is an isomorphism. The bigraded group Hs(MEll;πt Bhaut1D(− )
 )is therefore
 isomorphic to the bigraded abelian group
 a6 ·(a−2
 1 Z2[[a21]][a6, η, a1η]/a6Z2[a±1
 2 , a6, η])
 in which
 |ai| = (0, 2i) |η| = (1, 2).
 and in which, to simplify notation, the relation 2η = 0 is implied, but not mentioned.
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 12. Computations of Quillen cohomology
 The main purpose of this section is to calculate
 Derπ0F (π0F ∧ E,F 0St) = Rhomi(Λ(V ×MFGL
 U)/V , s∗OV ),
 with respect to a map f : E → F of elliptic spectra, with
 (specπ0E,AE) ↔ U →MEll
 (specπ0F,AF ) ↔ V →MEll
 f ↔ s : V → V ×MFGL
 U ≈ Isom(π∗1AfV , π
 ∗2A
 fU ).
 The main results are Corollaries 12.7, 12.10, and Theorem 12.12 below.
 12.1. Computations modulo a prime power. Fix a prime p, and letMEll,m and MFGL,m be the moduli stacks obtained from MEll and MFGL bychange of base to Z/(pm).
 Suppose given objects
 U →MEll,m, V →MEll,m ∈ ob (MEll,m)′et ,
 and a section s : V → V ×MEll,m
 U . Let V ord ⊆ V be the subscheme of V defined
 by the condition that all of the geometric fibers of AV are ordinary elliptic curves.Thus
 V ord = V ×MEll,m
 MordEll,m
 The complement of V ord is V ss. The closed subscheme V ss is defined by the van-
 ishing of a single function v ∈ OV . In fact we can take v = u−pm−1(p−1)Ep
 m−1
 p−1 (or
 even v = u1−pEp−1), where u is a nowhere vanishing section of ω, and Ep−1 = v1
 is the Eisenstein series. The function v is not a divisor of zero, by the assumptionswe have made.
 Proposition 12.1. The complex of sheaves Λ(V ×MFGL,m
 U)/V is quasi-isomorphic
 to the sheafi∗π∗2Ω1
 U = (v × 1)−1π∗2Ω1U ,
 where
 i : V ord ×MFGL,m
 U → V ×MFGL,m
 U and
 π2 : V ord ×MFGL,m
 U → U
 are the inclusion and projection respectively.
 The proof depends on a couple of other results.
 Lemma 12.2. i) The map
 V ord ×MFGL,m
 U → V ord × U
 is formally etale. It factors as a formally etale surjective map
 π : V ord ×MFGL,m
 U = V ord ×MFGL,m
 Uord → V ord × Uord
 followed by a closed immersion.
 Author's final version made available with permission of the publisher, American Mathematical Society. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms

Page 258
                        
                        

ELLIPTIC COHOMOLOGY 31
 ii) The map
 V ss ×MFGL,m
 U → V ss
 is formally etale.
 proof of Proposition 12.1, given Lemma 12.2: Let
 j : V ss ×MFGL,m
 U → V ×MFGL,m
 U
 be the inclusion. Since V ×MFGL,m
 U → V is flat, the map
 j∗Λ(V ×MFGL,m
 U)/V → Λ(V ss ×MFGL,m
 U)/V
 is a quasi-isomorphism (Lemma 5.2). By part ii) and an algebraic lemma, thecomplex Λ(V ss ×
 MFGL,m
 U)/V is acyclic, so by Lemma 5.6 the map
 Λ(V ×MFGL,m
 U)/V → i∗Λ(V ord ×MFGL,m
 U)/V = i∗Λ(V ord ×MFGL,m
 U)/V ord
 is an equivalence. By the transitivity sequence, and part i) of Lemma 12.2, the map
 π∗Λ(V ord×U)/V ord → Λ(V ord ×MFGL,m
 U)/V ord
 is an equivalence. Finally, since U is smooth of dimension 1, the computation ofLemma 5.9 gives a weak equivalence
 Λ(V ord×U)/V ord ≈ OV ord ⊗ Ω1U .
 The result now follows by assembling this chain of isomorphisms.
 Lemma 12.3. Suppose that R is a ring, and v ∈ R an element which is not adivisor of zero. If P is a projective module and M is a module for which v : M →Mis a monomorphism, then
 ExtiR(v−1P,M) =
 homR(P, v−1M/v−1M) i = 1
 0 i > 1,
 where
 M = lim←−k
 M/vkM.
 Proof: The long exact sequence in ExtR coming from
 M v−1M v−1M/M
 gives (with hom being hom of R-modules)
 homR(v−1P,M)→ homR(v−1P, v−1M)→homR(v−1P, v−1M/M)→ ExtR(v−1P,M)→ 0.
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 Now there are isomorphisms
 homR[v−1](v−1P, v−1M) ≈ homR(P, v−1M)(12.4)
 v−1M≈−→ lim←−
 n
 v−1M/vnM(12.5)
 hom(P, lim←−n
 v−1M/vnM)≈−→ hom(v−1P, v−1M/M),(12.6)
 and with respect to these the map
 v−1M → hom(v−1R, v−1M/M)
 m 7→ fm fm(r) = rm
 corresponds to the natural map v−1M → v−1M.This completes the proof, save verifying the above isomorphisms. The first
 and third are clear. To see that (12.5) is surjective, suppose that a = (an) ∈lim←−n v
 −1M/vnM is a sequence of elements of v−1M with
 an+1 ≡ an mod vnM.
 Then for some N , vNa0 ∈M , so for all n ≥ 0, vNan ∈M . It follows that vNa ∈ M ,and so a is in the image of v−1M . To see that (12.5) is injective, note that thekernel of
 v−1M → v−1M/vnM
 is vnM . It follows that the kernel of (12.6) is ∩vnM = 0.Finally, the Milnor sequence for the colimit describing v−1P shows that the
 higher Ext groups vanish.
 Corollary 12.7. There is an isomorphism of quasi coherent sheaves
 Rhomi(Λ(V ×MFGL,m
 U)/V , s∗OV ) ≈
 v−1OV /v−1OV ⊗ (Ω1
 V )−1 i = 1
 0 otherwise,
 where OV = lim←−OV /vnOV .
 Proof: Write
 Λ = Λ(V ×MFGL,m
 U)/V .
 Then
 Rhomi(Λ, s∗OV ) ≈ Exti((v × 1)−1π∗2Ω1U , s∗OV )
 ≈ ExtiV ((v)−1s∗π∗2Ω1U ,OV ).
 Since π2 s is etale, the natural map s∗π∗2Ω1U → Ω1
 V is an isomorphism. Since Vis smooth of dimension 1, this latter sheaf is locally free of rank one, and so itsmodule of global sections is projective. The result now follows from Lemma 12.3,with R = OV , v = v, P the module of global sections of Ω1
 V , and M = OV .
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 12.2. Computations over a Q-algebra. Now letMEll,0 andMFGL,0 be themoduli stacks obtained from MEll and MFGL by change of base to Q. Fix
 U →MEll and V →MEll ∈ ob (MEll)′et ,
 and a section s : V → V ×MEll,0
 U as before. For ease of notation, set
 Λ = ΛV ×MEll,0
 U/V
 Lemma 12.8. The scheme V ×MEll,0
 U is a trivial Gm-torsor over V × U . It is
 therefore non-canonically isomorphic to
 V × U ×Gmand in particular is smooth over V of dimension 2.
 Proof: Since we are over a Q-algebra, the formal groups AU and AV are iso-morphic to the formal completions of the additive groups ωU and ωV respectively.It follows that
 V ×MEll,0
 U ≈ Isom(π∗1ωV , π∗2ωU )
 ≈ Isom(π∗1 ωV , π∗2 ωU ),
 and so it is a Gm-torsor over V ×U . Since we have assumed that the bundles ω aretrivializable, the bundles π∗1ωV and π∗2ωU are isomorphic, and so this torsor doesadmit a section.
 Corollary 12.9. The transitivity sequence
 π∗Ω1(V×U)/U → H0Λ→ Ω1
 (V ×MFGL
 U)/(V×U)
 is short exact and splittable. It can be identified with
 0→ π∗2Ω1U → H0Λ→ hom(π∗1ωV , π
 ∗2ωU )→ 0.
 There is an isomorphism
 H1Λ = π∗2Ω1U ⊗ hom(π∗1ωV , π
 ∗2ωU ).
 The sheaves HiΛ are 0 for i > 1.
 Proof: This is immediate from Lemmas 12.8 and 5.9.
 Corollary 12.10. The groups
 Deri = DeriV (O(V ×MFGL,0
 U), s∗OV ) = Exti(Λ, s∗OV )
 vanish for i > 1. There is an exact sequence
 0→ OV → Der0 → (Ω1V )−1 → 0
 and an isomorphism
 Der1 ≈ (Ω1V )−1.
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 Proof: Since the homology groups of Λ are locally free sheaves, there are iso-morphism
 Deri ≈ hom(V ×MFGL,0
 U)(HiΛ, s∗OV )
 ≈ homV (s∗HiΛ,OV ).
 Now there are canonical isomorphism
 s∗π∗2ωU ≈ ωVs∗π∗2Ω1
 U ≈ Ω1V .
 The result then follows from Corollary 12.9.
 12.3. Computations over Z. Now return to the situation of maps
 U →MEll and V →MEll ∈ ob (MEll)′et ,
 and a section s : V → V ×MEll
 U . The results of the previous two sections will now
 be assembled to give calculations of
 HiΛ = HiΛ(V ×MFGL
 U)/V
 and
 Deri = DeriV (O(V ×MFGL
 U), s∗OV )
 = Exti(Λ, s∗OV ).
 Theorem 12.11. The sheaves HiΛ are zero for i ≥ 2. There are exact se-quences
 0→ Q⊗ hom(π∗1ωV , π∗2ωU )→ H0Λ→ Q⊗ π∗2Ω1
 U → 0
 and
 0→⊕p
 Q/Z(p) ⊗ Ω1V ⊗ v−1OV /v−1OV
 → H1Λ→ Q⊗ π∗2Ω1V ⊗ hom(π∗1ωV , π
 ∗2ωU )→ 0.
 Proof: Consider the long exact sequence coming from the cofibration
 Λ→ Λ⊗Q→ Λ⊗Q/Z.
 Theorem 12.12. The groups Deri are zero for i = 0 and i > 2. There is anexact sequence
 0→M → Der1 →∏p
 (v−1OV /OV
 )p→ 0
 where M lies in the (splittable) exact sequence
 0→(Ω1V
 )−1 ⊗∏p
 (OV )p/OV →M →∏p
 (OV )p/OV → 0.
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 There is also an isomorphism
 Der2 ≈(Ω1V
 )−1 ⊗∏p
 (OV )p/OV .
 Remark 12.13. Note that Der2 is a vector space over Q.
 Corollary 12.14. For each morphism
 s : V → V ×MEll
 U
 of (MEll)′et, and each i ≥ 0, the map
 DeriV (OV ×MFGL
 U , s∗OV )→ DeriV
 ((1× π2)∗OV ×
 MFGL
 U , s∗OV)
 ≈ DeriV (OV ×MFGL
 V ,∆∗OV )
 derived from
 V ×MFGL
 U1×π2s−−−−→ V ×
 MFGL
 V
 s
 x x∆
 V V
 is an isomorphism.
 13. Coherent cohomology of the stack MEll
 For the moment we consider the stack which is covered by the union of theHopf-algebroids
 Z[a1, . . . , a6][c−14 ]→ Z[a1, . . . , a6][c−1
 4 ][r, s, t, λ±1]
 Z[a1, . . . , a6][∆−1]→ Z[a1, . . . , a6][∆−1][r, s, t, λ±1].
 We take this to be the definition of the stack MEll. This is the part of the modulistack on which the function j is defined. It is also the part over which an affine etaleopen U over which ω is trivializable gives rise to a Landweber exact cohomology.These covers allow us to compute the coherent cohomology.
 13.1. When 6 is invertible. Let M be a coherent sheaf onMEll and supposethat 6 · 1M is an isomorphism. Let
 A = Z[1
 6][γ4, γ6]
 δ =1
 1728(γ3
 4 − γ26) ∈ A
 and write U0 = specA[γ−14 ], U∞ = specA[δ−1], and U0,∞ = U0∩U∞ = specA[(γ4δ)
 −1].The curve
 y2 = x3 + γ4x+ γ6
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 becomes an elliptic curve when restricted to U0 and U∞, and U0,∞ and so definesmaps
 U0f0−→MEll
 U∞f∞−−→MEll
 U0,∞f0,∞−−−→MEll.
 It is not hard to check (details later) that
 U0 ×MEll
 U0 = specOU0 [λ±1]
 U∞ ×MEll
 U∞ = specOU∞ [λ±1]
 U0 ×MEll
 U∞ = specA[(γ4δ)−1][λ±1],
 and that in each case, the isomorphism π∗1A(− ) → π∗2A(− ) is given by
 (13.1)x 7→ λ2x
 y 7→ λ3y
 γ4 7→ ηR(γ4) = λ4γ4
 γ6 7→ ηRγ6 = λ6γ6.
 For i = 0, i =∞ or i = 0,∞, let Mi be the module of global sections of f∗iM .Then each Mi comes equipped with an ηR-linear map
 ψ : Mi →Mi[λ±1].
 Let Ni ⊂Mi be the subset of elements m for which ψ(m) = m.
 Proposition 13.2. If “multiplication by 6”: M →M is an isomorphism, then
 Hs(MEll;M∗) = 0 if s > 1.
 There is an exact sequence
 0→ H0(M)→ N0 ⊕N∞ → N0,∞ → H1(M)→ 0.
 For example, take M∗ to be the sheaf of graded rings
 M∗ =⊕n∈Z
 ωn,
 graded so that ωn has degree 2n. The form dx/y defines over each Ui a nowherevanishing section u of ω. It follows from (13.1) that ηR(u) = λ−1u. Let O∗ be thegraded ring
 O∗ = Z[ 16 ][c4, c6]
 c4 = u4γ4
 c6 = u6γ6
 |c4| = 8
 |c6| = 12.
 Then one easily calculates
 N0 = O∗[c−14 ]
 N∞ = O∗[∆−1]
 N0,∞ = O∗[(c4∆)−1].
 It follows that H0(M) = O∗, and that H1 is concentrated in degrees ≤ 14.
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 Remark 13.3. It seems that the target of
 H0(ωn)⊗H1(ω−7−n)→ H1(ω−7)
 is isomorphic to Z[ 16 ] and generated by c6/(c4∆).
 13.2. When 3 is nilpotent, and all geometric fibers are ordinary. Nowsuppose that 3 · 1M = 0, and consider the elliptic curve
 y2 = x3 + b′2x2 + b′6
 over the ring
 A = F3[b′2±1, b′6].
 Set U = specA. Then the curve above defines a map
 f : U →MEll.
 It is not hard to check that
 U ×MEll
 U = specA[λ±1].
 As before, if we let M0 be the module of global sections of f∗M , then M0 comesequipped with an ηR-linear map
 ψ : M0 →M0[λ±1].
 Let N ⊂M0 be the subset of elements for which ψ(n) = n.
 Proposition 13.4. With the above notation, if 3 · 1M = 0, and v1 : ωp−1 ⊗M∗ →M∗ is an isomorphism, then
 Hs(MEll;M∗) =
 N s = 0
 0 s > 0.
 Again consider the example of the sheaf of graded rings M =⊕ωn. One easily
 calculates that H0M is the ring
 F3[b±12 , b6]
 whereb2 = u2b′2 b6 = u6b′6.
 13.3. When 2 is nilpotent and all geometric fibers are ordinary. Sup-pose now that 2 · 1M∗ is nilpotent, and that c4 : ω4⊗M∗ →M∗ is an isomorphism.Let V = specZ2[α±1
 1 , α6] = specA and let f : V → MEll be the map classifyingthe elliptic curve A with equation
 y2 + α1xy = x3 + α6.
 Define a Gm-action µ : Gm × V → V by
 α1 7→ λα1
 α6 7→ λ6α6
 Over the Gm × V , the map ε
 (13.5)ε(x) = λ2x
 ε(y) = λ3y
 sends a point on the elliptic curve π∗2A defined by the equation y2+α1xy = x3+α6 toa point on the elliptic curve µ∗A defined by the equation y2+(λα1)xy = x3+(λ6α6).
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 This gives a 2-morphism (also denoted ε) from f π2 to f µ, and therefore anisomorphism ε∗ : π∗2f
 ∗M → µ∗f∗M . The abelian group H0f∗M therefore becomesa co-module over Z[λ±1], and hence acquires a grading. The homogeneous partH0f∗M [n] of degree n is the set of sections a of f∗M satisfying µ∗s = λnπ∗2s. Theimage of H0(MEll;M) in H0(V ; f∗M) is contained in H0f∗M [0].
 The line bundle f∗ω has the nowhere vanishing section
 u =dx
 2y + α1x=
 dy
 3x2 − α1y.
 Under the map (13.5) it is sent to λ−1u. It follows that “multiplication by u” givesan isomorphism (
 H0f∗M)
 [n] ≈(H0f∗ω ⊗M
 )[n− 1].
 The entire graded module H0f∗M can therefore be identified with the λ = 1eigenspace in
 ⊕H0f∗ωk ⊗M .
 Next consider the scheme Z = specA[s]/(s2 + α1s), and define maps ηR, ηL :Z → V by
 spec ηL(α1) = α1
 spec ηL(α6) = α6and
 spec ηR(α1) = α1 + 2s
 spec ηR(α6) = α6.
 Define a map ε : η∗LA→ η∗RA by
 x 7→ x
 y 7→ y + sx
 This gives a 2-morphism (also denoted ε) from f ηL → f ηR, and equips thesheaf f∗M with a map ε∗ : η∗Lf
 ∗M → η∗Rf∗M .
 The ring OZ is free of rank 2 as a module over OV , with basis 1, s. Let’s usethe map “multiplication by s” to identify the cokernel of
 η∗L : H0(f∗M)→ H0(η∗Lf∗M) = OZ ⊗
 OV ,ηLH0(f∗M)
 with H0(f∗M). Let d : H0(f∗M)→ H0(f∗M) be the composite
 H0(f∗M)η∗R−−→ H0(η∗Rf
 ∗M)ε−→ H0(η∗Lf
 ∗M)
 → H0(η∗Lf∗M)/H0(f∗M) ≈ H0(f∗M).
 Lemma 13.6. The map d2 is 0.
 Next we need to investigate the effect of the map d on the grading. Define anaction of Gm on Z by
 αi 7→ λiαi
 s 7→ λs.
 With respect to this action, both maps ηL and ηR are equivariant.
 Lemma 13.7. The map d sends an element of H0(f∗M)[n] to an element ofH0(f∗M)[n+ 1].
 Proof: The map d is essentially “multiplication by s”. The result follows easily.
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 Proposition 13.8. Suppose that M is a quasi-coherent sheaf over MEll with2k1M = 0 for some k, and with the property that c4 : ω4 ⊗M → M is an isomor-phism. Write
 Nk = H0(f∗M)[k] ≈ H0(f∗ωk ⊗M)[0].
 The cohomology group Ht(M) is naturally isomorphic to the tth cohomology groupof the complex
 N0d−→ N1 → · · · → Nk−1
 d−→ Nk → . . . .
 Example 13.9. Consider the example of
 Mk = c−14
 ⊕n∈Z
 ωnOMEll/2k
 In case k = 1 the differential d is zero since ηL = ηR mod 2. The ring H∗M can beidentified as the graded ring Z/2[a±1
 1 , a6][η], with ai = uiαi, and η ∈ H1(f∗ω⊗M).The Bockstein operator is given by β(a1) = η, and one can identify
 H∗(lim←−Mk)
 with the subring of Z2[a±11 , a6, η]/(2η) generated by a2
 1, a6, η, a1η. As an abstractring it is isomorphic to
 Z2[a±21 , a6, η, β]/(2η, β2 − a2
 1η2).
 Example 13.10. Another important example is the case in which
 Mk = c−14
 ⊕n∈Z
 ωn (OMEll/2k)
 where the “hat” indicates completion along the supersingular locus. The ring ofglobal sections of f∗M is
 a−11 Z/2k[[a1]][a6, u
 ±1],
 where u ∈ H0(f∗ω) is the invariant section mentioned above. It is not difficult tocalculate that
 H∗(f∗ lim←−k
 Mk)
 is isomorphic to the subring of a−11 Z2[[a1]][a6, η]/(2η) which is topologically gener-
 ated by a21, a6, η, a1η. As an abstract ring it is
 a−21 Z2[[a2
 1]][a6, η, β]/(2η, β2 − a21η
 2).
 Appendix A. Low dimensional cohomology of categories
 Consider the following situation. Suppose that C and D are categories withthe same object set, and that F : C → D is a functor. Given a morphism f ∈D(Fd1, Fd0) let
 C(d1, d0)f
 be the subset of g ∈ C(d1, d0) with Fg = f . In addition assume that the functorF creates isomorphisms (ie. a map g is an isomorphism if and only if Fg is). Thenthe set C(d0, d0)1 is a group, and it acts on the left of C(d1, d0). Suppose that foreach pair of objects d0 and d1, the set C(d1, d0)f is a principal homogeneous spacefor the group C(d0, d0)1. It will also make life easier if we assume that this groupis abelian.
 We wish to investigate the obstruction to the existence of a section, the enumer-ation of sections, and the automorphism group of a section. It is useful consider
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 the case when the categories C and D have only one object, and the morphismsets form a group. In this case the situation is that of a surjective map of groupswith abelian kernel. The obstruction to the existence of a section is H2, the set ofsections up to vertical equivalence is a principal homogeneous space for H1, andthe automorphism group of any section is H0.
 We thank Charles Rezk here for his help.Let’s write A(d) for the (abelian) group C(d, d)1. The first thing to notice is
 that d 7→ A(d) is a covariant functor on D in a natural way. Indeed, suppose thatf : d1 → d0 is a map in D and pick f1 ∈ C(d1, d0)f . Then by assumption, givenα ∈ A(d1) there is a unique β ∈ A(d0) for which the following diagram commutes:
 d1f1−−−−→ d0
 α
 y yβd1 −−−−→
 f1d0.
 Define
 A(f) : A(d1)→ A(d0)
 by A(f)(α) = β.It is easily checked that A(f) is a homomorphism and it remains to verify its
 independence of the choice of f1. For this, suppose that f2 is another elementof C(d1, d0)f . Then f2 = γf1 for some γ ∈ A(d0). Let’s temporarily write Ai,i = 1, 2 for the map based on the choice fi. Then Ai(α) is the unique solution tothe equation
 Ai(α)fi = fiα.
 Now compute
 A2(α)f2 = f2α
 A2(α)γf1 = γf1α
 γ−1A2(α)γf1 = f1α
 A2(α)f1 = f1α,
 where the last step makes use of the commutativity of the A(d). It follows thatA2(α) satisfies the defining equation of A1(α) and so the two must coincide.
 Suppose instead that we are given a functor A from D to the category of abeliangroups. Form the category
 Ao D
 whose objects are the objects of D and whose morphisms from d1 to d0 are the setA(d0)×D(d1, d0). The composition law is:
 (β, g) (α, f) = (β ·A(g)(α), g f).
 The construction of this category does not make use of the fact that the groupsA(d) are commutative.
 The category A o D is an abelian group object in the category of categoriesover D with a fixed object set. The category C is a principal homogeneous spacefor A o D and so it follows that the obstruction to the existence of a section is inQuillen H1 of D with values in the abelian group object AoD. If this obstructionvanishes, then the set of sections is, by defintion, Quillen H0.
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 In this situation, there is, for i > 0, an isomorphism of QuillenHi with lim←−i+1A.
 The isomorphism is easily established by imitating the discussion of Schur in thecase of groups.
 Suppose then that we wish to write down a section of F . Choose then, for eachf ∈ D(d1, d0) a map s(f) ∈ C(d1, d0)f . Given a composable pair
 d0f0←− d1
 f1←− d2,
 let δ(f0, f1) ∈ A(d0) be the unique solution to the equation
 d2s(f1)−−−−→ d1
 s(f2f1)
 y ys(f0)
 d0δ(f0,f1)−−−−−→ d0.
 δ(f0, f1)s(f0f1) = s(f0)s(f1).
 By considering the situation
 d0f0←− d1
 f1←− d2f2←− d3
 it is easy to check that the function δ satisfies the “cocycle” condition
 (A.1) Af0(δ(f1, f2)) + δ(f0, f1f2) = δ(f0, f1) + δ(f0f1, f2),
 where the symbol “+” has been used to indicate composition, in order to emphasizethat the group A(d0) is abelian. Conversely, given a “cocycle” δ it is easy toconstruct a category C as above.
 Now let’s compare two choices s1 and s2 of s. For each f ∈ D(d1, d0) there isa unique α(f) ∈ A(d0), with s2(f) = α(f)s1(f). Let δi, i = 1, 2 be the associatedcocycles. Then
 δ2(f0, f1)s2(f0f1) = s2(f0)s2(f1)
 δ2(f0, f1)α(f0f1)s1(f0f1) = α(f0)s1(f0)α(f1)s1(f1)
 δ2(f0, f1)α(f0f1)s1(f0f1) = α(f0)Af0(α(f1)) s1(f0)s1(f1)
 and so
 δ2(f0, f1)α(f0f1) = α(f0)Af0(α(f1)) δ1(f0, f1).
 Define an equivalence relation on the set of cocycles δ by declaring δ1 to be equiv-alent to δ2 if there is a function α with
 (A.2) δ2(f0, f1) + α(f0f1) = α(f0) +Af0(α(f1)) + δ1(f0, f1).
 Then it is not hard to check that the set of equivalence classes of “extensions” of Dby A is naturally in one to one correspondence with the set of cocycles δ modulothe equivalence relation (A.2).
 Now suppose that functor C → D admits a section. Given a section s oneeasily constructs an equivalence of categories
 C→ Ao D
 by sending f ∈ C(d1, d0)f to (α, f), where α is the unique solution to the equation
 αs(f) = f .
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 Suppose now that s1 and s2 are two sections of F . Write
 s1(f) = α(f)s2(f).
 It follows from the fact that s1 and s2 preserve the composition law that α satisfiesthe “crossed homomorphism” identity
 (A.3) α(f0f1) = Af0(α(f1)) + α(f0).
 The set of sections is thus a principal homogeneous space for the abelian group offunctions α satisfying the identity (A.3).
 Next consider the situation where sections s1 and s2 are related by a verticalnatural equivalence. Then there is a function d → β(d) ∈ A(d) representing thenatural transformation.
 Given f : d1 → d0, the natural transformation property
 s1(d1)β(d1)−−−−→ s2(d1)
 s1(f)
 y ys2(f)
 s1(d0) −−−−→β(d0)
 s2(d0)
 becomes the identity
 (A.4)β(d0)s1(f) = s2(f)β(d1)
 = Af (β(d1)) s2(f).
 It follows that the function α(f) satisfies the equation
 (A.5) Af(β(d1)) + α(f) = β(d0).
 The set of sections of F up to vertical natural equivalence can therefore be identifiedwith the quotient of the abelian group of functions α satisfying (A.3), modulo thesubgroup consisting of those satisfying the identity (A.5) for some β.
 Finally, consider the above situation with s1 = s2 = s. Then α(f) = 0, andequation (A.5) becomes
 Af(β(d1)) = β(d0).
 In other words β is an element of lim←−0A. It follows that the group of “vertical”
 automorphisms of any section is naturally isomorphic to lim←−0A.
 The situation becomes much clearer when expressed in terms of the cosimplicialreplacement [BK, X1,§5] of the functor A. The cosimplicial replacement C•(D;A)is a cosimplical abelian group whose sth cohomology group (or, more precisely,cohomotopy group) is the derived functor lim←−
 sA. It is defined by
 Cn = Cn(D;A) =∏f
 A(d0) n > 0
 where
 f = d0f0←− d1
 f1←− · · · dn−1fn−1←−−− dn
 is a sequence of composable maps. It is best to think of elements of Cn as “func-tions” α on the set of composable n-tuples of maps of D (when n = 0 this is
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 interpreted as “functions” on the set of objects). The coface maps are given forα ∈ Cn with n > 0 by
 diα(f0, . . . , fn) =
 Af0 (α(f1, . . . , fn)) i = 0
 α(. . . , fi−1fi, . . . ) 0 < i ≤ nα(f0, . . . , fn−1) i = n+ 1,
 and for α ∈ C0 by
 d0α(f0) = Af0 (α(d1))
 d1α(f0) = α(d0).
 The codegeneracy maps are give on α ∈ Cn+1 by
 siα(f0, . . . , fn) = α(. . . , 1di , fi, . . . ).
 Now it is easy to check that the cocycle condition (A.1) on a function δ isprecisely the condition that δ be a 2-cocycle in NC2. The equivalence relation (A.2)is the condition that δ1 and δ2 differ by a coboundary. Thus the set of “extensions”of D by A can be identified with lim←−
 2A.Given a section s : D→ C it is not hard to check that any other section differs
 by a 1-cocycle in NC1. It follows that the set of sections is precisely the set of1-cocycles. Two sections are vertically equivalent if and only if the corresponding1-cocycles differ by a coboundary. It follows that the set of equivalence classes ofsections can be identified with lim←−
 1A.This discussion is summarized in the following proposition
 Proposition A.6. With the notation of this appendix, the functor
 F : C→ D
 is classified by an element of lim←−2A. The vanishing of this class is a necessary and
 sufficient condition for the existence of a section. The set of sections is a principalhomogeneous space for the group of 1-cocycles in the cosimplicial replacement of thefunctor A. The set of sections modulo (vertical) natural equivalence is a principalhomogeneous space for lim←−
 1A, and the group of vertical automorphisms of anysection is canonically isomorphic to lim←−A.
 Appendix B. A spectral sequence for A∞-maps
 B.1. The spectral sequence. Let’s start with a ring spectrum F satisfyingthe following condition of Adams [Ad, Condition 13.3 (page 284)]
 (1) Each map of spectraX → F
 with X finite, factors asX → V → F
 where V is finite and F∗DV ≈ F ∗V is projective over F∗.
 We are now going to describe a simplicial model category structure on the cat-egory sA∞ of simplicial A∞-rings, that will make systematic the kind of resolutionswe wish to use. This construction is somewhat ad hoc. It is chosen so that thefollowing result holds.
 Proposition B.1. The Fα model category structure on sA∞ satisfies
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 i) If X• → Y• is a weak equivalence (resp. fibration), then for each t the maps
 FtX• → FtY•
 πtX• → πtY•
 are weak equivalences (resp. fibrations) of simplicial groups;
 ii) If W• is cofibrant, then each Ws is a free A∞ ring on a spectrum Vs which hasthe property that F∗Vs is a projective F∗-module.
 Remark B.2. It follows from the second property that F∗Ws is the free asso-ciative F∗-algebra on F∗Vs and that the maps
 F ∗Ws → homF∗(F∗Ws, F∗)
 πtA∞(Ws, F )→ homF∗(F∗Vs, F0St)
 are isomorphisms.
 This result will be proved in B.4. Given this result, we are in position toinvestigate the function space A∞(E,F ) when the ring spectrum underlying Fsatisfies the condition above. To do this, regard E and S0 as constant simplicialobjects in sA∞ and factor the unit map
 S0 →W• → E
 as a cofibration followed by an acyclic fibration. By the homotopy spectral sequence(which collapses) the map
 |W•| → E
 is a weak equivalence (of cofibrant-fibrant objects), so the map A∞(E,F ) →A∞(|W•|, F ) is a weak equivalence, and we can get a spectral sequence by writingthe latter as
 Tot(A∞(W•, F )).
 For simplicity of notation, let’s write M• for the cosimplicial space A∞(W•, F ).To define the E2-term of the spectral sequence, we need to pick an element of
 π0M0 which is equalized under the maps π0d
 0 and π0d1. Now by our assumptions,
 the set π0Mk is naturally isomorphic to the set of F∗-algebra maps from F∗Wk to
 F∗. It follows that the equalizer of π0d0 and π0d
 1 is the set of F∗-algebra mapsfrom the coequalizer in F∗ algebras of
 F∗W1
 F∗d0⇒F∗d1
 F∗W2.
 Since this comes from a simplicial diagram this is a reflexive coequalizer and so theF∗-module which underlies the algebra coequalizer coincides with the coequalizer ofthe underlying diagram of F∗-modules. By part i) of Proposition B.1 this is simplyF∗E. So in order to define the E2-term of the spectral sequence, we have to pickan F∗-algebra map from F∗E to F∗.
 Having done this we now have a map of simplicial F∗-algebras from F∗W• toF∗, and we also get a “basepoint” in each Mk. With this choice of basepoint, thereis a natural identification
 πtMk ≈ DerF∗(F∗Wk, F
 0St).
 The Es,t2 -term of the spectral sequence is πsπtM•. Now, by assumption, the map
 F∗W• → F∗E
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 is a weak equivalence of F∗-algebras. Furthermore, each F∗Wk is a free associativeF∗-algebra on a projective F∗-module. It follows from the definition of Quillenderived functors, that the E2-term of the spectral sequence is
 DersF∗
 (F∗E, F
 0(St)).
 B.2. The Reedy model category structure. Let ∆ be the usual categoryof finite ordered sets, and let ∆≤n be the full subcategory with objects
 [0], [1], . . . , [n].
 If C is a category with finite limits and colimits, then the restriction functor
 resopn : C∆op
 → C∆op≤n
 has both a left and a right adjoint. Let’s denote the left adjoint lopn and write skeln
 for the composite lopn resop
 n . The functor skeln is the n-skeleton functor.Let sC be the category C∆op
 of simplicial objects in C.
 Definition B.3. Let X• be an object of sC. The nth latching object of X• isthe object (skeln−1X•)n.
 Now let cC be the category of cosimplicial objects in C. As above, the restric-tion functor
 resn : C∆ → C∆≤n
 has both a left and a right adjoint. Let’s call the right adjoint rn, and write coskeln
 for the composite rnresn. The functor coskeln is the nth coskeleton functor.
 Definition B.4. Let X• be an object of cC. The nth matching object of X•
 is the object(coskeln−1X•
 )n.
 These are used to define the Reedy model category structure.
 B.3. The P model category structure. This is the variation of the E2
 model category structure described in [DKS, §5.9]. Suppose that C is a closed(pointed) model category, with arbitrary colimits in which every object is fibrant.Suppose also that M ∈ ob C is a cofibrant co-grouplike object of C.
 Definition B.5. [DKS, 5.4–5.6] A map g• : X• → Y• of sC is a
 (1) weak M -equivalence if for each j ≥ 0 the map
 ho C(ΣjM,X•)→ ho C(ΣjM,Y•)
 is a weak equivalence of simplicial groups
 (2) M -fibration if it is a Reedy fibration and if for each j ≥ 0 the map
 ho C(ΣjM,X•)→ ho C(ΣjM,Y•)
 is a fibration of simplicial groups;
 (3) M -cofibration if it is a retract of an “M -free” map, where a map X• → Y•is M -free if for each n ≥ 0 there is a cofibrant object Zn ∈ ob C which is weaklyequivalent to a coproduct of copies of ΣjM (j ≥ 0), and a map Zn → Yn such thatthe induced map
 (Xn qLnX• LnY•)q Zn → Yn
 is a trivial cofibration.
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 Proposition B.6. [DKS, 5.3] The category sC equipped with M weak equiv-alences, M fibrations, and M cofibrations, and the natural simplicial structure, isa closed simplicial model category.
 Remark B.7. (1) It isn’t really necessary that C be pointed. The object M ,being co-goup like, comes equipped in ho C with a “co-basepoint” map to the initialobject, representing the identity element of the corresponding group of maps. Oneneeds to redefine ΣM as the pushout of CM ←M → CM , where CM is an objectobtained by factoring a representative of this “co-basepoint” into a cofibrationfollowed by an acyclic fibration.
 (2) If one has in mind a set P of cofibrant co-grouplike objects, then one candefine a P -model category structure by requiring the condition on M to hold foreach element of P . Of course this is no gain in generality, since the P -modelcategory structure coincides with the M -model category structure with M takento be the coproduct of the objects of P .
 (3) The way it will come up in the present paper, the set P will be stable underthe suspension operator. This means that the clauses “for each j ≥ 0” reduce tothe case j = 0 and needn’t be considered.
 (4) If M and M ′ are weakly equivalent then the M and M ′ model category struc-tures coincide.
 (5) It follows that the set P doesn’t quite need to be a set. It is only necessarythat the collection of weak equivalence classes of elements of P be small, since theP model category structure can be built using one cofibrant representative fromeach weak equivalence class.
 B.4. The Fα model category structure. Let T be an operad over thelinear isometries operad, and T -alg the corresponding category of algebras. Thecategory T -alg is a closed topological model category and is generated by smallobjects. It has all (small) enriched limits and colimits, and has the property thatevery object is fibrant.
 For a ring spectrum F , let Fα be the collection consisting of spectra V whichare weakly equivalent to a finite spectrum and for which F∗V is a projective moduleover F∗.
 Definition B.8. The Fα model category structure on sT -alg is the P modelcategory structure, where
 P = T (V ) | V ∈ Fα .
 The spectra of the form T (V ) are co-grouplike since
 hoT -alg(T (V ), Y ) = hoS(V, Y )
 is an abelian group.If F satisfies the condition of Adams then [Ad, Lemma 13.8 (page 287)]) shows
 that given any spectrum X and a homology class in x ∈ F∗X there is a mapf : U → X, U ∈ Fα, and an element e ∈ F∗U with the property that
 x = F∗f(e).
 More generally suppose that X : I → S is a diagram in indexed by a category Iwhich has only finitely many objects and morphisms. Define F∗X to be the diagram
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 of F∗-modules
 i 7→ F∗(Xi).
 Then given any diagram I-diagram V of finite sets, and a map x : V → F∗X thereis an element U ∈ Fα, an element e ∈ F∗U with the property that x factors throughthe resulting map
 hoS(U,X)→ F∗X
 hoS(U,X) = i 7→ hoS(U,Xi).
 The proof follows the argument of [Ad, Lemma 13.8] and makes use of the fact that,since I is finite and V takes its values in finite sets, the functor E 7→ SI(V,E∗X)commutes with directed homotopy colimits.
 In the situation that arises below, X is a simplicial spectrum and V is a sim-plicial set with only finitely many non-degenerate simplices. Though in this casethe indexing category is not finite, the fact that V has only finitely many non-degenerate simplices means that it is of the form lop
 n V′ for some n, and so the
 diagram hom set can be calculated as a hom set in S∆op≤n .
 Proof of Proposition B.1: Part ii) is easy and follows from the Kunneth spectralsequence (which collapses, since projective modules are flat)
 In part i), by factoring the map X• → Y• into an acyclic Reedy cofibrationfollowed by a Reedy fibration, we may in both cases assume that the map is an Fα
 fibration. In both cases we need to produce a lift in a diagram of the form
 V −−−−→ FtX•y yD −−−−→ FtY•.
 In the “fibration” case, the map V → D runs through the inclusions V [n, k] ⊂ ∆[n]
 while in the “weak equivalence” case it runs through the inclusions ∆[n] ⊂ ∆[n].Since V and D have only finitely many non-degenerate simplices, there is a U ∈ Fα,and an element of F∗U with the property that the diagram factors as
 V −−−−→ hoA∞(TU,X•) −−−−→ FtX•y y yD −−−−→ hoA∞(TU, Y•) −−−−→ FtY•,
 where we have made use of the isomporphism
 hoA∞(TU,E) ≈ hoS(U,E).
 By the definition of the Fα model category structure there is a lift in the left square.Composing this with the rightmost top arrow gives the desired lift.
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 Appendix C. A calculation
 Notation:
 f : E → F a map of elliptic spectra
 specπ0E = U →MEll
 specπ0F = V →MEll
 specπ0f = s : V → V ×MFGL
 U
 π : V ord ×MFGL
 Uord → V ord × Uord
 The map s is given to us factored through V ×MEll
 U .
 Now we calculate, twice, in two notations, all reduced mod pm, but not indi-cated:
 Rhomπ0F∧E(Λπ0F∧E/π0F , π0F
 )= Rhomπ0F∧E
 (Λπ0v
 −11 (F∧E)/π0v
 −11 F , π0F
 )(M = Σ−1π0LK(2)F/F )
 = Rhomπ0v−11 F∧E
 (Λπ0v
 −11 (F∧E)/π0v
 −11 F ,M
 )= Rhomπ0v
 −11 F∧E
 (Λπ0v
 −11 (F∧E)/π0v
 −11 F ,M
 )= Rhomπ0v
 −11 F⊗π0v
 −11 E
 (Λπ0v
 −11 F⊗π0v
 −11 E/π0v
 −11 F ,M
 )= Rhomπ0v
 −11 F⊗π0v
 −11 E
 (π0v−11 F ⊗ Ω1
 (π0v−11 E
 ),M)
 = Rhomπ0v−11 E
 (Ω1(π0v−11 E
 ),M)
 = Rhomπ0v−11 F
 (Ω1(π0v−11 F
 ),M)
 =(Ω1)−1 ⊗
 π0FM =
 (ω2(cusps)
 )−1 ⊗π0F
 M
 = ω−2(−cusps)⊗MHere’s another good one
 Lemma C.1. Suppose that E is the p-adic completion of an etale elliptic spec-trum. There is, after p-adic completion, a fibration up to homotopy∏
 cusps
 Ω∞0 Σ4KU → A∞ E → Ω∞0 Σ4LK(2)E/E
 Where Ω∞0 means the connected component. In particular, the space A∞ E isconnected.
 Appendix D. Calculation
 The substackMssEll,p is locally defined by the vanishing of a single function. The
 associated sheaf of ideals is a line bundle overMEll, and can naturally be identified
 with ω1−p. That is to say, there is, (modulo p), an exact sequence ω1−p v1−→ O →OMss
 Ell,p. Locally we can find a nowhere vanishing section s of ω1−p. The element
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 v1(s) is then a function defining the supersingular locus. Modulo a power of p theabove still holds, provided 6= 2, 3.
 We are interested in computing the derived functors of the inverse limit over(MEll)
 ′et of
 π2t+1 Bhaut1EU = homOU(OUord , ωt ⊗ (Ω1)−1)
 π2t Bhaut1EU = ExtΓ(OU )(OUord , ωt ⊗ (Ω1)−1)
 Now the first of these contravariant functors is the restriction of the (MEll)′et sheaf
 i!OMordEll,p
 . The second is not the restriction of a sheaf, and must be approached
 differently.Thus let’s restrict our attention to an open U , and let i : U ss → U and j :
 Uord → U be the inclusion of the supersingular and ordinary loci. Let’s write F forthe “hom” sheaf, and G for the “ext” sheaf. Let’s also choose a function s whichdefines the supersingular locus. Then F and G can be identified with the sheaves
 lim←− snωt ⊗ (Ω1)−1 and
 lim←−1snωt ⊗ (Ω1)−1.
 There are two spectral sequences for computing the group of sheaf extensionsExtn(OUord , ωt ⊗ (Ω1)−1). One reduces to the short exact sequence
 lim←−1sk ·Hn−1(ωt ⊗ (Ω1)−1)→ Extn → lim←− s
 k ·Hn(ωt ⊗ (Ω1)−1)
 and the other reduces to the long exact sequence
 · · · → Hn−2 lim←−1 → Hn lim←−→ Extn → Hn−1 lim←−
 1 → . . . .
 Since U is affine, the groups Hn are zero for n > 0 and so the above data reducesto
 Ext0 ≈ lim←−0H0 ≈ H0 lim←−
 0
 lim←−1H0 ≈ Ext1
 H1 lim←−0 Ext1 H0 lim←−
 1
 Hi lim←− = 0 i > 1
 Hi lim←−1 = 0 i > 0.
 (The last two isomorphisms follow from the Milnor sequences).We can compute H0 lim←−
 0 from the exact sequence of a “pair.” We can compute
 lim←−1H0 as well, so we can get H0 lim1. The inverse limit coincides with the sheaf
 cohomology for the lim 1 sheaf, so we get the derived functors of inverse limit inthis case. For the lim sheaves use the spectral sequence relating sheaf to Cechcohomology, which in this case reduces to a long exact sequence.
 Appendix E. Equivalence of realization spaces
 This is an exploration of the possibility of simplifying some of the homologicalalgebra by passing to a refined cover.
 First some notation. What I have been calling (MEll)′et I think I will call
 Et′ /MEll, and for the purposes of this appendix I will abbreviate it with an I. Wehave constructed a diagram D : I → hoA∞.
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 Lemma E.1. Suppose that f : J → I is the inclusion of a full subcategory,with the properties that (1) each U ∈ ob I is covered by an object of J , and (2) ifV ∈ ob J and U ⊂ V , then U ∈ ob J . If X is a fibrant realization of D, then thenatural map
 X → f∗f∗X
 is a weak equivalence.
 Proof: Let J/U be the category of J-objects over U . An object of J/U is a pair(V, i) consisting of an object V of J and a map i : fV → U . A map from (V0, i0)to (V1, i1) is a map g : V0 → V1 with the property that i1 f(g) = i0. There is anobvious functor
 p : J/U → J
 given by p(V, i) = V .For a diagram Y : J → A∞, the diagram f∗Y is given by
 f∗Y (U) = lim←−J/U
 p∗Y.
 If the diagram Y is fibrant, so is p∗Y . This means that the map ho lim←− p∗Y →
 lim←− p∗Y is a weak equivalence. We can therefore study f∗Y (U) using the homotopy
 spectral sequence. Now this spectral sequence takes the form
 lim←−J/U
 sπtp∗Y =⇒ πt−sf∗Y (U).
 Since the diagram X is a realization of D, the groups π2t+1p∗Y (V ) are zero, and
 π2tp∗Y (V ) is the module of global sections of ωt. Since the funcotr “pullback,”
 described below, is an equivalence of categories, the inverse limit can be computedover Et(J)/U and so coincides with the Cech cohomology Hs(ob J ;ωt). But sinceU is affine, and ω is quasicoherent, these cohomology groups are zero, unless s = 0,in which case it is the module of global sections of ω over U . The spectral sequencetherefore degenerates to its edge homomorphism. This completes the proof.
 We have used
 Lemma E.2. The forgetful functor F : J/U → Et(J)/U , and the functor “pull-back”
 P : Et /U → J/U
 (i : V → U) 7→ i∗AU
 are inverse natural equivalences.
 Proof: The composite PF is the identity. The composite PF sends the data
 i : V → U t : AV≈−→ i∗AU
 to the data
 i : V → U 1 : i∗AU → i∗AU .
 The map t defines the natural isomorphism from PF to the identity functor.
 Remark E.3. The hypotheses on the subcategory J are needed in order thatthe Cech cohomology and the derived functors of inverse limit coincide.
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 Now to compare the realization spaces. There are a few realization spacesthat need to be considered. First there is the space rD. Next there is the spacerD which can be defined either as the nerve of the full subcategory of A∞
 I withobjects the diagrams which admit an isomorphism in hoA∞ with D, or as thecategory whose objects are diagrams X together with an isomorphism in hoA∞with D, and in which a morphism consists of a weak equivalence f : X0 → X1, andan automorphism t : D → D such that
 hoX0ho f−−−−→ hoX0y y
 D −−−−→t
 D
 commutes. The first description is easier to work with, while the second makes itclear that there is a fibration
 rX → rX → BAutD,
 so it is only the higher homotopy groups of the two spaces that differ.
 Lemma E.4. The map
 rD → rf∗D
 is a weak equivalence.
 Proof: We are interested in comparing certain components of classifying spacesof weak equivalences between the categories A∞
 I and A∞J . These can be calculated
 as the classifying spaces of weak equivalences between cofibrant-fibrant objects inany model category structure. The result therefore reduces to the lemma above.
 Lemma E.5. The map AutD → Aut f∗D is an isomorphism.
 Proof: The diagrams D and f∗D are sections of
 hoAEll∞ → I
 and of its restriction to J . The groups AutD and Aut f∗D thus sit in exact se-quences
 AutvD → AutD → Aut 1I
 Autv f∗D → Aut f∗D → Aut 1J ,
 where the superscript “v” indicates “vertical.” Let A be the abelian group valuedfunctor (on D) with
 A(U) = hoAEll∞ (E(U), E(U))1.
 Then by Proposition A.6, there are natural isomorphisms
 AutvD ≈ lim←−AAutv f ∗D ≈ lim←− f
 ∗A.
 But the functor A is a sheaf, and J is a cover of the terminal object. Both limitsare therefore equal to H0(A). Finally, the map
 Aut 1I → Aut 1J
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 is an isomorphism, since the functor “isomorphisms between elliptic curves” is asheaf. This completes the proof.
 Corollary E.6. The map
 rD → rf∗D
 is a weak equivalence.
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From elliptic curves to homotopy theory
 Mike Hopkins and Mark Mahowald
 Abstract. A surprising connection between elliptic curves over finite fieldsand homotopy theory has been discovered by Hopkins. In this note we will
 follow this development for the prime 2 and discuss the homotopy which de-veloped from this.
 Contents
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 1. Introduction
 The path which we wish to follow begins with elliptic curves over finite fieldsand in particular over F4. From such a curve we get a formal group which will haveheight 2. The Lubin-Tate deformation theory constructs a formal group over thering WF4
 [[a]][u, u−1]. It can be shown that this ring is the homotopy of a spectrum,
 E2, which is MU orientable. The group of automorphisms of the formal group overF4 acts on this ring. The Hopkins-Miller theory constructs a lift of this action toan action on the spectrum E2. This group is a profinite group, called the Moravastabilizer group S2. There is a finite subgroup G of S2 of order 24 which is theautomorphism group of the elliptic curve. This finite group acts on E2 and wedefine EO2 = EhG2 . It is the torsion homotopy of this spectrum which illuminatesmuch of the homotopy of spheres in the known range.
 Date: July 20, 1998.
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 We begin with the curve, x3+y2+y = 0 in P2(F4). In the elliptic curve literaturethis is called a supersingular curve. It is non-singular and has one point on the lineat infinity. If we represent F4 as the set 0, 1, ρ, ρ2 where 1 + ρ+ ρ2 = 0, then thesolution set in the affine plane consists of eight points. If x = 0 then y = 0 or 1. Ifx ∈ F×4 then y = ρi for i = 1, 2. The group of the elliptic curve is F3 ⊕ F3.
 The group of affine transformations of F42 consists of matrices a b c
 d e f0 0 1
 xy1
 .
 Those which leave the equation of the curve alone satisfy
 a = α ∈ F×4 b = 0 c3 = f + f2
 d = ac2 e = 1
 It is easy to verify that this group G has order 24 and is SL(F3, 2). If weinclude the Galois action we get a Z/2 extension of this group. Let G16 be the 2primary part. We have the following result, which is well known. It will illuminatethe latter calculations.
 Theorem 1.1. If we suppress the topological degree, then
 H∗(G16,Z/2) ' Ext∗A(1)(Z/2,Z/2).
 We want to calculateH∗(Q8oZ/2). This is equivalent to calculatingH∗(Z/2, H∗(Q8)).Cartan and Eilenberg give an explicit resolution leading to a calculation of H∗(Q8).In order to use this we need to know the action of Z/2 on Q8. This is given by:i 7→ j, k 7→ −k. Then the action is free in dimensions 1 and 2 and trivial indimensions 3 and 4 modulo 4. This gives the following:
 H∗(Q8 o Z/2) = Z/2[a1, a4]〈b0, b3〉 ⊕ Z/2[a4]〈c1, c21〉which is the conclusion of the theorem.
 We should note that there is an extension of D8 which has the same mod 2cohomology. Dave Benson has asked if there are groups whose cohomology is relatedto other sub algebras of the Steenrod algebra.
 Our program will be to construct a formal group from the group of this ellipticcurve. Then G will be a group of automorphisms of this formal group. We will liftthe curve to the ring WF4
 [[a]] as
 y2 + a xy + y = x3.
 We can lift G as a group of automorphisms of this curve. Then the formal groupassociated to this curve will be the universal formal group given by the Lubin-Tatetheory. The E2 term of the Adams-Novikov spectral sequence to calculate EO2∗will be H∗(G;WF4
 [[a]][u, u−1])Gal.
 2. The formal group
 The material of this section is standard. We will include it for completeness forthe homotopy theory reader who might not be familiar with the algebraic theoryof elliptic curves.
 The formal group constructed from an elliptic curve is constructed by resolvingthe multiplication on the curve around the point at infinity which is taken as the
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 unit of the group. First we construct a parametric represention in terms of anuniformizer at infinity. Let
 w = y−1
 z = x/y
 Then the equation of the curve becomes w = z3 + w2. We have not noted signssince we are working over F4.
 Proposition 2.1. (i) w(z) = Σi≥0z3·2i
 .(ii) x(z) = z/w(z) = z−2 + z + z4 + z10 + · · ·
 (iii) y(z) = 1/w(z) = z−3 + 1 + z3 + z9 + · · ·
 This is an easy calculation. At this point one can follow the discussion inSilverman [Si] page 114. This discussion is considerably simplified by the fact thatthe field has characteristic 2. This gives the following result.
 Proposition 2.2. The formal group constructed from the elliptic curve,x3 +y2 + y = 0 over F4 has as the first few terms
 F (u, v) = u+ v + u2v2 + u4v6 + u6v4 + u4v12 + u12v4 + u8v8 + · · · .
 The next term has degree 22. This is a formal group of height 2 and the 2-series is
 z4(Σi≥0z12(2i−1)).
 Next we want to lift this formal group to a formal group over the ring WF4[[a]][u, u−1]
 which gives the above curve under the quotient map to F4. We will do this by justlifting the elliptic curve. The formal group is then constructed in the usual way asis done in [Si]. The equation of the lifted curve is
 x3 = y2 + a u x y + u3y.
 We want to lift our group as a group of affine transformations which leave the curvealone. Thus we want to make the substitutions
 x 7→ αx+ u2r
 y 7→ y + u s x+ u3t
 In order to preserve the curve we require that the coefficient of x2, x, and theconstant term all be zero. This gives
 3r = s2 + s a
 s = 3r2 − 2ast− a(rs+ t)
 t = r3 − art− t2
 The group G is generated by α ∈ F4+ and a pair (β, γ) which satisfies the equation
 β3 + γ + γ2 = 0. We can take two generators, α = ρ, (β, γ) = (0, 0) and α =1, (β, γ) = (1, ρ) and lift these. The rest of group will be various products of these.It is clear how to lift the first. We will concentrate on the second. We want to findinfinite series for r, s and t which reduce to 1, 1, and ρ modulo the maximum ideal.We begin with these equations and successively substitute into the above equations
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 giving
 r(a) = 13 (1 + a)
 s(a) = 13 (1 + 2a+ a2)− 2aρ− a((1/3)(1 + a) + ρ)
 t(a) = 133 (1 + a)3 − (1/3)a(1 + a)s(a)− ρ2
 r(a) = 13 (s(a)2 + as(a))
 s(a) = 3r(a)2 − 2as(a)t(a)− a(r(a)s(a) + t(a))
 t(a) = r(a)3 − ar(a)t(a)− t(a)2
 Each time we substitute the formula for the classes on the right hand sidefrom the formulas above. After each process we have correct liftings modulo themaximum ideal raised to one higher power. That this works is just Hensel’s Lemma.Compare [Si], page 112.
 What we have constructed is a mapG→WF4[[a]][u, u−1]. This is the beginning
 of a co-simplical complex
 WF4[[a]][u, u−1]⇒ Hom(G,WF4
 [[a]][u, u−1]) · · ·
 The action of G on WF4[[a]][u, u−1] is the only additional part to add. That defines
 a 7→ a+ 2s
 u3 7→ u3 + ar + 2t.
 The homology of this co-simplical complex is the E2 term of the Adams-Novikovspectral sequence to calculate the homotopy of the Hopkins-Miller spectrum EO2.We will do this calculation in several ways but the key will be to show that it issomething which is already known.
 3. The elliptic curve Hopf algebroid
 The Weierstrass form of an elliptic curve is usually written
 y2 + a1xy + a3y = x3 + a2x2 + a4x+ a6.
 A change of coordinates does not change the curve and so substituting
 x = x′ + r
 y = y′ + sx′ + t
 gives us the same curve. The coefficients transfer according to the following table.(Compare [Si].)
 a′1 = a1 + 2s
 a′2 = a2 − sa1 + 3r − s2
 a′3 = a3 + ra1 + 2t
 a′4 = a4 − sa3 + 2ra2 − (t+ rs)a1 + 3r2 − 2st
 a′6 = a6 + ra4 + r2a2 + r3 − ta3 − t2 − rta1
 These formulas are very suggestive of the structure formulas which result from MU∗resolutions. Indeed, we can take these formulas to be the definition of ηR and geta Hopf algebroid
 (A,Λ) = (Z[a1, a2, a3, a4, a6],Z[a1, a2, a3, a4, a6, s, r, t]).
 Author's final version made available with permission of the publisher, American Mathematical Society. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms

Page 284
                        
                        

FROM ELLIPTIC CURVES TO HOMOTOPY THEORY 5
 The two maps from A→ Λ are the inclusion and the one given by the table above.In books such as [Si] the classes c4 and c6 are usually given, and they representclasses in the homology in dimension zero of the simplical complex constructed fromthe above Hopf algebroid. The formulas for them are
 c4 = (a21 + 4a2)2 − 24(2a4 + a1a3)
 c6 = −(a21 + 4a2)3 + 36(a2
 1 + 4a2)(2a4 + a1a3)− 216(a23 + 4a6)
 Notice that c34 − c26 is divisible by 1728. Let ∆ = (c34 − c26)/1728. The zero dimen-sional homology of the above chain complex is
 Z[c4, c6,∆]/(c34 − c26 − 1728∆).
 One of our questions is the computation of the rest of this chain complex.We will do this by getting another interpretation of the chain complex. For thisinterpretation we will have a complete calculation. Before we do this we want toconnect this resolution with the Lubin-Tate theory.
 In section 2 we consider the elliptic curve over WF4[[a]][u, u−1] given by the
 equation y2 + a u xy + u3y = x3. Thus we have a map f : A[ρ]/(ρ2 + ρ + 1) →WF4
 [[a]][u, u−1] defined by
 a1 7→ au
 a3 7→ u3
 ai 7→ 0, otherwise
 Theorem 3.1. After completing A[ρ]/(ρ2 + ρ + 1) at the ideal (2, a1) and in-verting ∆, the map f induces an isomorphism between the two chain complexes.
 Corollary 3.2. The E2 term of the Adams-Novikov spectral sequence to com-pute the homotopy of EO2 is the homology of the Hopf algebroid (A,Λ) completedat the ideal (2, a1) with ∆ inverted.
 In the next section we will show that this computation is well known.
 4. Ring spectrum resolutions
 Using Bott periodicity we have a map γ : ΩSU(4) → BU . Let T be theresulting Thom spectrum. As is the case with any ring spectrum we can constructa resolution T
 S0 → T →→ T ∧ T →→→ T ∧ T ∧ T · · · .
 This is acyclic from its definition. The first step in understanding such resolutionsis the following version of the Thom isomorphism theorem.
 Proposition 4.1. There is a homotopy equivalence T ∧ΩSU(4)+∼= T ∧T This
 homotopy equivalence is induced by a map between the base spaces
 ΩSU(4)× ΩSU(4)∆,id−−−→ ΩSU(4)× ΩSU(4)× ΩSU(4)
 id,µ−−→ ΩSU(4)× ΩSU(4).
 Here, ∆ is the map which sends x→ (x,−x) and µ is the loop space multiplication.
 The map in Thom spectra induced by this composite is
 T ∧ ΩSU(4)+∼= T ∧ T.
 Let T be the cofiber of the unit map. Then
 T ∧ T ∼= T ∧ ΩSU(4).
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 It is the T∗ homotopy of ΩSU(4) which describes the T Hopf algebroid. One of themain results of [Mo2] is following.
 Proposition 4.2. The map d = ηL − ηR can be viewed as a map T → T ∧ΩSU(4) which is induced by the diagonal
 ∆ : ΩSU(4)→ ΩSU(4)× ΩSU(4).
 Let bi ∈ H2i(CP ) be the homology generators. We will identify these classeswith their image in H∗(ΩSU(4)). Thus
 H∗(ΩSU(4)) ∼= Z[b1, b2, b3].
 The homotopy classes in π∗(T ) which are in the Hurewicz image are multiples ofprimitive classes. On the other hand the classes bi are not primitive for i > 1. Wehave:
 ∆b1 = b1 ⊗ 1 + 1⊗ b1∆b2 = b2 ⊗ 1 + b1 ⊗ b1 + 1⊗ b2∆b3 = b3 ⊗ 1 + b2 ⊗ b1 + b1 ⊗ b2 + 1⊗ b3
 Thus we can define primitive classes as follows:
 m1 = b1
 m2 = 2b2 − b21m3 = 3(b3 − b1b2) + b31
 This allows us to define homotopy classes
 a1 = 2m1
 a2 = 3m2 −m21
 a3 = 2m3
 We define additional classes
 a4 = 3m22 − 2m1m3
 a6 = m32 −m2
 3
 Then we calculate dai by the following rules:
 • compute ∆ai• drop each class of the form x⊗ 1.• classes of the form x⊗m1 are written as xs• classes of the form x⊗m2 are written as xr• classes of the form x⊗m3 are written as xt• classes of the form x⊗ y must have x ∈ Z[a1, a2, a3]. We write them as xy.
 If ΩSU(4) stably split as a wedge of spheres, then T ∧ΩSU(4) would give the freesplitting of T ∧T into a wedge of T ’s. This is what A[s, r, t] represents. But ΩSU(4)does not split in this manner. It would be enough if the pieces into which ΩSU(4)does split were trivial T∗ modules, but that is not true either. The further splitting
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 produces an extra term, a1r in the expression for ηRa3. This gives us:
 ηRa1 = a1 + 2s
 ηRa2 = a2 + 3r − a1s− s2
 ηRa3 = a3 + 2t+ a1r
 ∆a4 = 3(m2 ⊗ 1 + 1⊗m2)2
 − 2(m3 ⊗ 1 + 1⊗m3 +m1 ⊗m2)(m1 ⊗ 1 + 1⊗m1)
 ηRa4 = a4 + 2a2r + 3r2 − a3s− st− a1t− a1sr
 ηRa6 = a6 + a4r + a2r2 + r3 − a3t− t2 − a1rt
 Thus, we have reproduced the formulas constructed in the previous sectionfrom the change of variables formulas. We still need to get the setting where thepolynomial algebra Z[a1, a2, a3, a4, a6] does represent the homotopy of something.
 Let E be any spectrum. If we smash the resolution T with E, we still have anacyclic complex with augmentation E. If we apply homotopy, we get a complexwhose homology is the E2 term of a spectral sequence to compute the homotopyof E. We need a spectrum E so that π∗(E ∧T ) ∼= Z[a1, a2, a3, a4, a6]. Hopkins andMiller [HM] have constructed a spectrum which almost works. In a latter sectiona connected version of the Hopkins-Miller spectrum eo2 is constructed. It has thekey properties:
 Theorem 4.3. Let D(A1) be a spectrum whose cohomology, as a module overthe Steenrod algebra is free on Sq2 and Sq4. Then localized at 2, eo2 ∧ D(A1) ∼=BP 〈2〉. Let X be the spectrum whose cohomology, as a module over the mod 3Steenrod algebra is free on P 1, the localized at 3, eo2 ∧X ∼= BP 〈2〉 ∧ (S0 ∨ S8)
 Corollary 4.4. π∗(eo2 ∧ T ) ∼= Z[a1, a2, a3, a4, a6] and
 π∗(eo2 ∧ T ∧ T ) ∼= Z[a1, a2, a3, a4, a6]⊗ Z[s, r, t].
 An easy calculation gives us the following.
 Theorem 4.5. If we apply the functor ExtA(2)( ,Z/2) to the resolution T, weget
 Z/2[v0, v1, a2, v3, a4, a6]→ Z/2[v0, v1, a2, v3, a4, a6, s, r, t]→ · · ·where ai has filtration 0. This chain complex will compute ExtA(2)(Z/2,Z/2). Inparticular, this implies H∗(eo2,Z/2) ' A⊗A(2) Z/2.
 5. An outline of the calculation
 In the rest of this paper, we will discuss the homotopy of the spectrum con-structed by Hopkins and Miller [HM] which they labeled EO2. We will also bequite interested in the Hurewicz image in π∗(S
 0).
 Theorem 5.1. The action of S2 on E2∗ lifts to an E∞ ring action of S2 onE2. Furthermore, S2 has a subgroup of order 24, GL(F3, 2). This group can beextended by the Galois group, Z/2. The group of order 48 acts on EO2 and thehomotopy fixed point set of this action defines EO2. In addition,
 EO2 ∧D(A1) = E2.
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 We will take this result as an axiom for the rest of this paper. We will calculatethe homotopy of EO2 in two ways. First we will construct a spectral sequencewhich untangles the formula EO2 ∧D(A1) = E2. This is done in the next section.Next we will consider the connected cover of EO2 and show that it essentiallyhas A ⊗A(2) Z/2 as its cohomology. We then have an Adams spectral sequencecalculation which has been known for about twenty years. This approach allowsone to have available a rather large collection of spaces whose EO2∗ homology hasbeen computed. See for example [DM1].
 These results also give a counter example to the main result of [DM2] whichasserted that A⊗A(2) Z/2 could not be the cohomology of a spectrum. The error inthat paper can be traced to a homotopy calculation in [DM3] which was in error.The correction of the appropriate homotopy calculation is done in [KM].
 In the last section we discuss homotopy classes in the spheres which can beconstructed by this spectrum.
 6. The homotopy of EO2
 Our first calculation of EO2∗ uses the formula
 EO2 ∧D(A1) = E2
 The CW complex D(A1) is constructed by the following lemma where we use thenotation Mα = S0 ∪ e|α|+1.
 Lemma 6.1. There is a map
 γ : Σ5Mη ∧Mν →Mη ∧Mν
 Proof. This is a straightforward calculation in π∗(S0).
 We can use the definition of D(A1) and the formula in (2.1) to construct a spec-tral sequence. Abstractly, we think of D(A1) as constructed out of three mappingcones, Mη, Mν and Mγ where γ is defined in the Lemma. Thus we have a con-tracting homomorphism in P (h1, h2, h2,0)⊗H∗(D(A1)) with d h1 = eη, d h2 = eνand d h2,0 = eγ . We will use the defining equation (2.1) to give us a free E2 resolu-tion. For the moment we want to think of this as an unfiltered but graded object.There is a total differential whose homology is EO2∗. If we assign filtration 0 toh1 and v1 and filtration one to each of h2, h2,0, v2 then the corresponding E1 willbe bo∗[h2, h2,0, v2]. If we recognize the bo structure of the set < h2, h2,0, v2 > thenthe corresponding resolution is just the Kozul resolution of [DM1], section 5 (page319ff). Of course, v2 should be inverted and 2 = v0. This gives the following result.
 Theorem 6.2. There is a spectral sequence with
 Es,t2 = v−12 Exts,tA(2)(Z/2,Z/2)
 which converges to E0(EO2∗).
 We will explore this in more detail in latter sections. In particular we will wantto understand the differentials.
 Using the Adams Novikov differentials from the same starting point we getanother spectral sequence. In this case we assign filtration 0 to v1 and v2, filtration1 to h1, h2 and h2,0. We will also work over the integers.
 In order to state the answer in a compact form we introduce several homotopypatterns.
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 Figure 6.3. The following diagram defines A. The solid circles represent Z/2’sand the open circles represent a Z/8 ( Z/4) in stem 0 (stem 3). In stem 3 there isan extension to the Z/2 giving a Z/8 in this case too.
 -2
 0
 2
 0-3 3
 r r
 r b r r rb r r r
 Figure 6.4. The following diagram defines B. The diagram starts in filtration(0, 0). The starting circle represents a Z and the circle in dimension 3 representsa Z/4 with an extension to the Z/2 giving a Z/8.
 b r r rb r r r
 Theorem 6.5. There is a spectral sequence which converges to EO2∗ and theE2 is given by
 h42,0P (h4
 2,0, v42 , v−42 )⊗A⊕ (P (v4
 2 , v−42 )⊗B)⊕ v4
 1bo[v42 , v−42 ]
 where A is the module of Figure 6.3 and B is the module of Figure 6.4.
 7. The Bockstein spectral sequence
 In this section we will give a proof of Theorem 6.5. We start with a resolutionZ[v1, v2, h1, h2, h2,0]. The filtrations of the generators are given by the followingtable.
 vi 7→ (0, 2(2i − 1)
 hi 7→ (1, 2i)
 h2,0 7→ (1, 6)
 The Adams-Novikov spectral sequence or the elliptic curve Hopf Algebroid givethe following differentials.
 v2 7→ v1h2 + 2h2,0 + v21h1
 h2,0 7→ h1h2
 h22,0 7→ h3
 2 + v2h31
 First we will do the calculation modulo the ideal I2 = (2, v1). This gives
 (Z/2[h1]⊕ Z/2〈h2, h22〉)⊗ Z/2[v2, h
 42,0]/v2h
 41
 To see this first consider P [h1, h2, h2,0]. The differential on h2,0 leaves
 (P [h1, h2]/h1h2)⊗ P [h22,0]
 If we add v2 and use the differential on h22,0 we get the above result. The following
 picture illustrates this.
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 r r r r r
 r r r r r
 r r r r r
 r r r r r
 r r r r r
 r r r r r
 r r r r r
 r r r r r@I @I
 The result of this calculation is the following pattern.
 r r r r r r r
 r r r rr r r
 r r r r r
 The next step is to do the calculation modulo I1. The calculation modulo v21
 has the following differentials:
 v2 7→ v1h2
 v2h22 7→ v1h
 31v2
 The calculation modulo v41 has the following differentials:
 v22 7→ v2
 1h1v2
 a 7→ v21v
 22h
 21
 The class a is h1v32 .
 After this step we have the following picture where the polynomial algebra inh1 starting in filtration (0, 0) is really Z/2[h1, v1].
 r r r r r r r
 r r rr r rr r
 rr r r r
 r r r
 [h4
 2,0, v42 ]/(v4
 2h41 − h4
 2,0v41)
 This picture is an associated graded form. We have two extensions:
 h1v22h2 = v1h
 21v2
 v42h
 41 = v4
 1h42,0
 The first follows easily from the bracket 〈h1, h2, h1〉 = h22. The final step is to
 determine the torsion Bocksteins.
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 8. The Adams-Novikov spectral sequence
 In this section we will compute the Adams-Novikov differentials and thus cal-culate the associated graded homotopy of EO2. The starting point is the following.We will show latter that it is a d1 in the usual Adams spectral sequence.
 Proposition 8.1. In the Adams-Novikov spectral sequence for EO2 we have
 d5(v42) = h2h
 42,0.
 Proof. We begin with a calculation in stable homotopy.
 Lemma 8.2. ν2κ ∈ 〈η4σ, η, 2ι〉.
 We will first use this lemma to complete the proof of the proposition. We notethat h2
 2h42,0 is the Adams-Novikov name for ν2κ. By checking the above calculation,
 we see that η4σ = 0 in EO2∗. Thus the bracket of the lemma must go to zero inEO2. Hence the class of h2
 2h42,0 must be in the indeterminacy of the bracket. It is
 easy to see that only zero is in the indeterminacy and so h22h
 42,0 must project to the
 zero class. The only way this can happen is for
 d5(v42h2) = h2
 2h42,0.
 dividing by h2 gives the proposition.
 Now we will prove the Lemma. This is essentially an Adams d1. First recallthat η4σ is represented by h1h4c0 in the Adams E2. In order to form a bracket suchas 〈η4σ, η, 2ι〉 we need to know why h2
 1h4c0 = 0. The easiest approach is to use thelambda algebra and the calculations of [Ta]. We see that λ2λ3λ5λ7λ7 = h1h4c0.Then from [Ta] we see that λ8λ9λ3λ3λ3 hits λ1λ2λ3λ5λ7λ7. Thus λ0λ8λ9λ3λ3λ3 ∈〈h1h4c0, h1, h0〉. Up to the addition of some boundaries, this is just λ6λ6λ5λ3λ3λ3.This is equivalent to the leading term name of ν2κ. This completes the proof.
 The following figure illustrates this first differential. We place the chart for v42
 in filtration 3 so it is easier to see just what is happening.
 Figure 8.3.
 2
 4
 6
 2017 23
 rr
 rr
 rr
 bb
 rr
 rr
 rr
 bb
 rr
 rr
 rr
 bAAK CCCCO
 r r rbAAK rAAK rr rAAK r rAAK bAAK CCC
 CO
 r r rAAK b rAAK rr
 We can collect the result of this computation in the following chart. We havelisted some exotic multiplications which we will prove in the rest of this section.
 Figure 8.4. The class in dimension 4 is a Z/4. Lines which connect adjacentelements but are of length 2 represent exotic extensions. There are three such. Oneis multiplication by 2 in stem 27. The other two are multiplications by η, one instem 27 and the other in stem 39. The complete calculation has this chart multipliedby Z[κ].
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 25 30 35 40 45rr rrr rr rr rb
 r r
 We need to establish some of the compositions which are non-zero in this ho-motopy module. We introduce some notation. We let ι, η, ν, to represent thegenerators of the 0, 1, and 3 stems. This is consistent with the traditional namesof these classes in the homotopy of spheres. The elements in the 8, 14 and 20 stemwe will label ε, κ, κ respectively. For other classes, we will use the symbol ai for anelement in the ith stem. The exotic extensions referred to above then are coveredby the following proposition.
 Proposition 8.5. The following compositions are non-zero: ηa27, 2a27, ηa39.
 Proof. First note that 2a27 is just the standard extension which comes fromthe 3 stem where 4ν = η3. Next, the class a28 = εκ. This is a filtration preservingcalculation. The definition of ε forces ε ∈ 〈ν, 2ν, η〉. When we multiply this bracketby κ we see that εκ = 〈κ, ν, 2ν〉η. This bracket clearly represents a27. Notice thatwe can not form this latter bracket in spheres but need the differential on v4
 2 inorder to form the bracket.
 In the homotopy of spheres we have the bracket relation 〈ν, κη, η〉 = 2κ. Thisfollows easily from the Adams spectral sequence where there is a d2 which makesκη2 = 0. In the usual naming, we have d2e0 = h2
 1d0. We also have h2e0 = h0g.This establishes this relationship. Now if we multiply both sides by κ we haveκ〈ν, κη, η〉 = 2κ2. But κ〈ν, κη, η〉 = 〈κ, ν, ηκ〉η. This is the relation we wanted.
 Next we want to establish the special ν multiplications.
 Proposition 8.6. We have the following compositions: νa25 = a28, νa32 =a35, νa39 = a42.
 Proof. A bracket construction for a25 is a25 = 〈κ, ν, η〉. If we multiply thison the right by ν we have 〈κ, ν, η〉ν = κ〈ν, η, ν〉 = κε = a28. In a similar way we seethat a32 = 〈κ, ν, ε〉. If we multiply both sides by ν we get 〈κ, ν, ε〉ν = κ〈ν, ε, ν〉. Butin spheres 〈ν, ε, ν〉 = ηκ and this gives the relation. In the above proposition weshowed a39 = 〈κ, ν, ηκ〉. Multiplying this by ν we have a39ν = κ〈ν, ηκ, ν〉 = κ2η2
 and this is the relationship we wanted.
 In a very similar fashion we establish the following. We will skip the proof.
 Proposition 8.7. We have the following ε compositions. εa25 = a33, εa27 =a35, εa32 = 2a40, εa34 = a42, εa39 = a47 = κa25, εa40 = a48.
 With these extensions established, the rest of the spectral sequence is quiteeasy. We have the following theorem.
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 Theorem 8.8. We have the following differentials:
 d5(v82) = κa27 (= 2νκv4
 2 = 2d5(v42)·v4
 2)
 and
 d7(v162 ) = η2a25κv
 82 (= 2v8
 2d5(v82))
 Theorem 8.9. v322 is a permanent cycle.
 9. The connected cover of EO2
 In this section we will construct the connected cover of EO2 and get some ofits properties. We begin with the following which is proved in [HM].
 Theorem 9.1. v−11 EO2 = KO[[v2/v
 31 ]][v4
 2 , v−42 ]
 Our strategy to construct the the connected cover of EO2 will be to constructthe following map.
 f : bo[v42/v
 121 ]→ v−1
 1 EO2[0, · · · ,∞].
 With this map we will consider the pull back square as defining the spectrum Y
 Y −−−−→ bo[v42/v
 121 ]y y
 EO2[0, · · · ,∞] −−−−→ v−11 EO2[0, · · · ,∞]
 We will show:
 Theorem 9.2. The cohomology of Y is H∗(Y ) = A ⊗A(2) Z and the Adamsspectral sequence to calculated π∗(Y ) is that given by Theorem 2.2.
 The first step is the following Lemma.
 Lemma 9.3. There is a map g : bo → v−11 EO2[0, · · · ,∞] such that g∗(ι) = ι,
 the unit in v−11 EO2[0, · · · ,∞].
 Proof. We begin with ι : S0 → v−11 EO2[0, · · · ,∞]. We recall that there is a
 short exact sequence
 Σ4k−1B(k)→ bok → bok+1
 where B(k) is the integral Brown Gitler spectrum [CDGM] and bok is the bo BrownGitler spectrum. This sequence is constructed in [GJM]. The K theory of B(k)is easily computed and it is zero in dimensions of the form 4k − 1. Thus we canproceed by induction starting with the map ι. This constructs one copy of bo intov−1
 1 EO2[0, · · · ,∞].
 To continue with the proof of the theorem, we next construct a map
 Σ∞(ΩS25) '∨k≥0
 S24k → v−11 EO2[0, · · · ,∞]
 which gives the polynomial algebra on v42 . Using the ring structure we have the
 desired map f of the diagram. This completes the construction of Y.Next we want to compute the homotopy of Y . The E2 term of the Adams spec-
 tral sequence for Y is ExtA(2)(Z/2,Z/2). This has been calculated by many people.The first calculation is due to Iwai and Shimada [IS]. Extensive ExtA(2)(M,Z/2)calculations are given in [DM1]. We refer the reader there to find the details of the
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 calculation. The answers given there are in a compact form which is quite useful.It is based on the following definition.
 Definition 9.4. An indexed chart is a chart in which some elements are labeledwith integers. An unlabeled x receives the label
 maxlabel (y) : x = hi0y or x = hi1y, some i ≥ 1or 0 if this set is empty. If C is a labeled chart then 〈C〉 denotes the chart consistingof all elements v4i
 1 x such that i+ label(x) ≥ 0.
 The following is an example of an indexed chart.
 rrrrrrrrrr
 2s= 82
 22
 1
 1
 rrrrrrrrrrr
 1 1 1
 1
 20 24 28
 rrrrrrrrrrrr
 rrrrrrrrrrrrr
 −1
 r r rrr r rr r rr r rr r r rr r r rr r r rr r r r
 r r r
 r r r
 r r r
 Let this chart be called E0. Then the following is proved in [DM1]. (Actually, thechart in [DM1] has a dot missing in dimension (30,6).)
 Theorem 9.5. ExtA(2)(Z/2,Z/2) is free over Z/2[v82 ] on
 〈E0〉 ⊕ Z/2[v1, w] · g35,7.
 We have the following differentials in the chart E0. We use the notation gt−s,sto refer to the dot in position (t− s, s).
 Proposition 9.6. d2(g20,7) = g19,9.
 Proof. When translated to more familiar notation this is a consequence ofthe following Lemma.
 Lemma 9.7. In the Adams spectral sequence of Theorem 2.1 the first differentialoccurs in dimension 12 and hits the class v4
 1h2.
 Proof. First we need to construct the element. Using the above formulaswhich are filtration preserving we see that
 v0v22 + v2h
 22 + v1h
 22,0
 is a cycle and it generates a v0 tower in the 12 stem. When we use the filtrationincreasing part of the differentials we see this class is not a cycle but its boundaryis
 v21v0h1v2 + v2
 0v2h2,0 + v0v41h2 + v2
 1h1h22
 We can begin to try to complete this into a cycle. The first class we would add isv3
 1v2. The boundary on this class is
 v21v0h1v2 + v4
 1h2 + v0v31h2,0 + v5
 1h1
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 There is nothing we can add to get rid of the v41h2 class and this gives the differential
 of the Lemma.
 Using h2 multiplications we have the following additional differentials.
 d2(g23,7) = g22,9
 d2(g26,7) = g25,9
 d2(g29,7) = g28,9
 d2(g28,5) = g27,7
 We have the following d3.
 Proposition 9.8. d3(g24,6) = g23,9.
 This differential implies the following in addition.
 d3(g25,8) = g24,11
 d3(g30,6) = g29,9
 We have the following d4.
 Proposition 9.9. d4(g31,8) = v41g22,8.
 We wish to collect the result of these differentials. The pattern which is leftfrom the upper left corner of the figure generates a copy of bo starting in dimension(8, 4). The second pair of Z towers generates a bo in dimension (32, 8). This secondbo uses v4
 1g25,5 and h1 times this class and the class in dimension (32, 7) which hash0 nonzero on it.
 This leaves a copy of bo, after some extensions, which starts in filtration (32, 7).It represents v4
 1v42 . There is an extra class in filtration (35, 10) which we still have
 to account for. The following chart lists everything which is left because the sourceof a differential is not present.
 b r r rrr r r r
 r r
 r rrrrr b r r rr
 r
 In addition to this part we have the polynomial algebra on the two generators andv4
 1 free on the following.
 r r rr
 r r
 s = 7t− s = 32 34 36
 The following result gives the differentials for this part of the picture.
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 Proposition 9.10. Among classes in Z/2[v1, w] · g35,7 and between this poly-nomial algebra and classes in the above diagram we have the following differentials:
 d2(g35,7) = g36,9
 d4(v1g35,7) = g38,12
 d4(v1wg35,7) = v41g35,8
 d4(v21wg35,7) = v4
 1g35,10
 d4(v21w
 2g35,7) = v81g32,7
 d4(v31w
 2g35,7) = v81g34,8
 d4(w3g35,7) = v71g35,7
 d4(v31w
 3g35,7) = v101 g35,7
 If we combine the above diagram, the polynomial algebra and the differentialsabove we have the following figure.
 rr
 rr
 rr
 rr
 rr
 rr
 rr
 rr
 rr
 rr
 rr
 rr
 r r r r r r r r r r r r r r r r
 AAK
 AAK
 AAK
 AAK
 CCCCO
 CCCCO
 CCCCO
 CCCCO
 r r r r r r r r r r r r r
 BBBBM
 BBBBM
 BBBBM
 CCCCO
 CCCCO
 CCCCO
 CCCCO
 CCCCO
 CCCCO
 CCCCO
 CCCCO
 CCCCO
 CCCCO
 CCCCO
 CCCCO
 CCCCO
 CCCCO
 CCCCO
 CCCCO
 r r r r r r r r r r
 r r r r r r r r r
 r r r r r rr r r rCCCCO
 CCCCO
 This allows us to write the v1 torsion part of the answer out though the 42 stem.The following is the correct chart.
 b r r rrr r r r
 r r
 r rrrrr b r r rr
 r r r r r
 r r
 r r r
 To compute the next 48 groups we need to put the earlier calculation togetherwith the first 42 groups above multiplied by v8
 2 . This gives the following chart.
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 brr r r rrr r r r
 r r
 r rrrrr b r r rr
 r r r r r r r
 r r r
 rr
 r
 rr
 r
 rr
 r
 rr
 r
 rr
 r
 rr
 rr
 rr
 rr
 rr
 rr
 rr
 rrr
 r
 AAK CCCCO
 BBBBM B
 BBBM
 AAK BBBBM
 AAK CCCCO
 BBBBM
 AAK BBBBM
 AAKAAK
 AAK BBBBM
 AAKAAK
 AAKAAK
 AAK
 AAK
 This gives the following homotopy starting in dimension 45.
 rr
 r
 rr
 b rrrrr r
 rr r rrr
 r r r b r r rr
 r
 Beyond 95 this differential pattern leaves a class every 5 dimensions. Because thedifferential on v8
 2 is a d2, the polynomial algebra v82Z/2[v1, w] is mapped monomor-
 phically into Z/2[v1, w] leaving just w9g35,7Z/2[w]. To complete the calculation weneed to take into account v16
 2 . We do this by putting our calculation so far togetherwith this pattern and writing in the new differentials. This gives the followingpattern. The first chart calculates the homotopy from 95 to 140.
 rb r r rrr r r r
 r r
 r rrrrr b r r rr
 r r r r r r r
 r r r
 r r r r r r r r r
 BBBBM
 BBBBM
 BBBBM
 BBBBM
 Here is the picture for 141 to 180.
 rr
 r
 rr
 b rrrrr r
 rr r rrr
 r r r b r r rrr r r r r r r r
 BBBBM
 BBBBM
 BBBBM
 BBBBM
 BBBBM
 BBBBM
 BBBBM
 BBBBM
 We can now collect the final charts and write in one place the v1 torsion homotopy.Dots correspond to Z/2’s and circles correspond to Z’s. Vertical lines indicatemultiplication by 2 and slanting lines to the right indicate multiplication by η.
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 There are a large number of multiplications by ν but they are not indicated onthese charts.
 10 20 30 40b r r rrr r r r
 r r
 r rrrrr b r r rr
 r r r r r
 r r
 r r r
 45 55 65 75 85r
 rr
 rr
 b rrrrr r
 rr r rrr
 r r r b r r rr
 r
 96 100 110 120 130 140
 b r r rrr r r r
 r r
 r rr rr b r rrr r rr r
 r r r r
 r rr
 rr
 144 150 160 170
 rrr
 b rrrr rrr r r r b
 rr
 Theorem 9.11. The homotopy of eo2 is given by the following:
 v41bo[v
 42 ]⊕ E[v32
 2 ]
 where E is the homotopy described in the above charts.
 10. Some self maps
 Let A1 be the suspension spectrum of one of the complexes whose cohomologyis free over A(1), the sub algebra of A generated by Sq1 and Sq2. Let M(i0, i1)be the mapping cone of Σ2i1M(2i0) → M(2i0) which induces an isomorphism inK-theory. In [DM3] it is claimed that A1 and M(1, 4) admitted a self map raising
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 dimension by 48 and inducing an isomorphism in K(2)∗. This result is false asthe results here have shown. The argument in [DM3] is correct in showing thefollowing.
 Theorem 10.1. There is a class representing v82 ∈ Ext8,56
 A (A(1), A(1)).
 Consider a resolution by Eilenberg-Mac Lane spaces constructed as follows forany suspension spectrum X with the property that there is only one class α ∈ π∗(X)which is non-zero in mod 2 homology. We begin with a map f0 so that the composite
 S0 α−−−−→ Xf0−−−−→ K(Z/2)
 is non-zero. Now we construct a tower inductively. Suppose we have
 Xfs−−−−→ Xs
 gs−1−−−−→ · · · g0−−−−→ K(Z/2)
 with g0 · · · gs−1fs = f0. Let hs : Xs → K(ker(H∗(fs))) and let Xs+1 be the fiber.Clearly, fs lifts to give fs+1.
 Each such resolution defines a spectral sequence with
 Es,t1 = ker(H∗(fs))t−s+1
 As with the usual Adams spectral sequence we have convergence to the 2-adiccompletion and we can define E2(X,X) as equivalence classes of maps betweenthese resolutions.
 In this language [DM3] showed the following result for M(1, 4). A very similarargument works for M(2, 4).
 Theorem 10.2. For X = M(1, 4) or X = M(2, 4) there is a class
 v82 ∈ E
 8,562 (X,X)
 .
 Using an eo2 resolution we see that v82 commutes with the possible targets of
 the differentials on v82 . Thus in each case if d2(v8
 2) 6= 0, which is the case, thenv32
 2 will be a class in E4 and for dimensional reasons, d4(v322 ) = 0. This proves the
 following theorem.
 Theorem 10.3. For X = A1, X = M(1, 4) or X = M(2, 4), there is a map
 v322 : Σ192X → X
 which is detected in K(2)∗.
 Thus the results discussed in [Rav], [Mo1] and possibly other places whichused the maps of [DM3] are established in this modified form. We will discusssome of these classes, particularly those of [Mo1] in the next section.
 11. The Hurewicz image and some homotopy constructed from EO2
 Using the results of the last section we can construct many v2-families.
 Theorem 11.1. Let α ∈ π∗(S0) be such that 4α = 0 and such that v41 kills an
 extension M |α|+1(2)→M0(2) of α.Assume that α is represented by a ∈ ExtA(Z/2,Z/2) and that under the map
 ExtA(Z/2,Z/2) → ExtA(2)(Z/2,Z/2), a maps to a non-zero cycle. Then v32k2 α 6=
 0.
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 Proof. This is the standard Greek letter proof. There is an α# so that thefollowing composite is α.
 S|α| →M |α|+10(2, 4)α#
 → M0(2, 4)→ S0
 Then
 S|α|+192 M |α|+202 M |α|+10
 S0 EO2
 M192 M0
 - -v
 ?
 Σα#
 ?
 α#
 HHHHHj
 -
 -v
 *
 is non-zero in π∗EO2.
 Corollary 11.2. We list the classes which this is known to apply to
 stem 6 8 9 14 15 17 28 32 33 34 35 39 40 41 42 45 46name ν2 ε ηε κ ηκ νκ εκ q ηq e20 ηe20 u κ2, 2κ ηκ2 η2κ2 w ηw
 stem 52 53 59 60 65 66 80 85name κq κηq κu κ3, 2κ3 κw ηκw κ4 κ2w
 Next consider κ. The only problem is that it has order 8 and so the argumentdoes not quite work.
 Proposition 11.3. κ is v322 -periodic.
 Proof. We look at map κ# which makes this diagram commute.
 M29(2, 4) M0(2, 4)
 M20(2) M0(2)
 -κ#
 ?
 6
 -κ∧1
 We do the Greek letter construction and get
 M20+192(2, 4) −−−−→ M29+192(2, 4) −−−−→ M29(2, 4) −−−−→ M0(2)y y y∗ M192 −−−−→ M0(2, 4) −−−−→ M0(2) ∧ EO2
 This composite is non-zero. We can break apart the calculation and get thatκ as an element of order 8 is v32
 2 -periodic. Of course we get easily 4κ = v2κ isv32
 2 -periodic.
 The next problem class is νκ.
 Proposition 11.4. νκ is v322 periodic.
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 Proof. Suppose not, that is, suppose νκ(v322 ) = 0. Then we have a map f
 S20+192 ∪ e24+192 S0
 EO2
 S24+192 E2
 -f
 ?
 ?
 ?-
 g
 in the diagram, the map g is v362 . Thus f would have ∞ order. This contradiction
 completes the proof.
 Next we have classes in EO2 which do not come from the sphere. Since thereshould be nothing extra in homotopy we use these to detect something also.
 Proposition 11.5. The classes η4, ηη4, η2η4 and 12η
 2η4 are v2-periodic.
 Proof. It is an easy Ext calculation to show that in the following diagram
 M26(1, 4) M0(1, 4)
 S0
 S25 M26(1) EO2
 -η#4
 ?
 ?
 ?- -
 the composite along the bottom row is non-zero. M(1, 4) also has a v322 self map
 and this gives the diagram
 S208 M26+192(1, 4) M26(1, 4)
 M192(1, 4) S0 EO2
 - -
 ? ?- -
 The map M26+192 → EO2 is essential. Suppose the composite
 S16+192 →M26+192 →M26(1, 4)→ S0
 was zero. Then M26+192/S16+192 factors through S0 giving
 M26+192/S16+192 → S0 → EO2.
 This map is v1-periodic and this contradicts the v1-structure of S0. Thus v322 η4 is
 essential. ηη4 works the same way and also η2η4/2.
 It is interesting that each extra class in EO2 detected something in the sphere.The next place to study is the 47 stem. Here the differential on v8
 2 eliminateshomotopy classes which are in the sphere. Similar to Proposition 11.4 we have
 Proposition 11.6. The classes e0r and ηe0r are v2-periodic.
 Author's final version made available with permission of the publisher, American Mathematical Society. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms

Page 301
                        
                        

22 MIKE HOPKINS AND MARK MAHOWALD
 Proof. We have established that 2v322 κ2 = ηv32
 2 u by Theorem 11.1. Thuswe can form the bracket 〈v32
 2 κ2, 2ν, ν〉. Suppose this bracket contains zero. Then
 S40+192 ∪ e45+192 ∪ e48+192 S0
 S48+192 BP 〈2〉?
 -
 ?-
 v402
 is a commutative diagram. This gives a class of∞-order in Iπ∗S0, a contradiction.
 Thus the bracket is essential and defines v322 e0r. Now ηe0r = νw. Suppose
 v322 νw = 0. Then we could form the bracket 〈v32
 2 w, ν, η〉 ∈ π192+49(S0) andthis class maps to v40
 2 η2 in EO2, which is a v1 periodic class. This contradictionestablishes the result.
 We also get some mileage out of the failure of the v82 self map.
 Proposition 11.7. There is a family of classes of order 4 in 38 + k192 stemdetected by v8+32k
 2 in BP .
 Proof. Here we use the centrality of our self map. We have established e0ris v32
 2 periodic and the failure of the proof of v82 self map shows that the composite
 M47(2, 4)g→M47(4)→ S0 is null. This gives the following diagram
 M47+192(2, 4) M58+192(2, 4)
 M47(2, 4) M58(2, 4) M0(2)
 -
 ? ?- -
 Going around the top is the same, by centrality, as going around bottom. The toprepresents v32
 2 g and so is null which implies that there is a class β such that
 M47+192(2)v41→M39+192(2)→ S0
 is v322 e0r. As before, β must be on the bottom class or we would get a v1-periodic
 class.
 Following closely the proof of Proposition 11.5 we get,
 Proposition 11.8. v41η5, µη5, ηµn5/4 are v32
 2 periodic. The class θ4 is v2 tosome power periodic but we don’t know the power.
 Proof. First we look at η5µ. We have M51(1, 4) → S0 extending η5µ. Themap is detected in EO2 by v8
 2h21. Thus we have an essential composite
 M51+192(1, 4)→ S0 → EO2
 detected by v402 h2
 1.Suppose the composite S41+192 →M51+192(1, 4)→ S0 is zero. Then it factors
 through M51+192(1, 4)/S41+192 → S0 → EO2. This map would be v1 periodic.This completes the proof. The argument is similar for the other cases. We look atθ4. We have the following
 M47(1)v81→M31(1)
 θ4→ S0 is essential and detected by e0r.
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 Thus we can consider the composite M47(1, 8)→M56(1, 4)→ S0. This is null. Wehave
 M47+2i·6(1, 8) M56+2i·6(1, 4)
 M47(1, 8) M56(1, 4) S0
 -
 ? ?- -
 The map from M47+2i·6(1, 8)→ S0 is null so the map M47+2i·6(1) factors through
 M31+2i·6. As before, it must be on the bottom cell or we get a v1-periodic class.
 Some of these homotopy classes were discussed in [1 ]. The proofs there arevalid for 32k replacing 8k. In that note ρkηj was also studied and shown to benon-zero. We first discuss η4σ. In the sphere we are looking at the classes h4h2,h3
 3, h3c0, h3h1c0 and ν2κ.
 Proposition 11.9. The classes h4h3, h33, h3c0,h3h1c0 and ν2κ are v32
 2 pe-riodic.
 Proof. We begin with ν2κ. The M27(1)ν2κ#
 −−−→ S0 → EO2 is detected byM27(1) → S27 → EO2. Thus the map of M27(1) → S0 is v2-periodic. SupposeS26+192 → M27+192(1) → S0 is null. Then S27+192 → EO2 factors through S0.This class has finite order and so extends to M28+192(2i) → S0 → EO2. Thecomposite is v1-periodic, a contradiction. Next note that the composite
 M26(1, 4)→M26(1)→ S26 ν1κ−−→ S0
 is null since M26(1)→ S0 factors through
 M26(1)→M18(1)→ S18 h2h4−−−−→ S0.
 By centrality
 M26+192(1, 4)→M26+192(1)ν−→ S26+192 v322 ν2κ−−−−→ S0
 is null. This gives v322 h2h4. ν h4h2 = σ3. This gives that
 S26+192 n2n−−→M22+192(1)→ S0
 is ν2κv322 , and so all the classes in between are non-zero too.
 We start with ρ1h2h5. There is an extension of M42(1)→ S42 → ρ1h1h5 S0
 to M51(1, 4) → S0 and the composite is detected by v82ν and so this gives a v32
 2
 family. As before, this class must live in the S42+k192 stem. Composing with ν to
 get M55(1, 4)h2ρ
 1h2h5−−−−−−−→ S0 and this is detected by ν2v82 . This gives v2 · ρ1h2h5,
 ρn5, ρ ∧ n5, as v32k2 periodic classes. The same family of arguments works for n5
 and related classes. The approach in [1] is different since EO2 was not availablebut complimentary.
 The remaining task is to show all the classes in EO2 come from the sphere inthe above sense. This requires constructing new homotopy classes. These classesare covered by the following propositions.
 Proposition 11.10. The class of order 4 represented by h5h0i in the 54 stemis v32
 2 periodic and 2h5h0i = κe20.
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 Proof. We first note that κe20 is e2
 0g and this class fits 11.1. This com-pletes the proof since h5h0i must map essentially to EO2∗.
 Proposition 11.11. The class corresponding to Ph5h1e0 is v322 periodic.
 Proof. In EO2∗ we have νh5h0i 6= 0. Since h2h5h0i = h1h5Pe0 in Ext weare done.
 Proposition 11.12. The class in the 65 stem with Adams spectral sequencename Ph5j maps to a non zero class in EO2∗. Thus it represents a homotopy classwhich is v32
 2 periodic.
 We remark that this is the first class beyond Kochman’s calculations that wasnot covered by 11.1.
 Proof. In EO2∗ the Toda bracket 〈κ3, η, ν〉 6= 0. we can form the bracket inthe sphere too and so it must be non-zero there. Since d4PG = gz and κ2η = zwe see that 〈κ3, η, ν〉 ∈ h2PG = 0. Thus it has filtration ≥ 12. The only otherclass of higher filtration not in J∗ is κw and this is also present in EO2∗. Thisgives the result.
 Corollary 11.13. The class Ph5h0k in the 63 stem maps to a class in EO2∗and thus is v32
 2 periodic.
 Proof. In EO2∗ we have ν〈κ3, η, ν〉 6= 0. We also have h2Ph5j = Ph5h0k inExt. This completes the proof.
 We remark that in the E∞ term of the May spectral sequence the class Ph5h0kis divided by only h0. Brunner’s calculation of the Ext shows that it is actuallydivided by h5
 0. In particular, we have h50G21 = Ph5h0k.
 Proposition 11.14. The bracket 〈ε, κ3, η〉 is detected in EO2∗. In the Adamsspectral sequence it is in the coset P 2G. In addition η on this class is divisibleby 4 which is represented by the bracket 〈κ3, ν, 2ν, ν〉 and is in the coset Q5. Wealso have η2〈κ3, ν, 2ν, ν〉 6= 0.
 Proof. In EO2∗ it is easy to see that 〈ε, κ3, η〉 6= 0. It is also straightforwardto see that it is in P 2G. In Ext we have h1P
 2G = h20Q5. This is verified by
 Brunner’s calculations. Now Q5 is a permanent cycle because there is nothing ofhigher filtration for it to hit. It has order eight for the same reason. It is in thefour fold bracket 〈κ3, ν, 2ν, ν〉 by construction. The other claims follow by easyarguments except we need to show that Q5 is non-zero. To this end consider thefollowing diagram.
 S72 EO2
 M72(8) S0
 S71
 -f
 -g
 6 6
 Q5
 @@@I i
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 Since η〈ε, κ3, η〉 = 4Q5, f∗(i) = h30v
 122 , the generator of Z2 in the the 72 stem.
 Thus Q5 must be a non-zero cycle.
 Proposition 11.15. The composition νQ5 is a class of order 4 with the gen-erator having Adams spectral sequence name PD′. This class is also κPh5ih0.
 Proof.
 S75 EO2
 M75(2) S0
 S71
 -f
 -g
 6 6
 κκ3
 @@@I i
 The map f is v82η
 2b where b is the EO2∗ class of order 2 in dimension 27. Thus themap g can not be null but f can not factor through S0 since it would have Adamsfiltration at least 16 and there is nothing there. Thus κκ3 6= 0 in π∗(S
 0) and wehave κ2 h1Ph5e0 = κκ3 by 11.11. Thus κPh5ih0 6= 0 and generates a Z/4.We need to show that it is νQ5. This follows from the bracket constructed forQ5 in 11.14.
 Proposition 11.16. The remaining classes through the 95 stem detected byEO2∗ are κ4, κ3w and 〈κ3w, ν, η〉 = v8
 2P1d0g.
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 1. Certain K(1)-local spectra
 Let C be the topological model category of K(1)-local spectra. Some usefulexamples of objects of C are p-adic K-theory, K, the Adams “summand” B of K,and the sphere S. At the prime 2, the spectrum B is KO, and is not a summandof K.
 The group Z×p of p-adic units acts on K via the Adams operations. If λ isa p-adic unit we will denote ψλ : K → K the corresponding Adams operation.Let µ ⊂ Z×p be the maximal finite subgroup. When p is odd, µ is the group of
 (p − 1)st roots of unity, and when p is 2 it is the group ±1. The spectrum Bis the homotopy fixed point spectrum of the action of µ on K. The action of theAdams operations on K restricts to an action of Z×p /µ ≈ Zp on B.
 2. Homotopy groups of K(1)-local spectra
 Let g be a topological generator of Z×p /µ, and
 ψg : B → B
 the corresponding map. For any object X of C, there is a fibration
 X → B ∧X (ψg−1)∧1−−−−−−→ B ∧X.
 Date: 1998.
 1
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 This makes it easy to compute the homotopy groups of X in terms of the homotopygroups of B ∧X. Take for example X to be the sphere spectrum. The action of ψgon π0B = Zp is trivial. This means that the element 1 in the rightmost π0B comesaround to give a non-trivial element
 ζ ∈ π−1S0.
 We will see that ζ plays an important role in things to come. Though not mentionedin the notation, the element ζ depends on the choice of generator g.
 Given an element f ∈ π0(K ∧ K) and λ ∈ Z×p , let f(λ) be the element ofπ0K = Zp which is the image of f under the map induced by the composite
 K ∧K ψλ∧1−−−→ K ∧K → K.
 Thinking of λ as a variable, this defines a map
 π0(K ∧K)→ Homcts(Z×p ,Zp).
 Proposition 2.1. The above map is an isomorphism. It gives rise to isomor-phisms
 π∗(K ∧K) ≈ Homcts(Z×p , π∗K)
 π∗(K ∧B) ≈ Homcts(Z×p /µ, π∗K)
 π∗(B ∧B) ≈ Homcts(Z×p /µ, π∗B).
 With respect to the above isomorphism, the actions of ψg ∧ 1 and 1 ∧ ψg aregiven by
 (ψg ∧ 1 f)(λ) = f(λg)
 (1 ∧ ψg f)(λ) = ψqf(g−1λ).
 LetMζ = S0 ∪
 ζe0
 be the mapping cone of ζ, and fix a generator g of Z×p /µ. By definition, we have adiagram
 S0 // Mζ
 ι
 δ // S0
 1
 S0 // B
 ψg−1// B
 The maps1 δ, ι : Mζ → B
 form a basis of ho C(Mζ , B). From the above diagram it follows that
 ψgι = ι+ 1 δ.This will be more useful when written in homology. Thus define
 a, b ⊂ π0
 (B ∧Mζ
 )by
 (2.1)〈ι, a〉 = 1
 〈1 δ, a〉 = 0
 〈ι, b〉 = 0
 〈1 δ, b〉 = 1.
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 One easily checks that
 Lemma 2.2. Under the map
 π0
 (B ∧Mζ
 )→ π0(B ∧B)→ Homcts(Z×p /µ,Zp)
 the element a goes to the constant function 1, and the element b goes to the uniquehomomorphism sending g to 1.
 3. The category of E∞ ring spectra
 The topological model category of E∞ ring spectra in C will be denoted CE∞ .The spectra K have unique E∞ structures, and the Adams operations act by E∞maps. This gives the spectrum B an E∞ structure as well.
 Let BΣp+ be the image in C of the unreduced suspension spectrum of theclassifying space of Σp. There are two natural maps
 BΣp+ → S0.
 One is derived from the map Σp → e and will be denoted ε. The other is thetransfer map
 BΣp+ → S0
 and will be denoted Tr.
 Lemma 3.1. The map
 BΣp+
 (ε,Tr)−−−→ S0 × S0
 is a weak equivalence in C.
 Define maps in ho Cθ, ψ : S0 → BΣp+
 by requiringTr(θ) = −(p− 1)!
 ε(θ) = 0
 Tr(ψ) = 0
 ε(ψ) = 1.
 The map Be → BΣp gives rise to a map
 e : S0 ≈ Be+ → BΣp+.
 It follows from the definition that
 ε e = 1,
 and from the double coset formula that
 Tr e = p!.
 It follows that
 (3.2) e = ψ − pθLet E ∈ CE∞ , and x ∈ π0E. The E∞ structure associates to x a map
 P (x) : BΣp+ → X
 with the property thatP (x) e = xp.
 We define operationsθ, ψ : π0E → E
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 by
 θ(x) = P (x) θ ψ(x) = P (x) ψ.In view of (3.2) we have
 ψ(x)− xp = p θ(x).
 Thus the operation ψ is determined by θ. One easily checks that ψ is a ringhomomorphism, and that θ does what it has to so that the above equation willremain true:
 θ(x+ y) = θ(x) + θ(y)−p−1∑i=1
 1
 p
 (p
 i
 )xiyp−i
 θ(x y) = pθ(x)θ(y) + θ(x)yp + θ(y)xp.
 Since the Adams operations are E∞ maps, they commute with the operationsψ and θ when acting on
 π0(K ∧R).
 4. Some algebra
 We now work in the category of p-complete abelian groups, and we want toconsider comutative algebras with operations θ and ψ as described above. Let’s callthem Frobenius algebras (even though this collides with another use of the phrase).
 There is a free Frobenius algebra on one generator. The underlying ring is
 Zp[x, x1, x2, . . . ].
 One defines θ by setting θ(xi) = xi+1 (θ(x) = x1), and extending it to the wholering by requiring that pθ(x) + xp be a ring homomorphism. We’ll call the freeFrobenius algebra on one generator x, Tx. Similarly, if X is a spectrum, we willcall the free K(1)-local commutative ring spectrum on X TX. The followingresult plays an important role in everything we do.
 Theorem 4.1 (McClure). For any K(1)-local E∞ ring spectrum E, the naturalmap of Frobenius algebras
 E∗ ⊗ Tx → π∗(E ∧ TS0
 )is an isomorphisms.
 There is another, perhaps more useful description of this free algebra. LetW = Zp[a0, a1, . . . ] be the p-completion of the Witt Hopf algebra. The classicalresult says that if one defines elements wi ∈W by
 wn = apn
 0 + papn−1
 1 + · · ·+ pnan,
 then W has a unique Hopf algebra structure for which the wi are primitive. Onedefines ψ by ψ(wi) = wi+1, and checks that this extends uniquely to a Frobeniusstructure on W. This is the map which co-represents the classical Frobenius map.
 Define a ring homomorphism
 Zp[w0, w1, . . . ]→ Zp[x0, x0, . . . ]
 by sending w0 to x = x0, and requiring that it be compatible with the map ψ.
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 Lemma 4.2. The above map extends uniquely to an isomorphism of Frobeniusalgebras
 W→ Zp[x0, x1, . . . ].
 The proof of the above lemma makes use of the following result of Dwork:
 Lemma 4.3. Let A be a ring with a ring homomorphism φ : A→ A satisfying
 φ(a) ≡ ap mod p
 (thus if A is torsion free, then A is a Frobenius algebra). Let w0, w1, . . . be asequence of elements of A. In order that the system of equations
 a0 = w0
 ap0 + pa1 = w1
 ap2
 0 + pap1 + p2a2 = w2
 apn
 0 + · · ·+ pnan = wn
 have a solution, it is necessary and sufficient that for each n
 wn ≡ φ(wn−1) mod pn.
 This gives the map. The isomorphism follows easily from the fact that, modulodecomposables,
 wn = pnan
 ψnx = pnxn.
 This gives the free Frobenius algebra on one generator the structure of a Hopfalgebra. We knew it had one anyway, since it was free.
 5. Continuous functions on ZpAnother important example of a Frobenius algebra is the ring C of continuous
 functions
 Zp → Zp,with ψ(f) = f . The point of this section is to describe a small projective resolutionof C.
 Each p-adic number λ can be written uniquely in the form
 λ =∑i≥0
 αipi
 with each αi = αi(λ) equal to 0 or a (p− 1)st root of unity. The αi are continuousfunctions from Zp to Zp, and satisfy
 αpi = αi.
 For i < n, the αi can be regarded as functions from Z/pn → Zp.
 Proposition 5.1. For each m,n, the map
 Z/pn[α0, α1, . . . , αm−1]/(αpi − αi)→ Homcts(Z/pm,Z/pn)
 is an isomorphism.
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 Corollary 5.2. The map
 Zp[α0, α1, . . . ]/(αpi − αi)→ Homcts(Zp,Zp)
 is an isomorphism.
 Proof of Proposition 5.1: When m = 1 the injectivity follows from the linearindependence of characters (of µp−1), and surjectivity follows from the fact thatboth groups are finite of the same order. For the general case, note that for finite(discrete) sets S, and T , the natural map
 Homcts(S,Z/pn)⊗Homcts(T,Z/pn)→ Homcts(S × T,Z/pn)
 is an isomorphism. Apply this to the (set-theoretic) isomorphism
 Z/pm∏αi−−−→∏
 (0 ∪ µp−1) .
 Lemma 5.3. Under the map of Frobenius algebras
 ι : W→ Homcts(Zp,Zp)
 sending a0 to the identity map, one has
 ι(ai) ≡ αi mod p.
 Proof: This map sends each wi to the identity function. To work out thevalues of ai mod p we work by induction on i. Suppose we have proved the resultfor i < n. The inductive step is provided by the congruence
 wn = apn
 0 + papn−1
 1 + · · ·+ pnan mod pn+1.
 Since for i < n, we have
 ai ≡ αi mod p
 it follows that
 api
 i ≡ αpi
 i = αi mod pi+1,
 and so
 pn−iapi
 i ≡ pn−iαi mod pn+1.
 Solving for an then gives the result.
 Map
 Tx → C
 by sending x to the identity map Zp. The element ψ(x)− x then goes to zero.
 Lemma 5.4. The commutative diagram
 Tyy 7→0 //
 y 7→ψ(x)−x
 Zp
 Tx // C
 is a pushout square in the category of Frobenius algebras. The left vertical map isetale. .
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 6. Structure of B
 Define Tζ by the pushout (in K(1)-local E∞ ring spectra)
 TS−1 ∗ //
 ζ
 S0
 S0 // Tζ
 By definition of ζ and the fact that B is E∞, there is a canonical map
 Tζ → B.
 Since B ∧ ζ is null, we have
 π0
 (B ∧ Tζ
 )= Tb,
 where b was defined in Equation 2.1. The same thing holds with B replace by K,only in that case, the odd homotopy groups are zero. Under the map of Frobeniusalgebras
 π0
 (K ∧ Tζ
 )= Tb → π0
 (K ∧B
 )= Homcts(Z×p /µ,Zp)
 the element b goes to the unique abelian group homomorphism sending g to 1.Let’s use this homomorphism to identify Z×p /µ with Zp and hence π0(K ∧B) withHomcts(Zp,Zp) After doing this, we find that b maps to the identity map of Zp.
 Now consider the element ψ(b)− b. This is fixed under ψg, since
 ψg(ψ(b)− b)) = ψgψ(b)− ψg(b)= ψψg(b)− ψg(b)= ψ(b+ 1)− (b+ 1) = ψ(b)− b.
 Lemma 6.1. The maps
 π∗(K ∧ Tζ
 ) (ψg−1)∧1−−−−−−→ π∗(K ∧ Tζ
 )π∗(B ∧ Tζ
 ) (ψg−1)∧1−−−−−−→ π∗(B ∧ Tζ
 )are surjective. The map
 π∗Tζ → π∗(B ∧ Tζ
 )is therefore a monomorphism, with image the invariants under ψg.
 We therefore have a unique element f in π0Tζ whose image in π0
 (B ∧ Tζ
 )≈
 π0
 (K ∧ Tζ
 )is ψ(b)− b. This leads to the diagram
 TS0 ∗ //
 f
 S0
 Tζ // B
 Our main result is
 Proposition 6.2. The map K∗f is etale. The above diagram is a pushout inCE∞ .
 Author's final version made available with permission of the publisher, American Mathematical Society. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms

Page 312
                        
                        

8 M. J. HOPKINS
 7. K(1)-local E∞-elliptic spectra
 We first recall the geometric interpretation of the operation ψ. In general,an E∞ structure on a complex oriented cohomology theory E gives the followingstructure. Given a map
 f : π0E → R
 and a closed finite subgroup H ⊂ f∗G, one gets a new map
 ψH : π0E → R
 and an isogeny f∗G→ ψ∗G with kernel H. When the formal group is isomorphic,locally in the flat topology, to the formal multiplicative group, one can take f tobe the identity map, and H the “canonical subgroup” of order p. Since it is socanonical, it is invariant under all automorphisms of G, and one doesn’t even needa formal group in this case.
 An elliptic spectrum is a ring spectrum E with πoddE = 0, and for which thereexists a unit in π2E, (hence E is complex orientable and we get a canonical formalgroup G over π0E), together with an elliptic curve over π0E and an isomorphismof the formal completion of this elliptic curve with the formal group G.
 An E∞ elliptic spectrum is an E∞ spectrum E which is elliptic, and for whichthe isogenies described above come equipped with extensions to isogenies of theelliptic curve.
 Suppose that E is a K(1)-local E∞ elliptic spectrum with
 π1(K ∧ E) = 0
 (this is automatic if π0E is torsion free). Then the sequence
 π0E → π0(B ∧ E)(ψg−1)∧1−−−−−−→ π0B ∧ E
 is short exact. There is therefore an element b in π0B ∧ E with ψgb = b+ 1. Sucha b is well-defined up to translation by an element in the image of π0E. Here isanother description. Choose an extension of the unit to a map
 ι : Mζ → E.
 The map ι is unique up to translation by an element in π0E. Now look at the imageof the element b ∈ π0
 (K ∧Mζ
 )in π0(K ∧E). This class, which we shall also call b
 is well-defined up to translation by an element in the image of π0E. The fact thatit satisfies ψgb = b+ 1 follows from the commutative diagram
 π0
 (B ∧Mζ
 )(ψg−1)∧1//
 π0
 (B ∧Mζ
 )
 π0(B ∧ E)(ψg−1)∧1
 // π0(B ∧ E)
 Suppose we have chosen such a b. Since ψ and ψg commute (ψg is an E∞ map)one easily checks that ψ(b) is another such element. It follows that ψ(b)− b lies in
 π0E ⊂ π0(B ∧ E).
 We are interested in choosing such a b as canonically as possible, and lookingat the element ψ(b)− b. This will be the obstruction to making an E∞ map from
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 B to E, but it also tells us quite a bit about the E∞ structure of E. Since the map
 π0(B ∧ E)→ π0(K ∧ E)
 is an isomorphism, it suffices to make this calculation in π0(K ∧ E).Let’s first do this at the prime 2. Let c4 ∈ π8E be the normalized modular
 form of weight 4. The q-expansion of c4 is given by
 c4 = 1 + 240∑n≥1
 σ3(n)qn,
 where
 σ3(n) =∑d|n
 d3.
 Let g ∈ Z×2 be an element which projects to a topological generator of Z×2 /±1.Let u ∈ π2K be the Bott class. We have
 g4 ≡ 1 mod 16,
 and checking the q-expansion gives
 u4 ≡ c4 mod 16.
 Now consider the element
 b = − log(c4/u4)
 log g4,
 where
 log(1 + x) =∑n≥0
 (−1)nxn+1
 n+ 1
 is regarded as a 2-adic analytic function. Then, since ψgc4 = c4 (it is in the imageof π8E), and ψgu
 4 = g4u4, we have
 ψgb = − log(c4/g4u4)
 log g4
 = − log(c4/u4)
 log g4+
 log g4
 log g4
 = b+ 1,
 so b is an Artin-Schrier element.Now let f = ψ(b)− b. The element f is a a modular function (since ψgf = f),
 and so is an element of
 Z2[j−1],
 where j =c34∆ is the modular function.
 Lemma 7.1. The map
 Z2[f ]→ Z2[j−1]
 is an isomorphism.
 Proof: It clearly suffices to do this modulo 2.Working mod 2 we have
 b ≡∑n≥1
 σ3(n)qn mod 2
 Author's final version made available with permission of the publisher, American Mathematical Society. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms

Page 314
                        
                        

10 M. J. HOPKINS
 Writing
 n = 2m0pm11 . . . pmkk
 One easily checks that the number of divisors of n is
 (1 +m0)× · · · × (1 +mk),
 and that the number of odd divisors of n is
 (1 +m1)× · · · × (1 +mk).
 It follows that σ3(n) is even unless n is the product of a power of 2 and an oddsquare. This gives
 b ≡∑m,d≥0
 q2m(2d+1)2 mod 2,
 and so
 ψ(b)− b ≡∑d≥0
 q(2d+1)2
 = q∑d≥0
 q8(d(d+1)/2)
 since the operation ψ is given in terms of q-expansions by
 ψ(q) = q2.
 As for j−1 we have
 j−1 =∆
 c34≡ ∆ mod 2,
 and
 ∆ = q∏
 (1− qn)24 ≡ q∏
 (1− q8n)3 mod 2.
 The congruence
 ψ(b)− b ≡ j−1 mod 2
 is then a consequence of the following special case of the Jacobi triple productidentity ∑
 d≥0
 (−1)d(2d+ 1)zd(d+1)/2 =∏k≥0
 (1− zk)3.
 At the prime 3 we can do the analogous thing with c6 (which represents v31)
 c6 = 1− 504∑n≥1
 σ5(n)qn.
 The following identity holds
 log c69≡ j−1 mod 3.
 Oddly, the analogous result for p > 3 seems not to hold, though it is not reallyclear what “analogous” means.
 Remark 7.3. Fred Diamond and Kevin Buzzard explained that both follow fromknown congruences for the Ramanujan τ function as described in Serre’s course inarithmetic.
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 Proof: Note that
 b = − log(c4/u4)
 log g4≡ −
 ∑n≥1
 σ3(n)qn mod 8,
 and soψ(b)− b ≡
 ∑n≥1
 (σ3(n)− σ3(n/2))qn mod 8,
 where we adopt the convention that σ3(n) = 0 if n is not an integer. Now it’s easyto check that
 σ3(2n) ≡ σ3(n) mod 8,
 so thatψ(b)− b ≡
 ∑nodd
 (σ3(n))qn mod 8.
 On the other hand,
 1
 j=
 ∆
 c34≡ q
 ∏n≥1
 (1− qn)24 ≡∑
 τ(n)qn mod 8.
 It follows from a congruence of Ramanujan (see [Sw, page 4]) that
 τ(n) ≡
 0 mod 8 if n is even
 σ3(n) mod 8 if n is odd.
 This means that we have the congruence
 ψ(b)− b ≡ j−1 mod 8.
 Returning to the prime 2 we will now build a canonical K(1)-local E∞ ringspectrum mapping to any K(1)-local elliptic spectrum. Since ψg and θ commute,the element
 θ(f) ∈ π0E
 is a modular function, and hence is can be written as a 2-adically convergent powerseries in j−1. By Lemma 7.1 there is a 2-adically convergent power series h with
 θ(f) = h(f).
 This gives a universal relation in the homotopy groups of any K(1)-local E∞ ringspectrum.
 Returning to Tζ , let b ∈ π0
 (B ∧ Tζ
 )once again denote the universal “b,” let
 f ∈ π0Tζ be the unique element whose image in π0
 (B ∧ Tζ
 )is
 f = ψ(b)− b,and, finally, set
 y = θ(f)− h(f) ∈ π0Tζ .
 This gives the vertical map in the following diagram. The requirement that it be apushout defines the K(1)-local E∞ ring spectrum M .
 TS0 ∗ //
 y
 S0
 Tζ // M
 Author's final version made available with permission of the publisher, American Mathematical Society. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms

Page 316
                        
                        

12 M. J. HOPKINS
 by construction it is clear that there is a canonical map from M to any K(1)-localelliptic E∞-ring spectrum.
 Proposition 7.2. The map
 K∗y : K∗TS0 → K∗Tζ
 is smooth of relative dimension 1. Therefore
 K∗M = K∗Tζ ⊗K∗TS0,y
 Z2
 andπ∗M = KO∗[j
 −1].
 Proof: The map TS0 → Tζ comes about as the composite
 TS0 θ(x)−h(x)−−−−−−→ TS0 f−→ Tζ .
 Since K∗f is etale (Lemma 5.4), it suffices to show that the map K∗(θ(x)− h(x))is smooth of relative dimension 1. If we write out the rings, we are looking at themap of Frobenius algebras
 Z2[y0, y1, . . . ]→ Z2[x0, x1, . . . ]
 y0 7→ x1 − h(x0).
 It is easy to check that h(x0) = x20 + . . . , so that our map is of the form
 yn 7→ xn+1 mod decomposables.
 This probably shows that the map
 Z2[y0, y1, . . . ][x0]→ Z2[x0, x1, . . . ]
 y0 7→ x1 − h(x0) . . .
 x0 7→ x0
 is an isomorphism.Consider the increasing filtration by the xi. One easily checks that the map is
 of the formyi 7→ xi+1 + t(x0, . . . , xi),
 which gives an easy inductive proof of surjectivity. Injectivity follows from thisbeing an “isomorphism mod decomposables” since the intersection of the powers ofthe obvious “augmentation ideal” is zero.
 8. Homotopy groups of Tζ
 Recall that g ∈ Z×p is chosen so that g projects to a topological generator of
 Z×p /µ. Define h ∈ Zp by
 1 + h =
 gp−1 p > 2
 g2 p = 2.
 Then for p odd, h ≡ 0 mod p and for p = 2, h ≡ 0 mod 8. In both cases
 (1 + h)(−b) =∑(
 −bn
 )hn.
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 defines an element of Zp[b] (recall that this ring is p-complete).Define a multiplicative map
 i : B∗ → B∗Tζ = B∗ ⊗ Tb,by
 i(v1) = v1g(p−1)(−b)
 = v1(1 + h)(−b),
 for p odd, and
 i(2v21) = 2v2
 2g2(−b)
 = 2v21(1 + h)(−b)
 i(v41) = v4
 1g4(−b)
 = v41(1 + h)(−2b).
 At the prime 2, the image of the element η ∈ π1KO is forced, since it is in theimage of the homotopy groups of spheres. Note that in all cases, i(v) ≡ v mod 2.This makes it easy to check that the map at the prime 2 is multiplicative (whereone needs, perhaps, to worry about the elements in dimension 8k + 1 and 8k + 2,since they are in the image of the homotopy groups of spheres).
 We have a surjective map
 B∗Tζ → B∗B
 of Frobenius algebras with an action of Z×p . We are going to define an additive
 section which is compatible with the action of Z×p . For this we need to refer to the“big Witt vectors.”
 Consider the algebra
 A = Z[a1, a2, . . . ]
 and define, for each n ≥ 1
 wBn =∑d|n
 dan/dd .
 The algebra has a unique Hopf algebra structure for which the wBn are primitive.In fact, the group-valued functor represented by A is the functor
 R 7→ (1 + xR[[x]])×.
 The universal series in A is the series
 a(x) =∏
 (1− anxn),
 and one easily checks that
 xd log a(x) = −∑
 wBn xn.
 There is the following an analogue of Dwork’s lemma for the big Witt vectors.It is helpful to write a = (a1, . . . ) and define
 (1− x)a = a(x).
 The “group law” is then defined so that
 (1− x)a+b = (1− x)a(1− x)b.
 Lemma 8.1. Suppose that A is a ring with endomorphisms
 φp : A→ A p prime
 satisfying
 φp(a) ≡ ap mod p.
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 Then, given a sequence wB1 , wB2 , · · · ∈ A, then the system
 wBn =∑d|n
 dan/dd
 has a solution a1, a2, · · · ∈ A if and only if for each prime p, each k ≥ 1, and each(m, p) = 1, one has
 wBpkm ≡ φp(wBm) mod pk.
 If A is torsion free then such a solution is unique.
 The proof is very similar to the p-typical one.One application of this is that there is a unique map from the ring of big Witt
 vectors to the ring of functions from Z to Z sending each wBn to the identity map.One easily checks that this maps sends the series (1− x)a to the map
 n 7→ (1− x)n.
 One useful consequence of this is that if we define elements ck ∈ Ack = (−1)kak + monomials in ai, i < k
 by writing
 (1− x)a =∑
 ck(−x)k,
 then under the map described above, ck is sent to the binomial function
 n 7→(n
 k
 ).
 In fact, the image of A in the ring of functions on Z is the ring of “numericalpolynomials,” and has basis these binomial functions.
 The section we are describing results from lifting the “Pascal’s triangle” identity(n+ 1
 k
 )=
 (n
 k
 )+
 (n
 k − 1
 )to A.
 Lemma 8.2. There is a unique map of Hopf algebras
 T : A→ A
 with the property that for all n,
 TwBn = wBn + 1.
 With respect to the map to the ring of functions on Z, we have
 Tf(n) = f(n+ 1).
 Finally, the following “Pascal’s triangle” identity holds:
 Tck = ck + ck−1.
 Proof: Let’s define the elements Tan by writing
 (1− x)(1− x)a =∏
 (1− Tan xn).
 The effect of T on the wi is easily checked by taking the log of both sides. The restof the lemma also follows easily.
 We now map the ring A to the ring W.
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 Lemma 8.3. There is a unique map of Hopf algebras
 f : A→W
 with
 f(wBpkm) = wk (m, p) = 1.
 This map is compatible with the action of T on W and on A.
 Proof: We define ring homomorphisms
 φl : W→W l prime,
 by setting φl = 0 if l 6= p, and by setting
 φpan = apn.
 The result then follows easily from Dwork’s lemma. The compatibility with Tfollows easily from the effect on primitives.
 The entire point of all of this was to define the binomial classes in the Wittworld. We abuse the heck out of the notation to do this.
 Definition 8.4. Let cn ∈W be the image of the classes cn ∈ A under the mapfrom Lemma 8.3.
 We can finally define our ψg-equivariant section.
 Lemma 8.5. The map
 s : Homcts(Z×p /µ,Zp)→ π0
 (B ∧ Tζ
 )defined by
 Homcts(Z×p /µ,Zp) //
 g
 π0
 (B ∧ Tζ
 )≈
 Homcts(Zp,Zp)(nk)7→ck // W
 is a ψg-equivariant map of co-algebras, where the binomial functions have the “Car-tan” coproduct.
 Proof: This follows from the above when one notes that under the verticalisomorphisms in the diagram, the map ψg is sent to T .
 Finally, we can return to our computation of the homotopy groups of Tζ . Wehave defined a ring homomorphism
 i : π∗B ⊗ Tf → π∗(B ∧ Tζ
 )which is compatible with the action of ψ, and whose image is fixed under the actionof ψg.
 Lemma 8.6. The sequence
 0→ π∗B ⊗ Tf → π∗(B ∧ Tζ
 ) ψg−1−−−→ π∗(B ∧ Tζ
 )→ 0
 is exact.
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16 M. J. HOPKINS
 Proof: Consider the additive map
 (8.4) Homcts(Z×p /µ,Zp)⊗ π∗B ⊗ Tfµs⊗i−−−−→ π∗
 (B ∧ Tζ
 ).
 We will see below that it is an isomorphism. Granting this, the lemma then reducesto showing that the sequence
 0→ Zpconstants−−−−−−→ Homcts(Z×p /µ,Zp)
 ψg−1−−−→ Homcts(Z×p /µ,Zp)→ 0
 is exact. But this is easy to check: just use the basis of binomial functions, andwrite down the map.
 We have used
 Lemma 8.7. The map (8.4) is an isomorphism.
 Proof: This is the standard Milnor–Moore argument. We have an exact se-quence of (p-complete) Hopf-algebras
 Ty ψ(b)−b−−−−→ Tb π−→ Homcts(Zp,Zp)and a section
 s : Homcts(Zp,Zp)→ Tb,which is a map of co-algebras. It is formal to check that the maps
 µ s⊗ ι : Homcts(Zp,Zp)⊗ Ty → Tband
 Tb coproduct−−−−−−→ Tb ⊗ Tb π⊗(1−sπ)−−−−−−−→ Homcts(Zp,Zp)⊗ Tyare inverses.
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GLOSSARY
 1. Spectra, ring spectra
 A∞-ring spectrum: An A∞-ring spectrum is a ring spectrum E whosemultiplication is associative up to all higher homotopies. Classically thishas been described as an action of an A∞-operad on E; in more modernterms, an A∞-ring spectrum can be realized by an associative S-algebra,symmetric, or orthogonal ring spectrum.
 E∞-ring spectrum: An E∞-ring spectrum is a ring spectrum E whosemultiplication is associative and commutative up to all higher homotopies.Classically this has been described as an action of an E∞-operad on E;in more modern terms, an E∞-ring spectrum can be realized by an asso-ciative, commutative S-algebra, symmetric, or orthogonal ring spectrum.
 Even periodic cohomology theory; weakly even periodic theory: Amultiplicative cohomology E theory is even periodic if π∗(E) is concen-trated in even degrees and π2(E) contains a unit. It is weakly periodic ifπ2(E) is an invertible π0(E) module, and π2k(E) ∼= π2(E)⊗k for all k ∈ Z.
 S-module; (commutative) S-algebra: The category of S-modules is oneof various point-set models of spectra with a strictly symmetric monoidalsmash product, and historically the first. An S-module is indexed notby the natural numbers, but by the finite-dimensional sub-vector spacesof a universe, i.e. an infinite-dimensional real inner product space. Ithas more structure, though: it is also a module over the sphere spectrumS with respect to a smash product of so-called L-spectra, which in turnare algebras for a monad derived from the linear isometries operad. Thecategory of S-modules very easily generalizes to equivariant spectra, butits definition is arguably more complicated than symmetric or orthogonalspectra.
 Symmetric ((commutative) ring) spectrum: Symmetric spectra are oneof various point-set models of spectra with a strictly symmetric monoidalsmash product. A symmetric spectrum consists of a sequence of spaces Xn
 with operations of the symmetric group Σn and maps σ : Xn∧S1 → Xn+1
 such that the composite Xn ∧ Smσm
 −−→ Xn+m is Σn ×Σn-equivariant. Anadvantage of the symmetric spectrum model of homotopy theory is itssimplicity, however they are difficult to use in an equivariant context. Asymmetric ring spectrum is a monoid with respect to the smash product;a symmetric commutative ring spectrum a commutative monoid.
 Orthogonal ((commutative) ring) spectrum: Orthogonal spectra are oneof various point-set models of spectra with a strictly symmetric monoidal
 1
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smash product. It is a middle ground between S-modules and symmet-ric spectra. Their definition is identical to symmetric spectra, but thesymmetric groups Σn are replaced by the orthogonal groups O(n). Anadvantage over symmetric spectra is the possibility to use this setup in anequivariant context. Orthogonal (commutative) ring spectra are definiedin an analogous way to symmetric (commutative) ring spectra.
 Units, space of, GL1(R): If R is an A∞-ring spectrum, the space of unitsof R is defined to be the subspace GL1(R) ⊂ Ω∞R which is the union ofthose components that represent an invertible element in the ring π0R.
 Units, spectrum of, gl1(R): IfR is an E∞-ring spectrum, the spaceGL1(R)of units of R is naturally the zeroth space of a connective spectrum gl1(R),the spectrum of units of R.
 2. Localization
 Arithmetic square: Sullivan’s arithmetic square is a way to recover a spec-trum X from its p-completions and its Q-localization. That is, X is equiv-alent to the homotopy limit of the diagram
 ∏p LpX → LQ(
 ∏p LpX) ←
 LQX. There is a similar arithmetic square when X is a space, in whichX can be recovered as the homotopy limit of this diagram given the addi-tional condition that X be nilpotent. More generally, the pullback of thearithmetic square is the HZ-localization of a space.
 Bousfield localization; E-localization: Bousfield localization of model cat-egories is a homotopy-theoretic analogue of the usual localization of acategory C, with respect to a collection of morphisms I. The localiza-tion C[I−1] is the universal category receiving a functor from C and suchthat the image of the morphisms in I are all isomorphisms. Similarly,the Bousfield localization of a model category C, with respect to a col-lection of morphisms I, is the universal model category receiving a leftQuillen functor from C, and such that image of the morphisms in I are allweak equivalences. For a given spectrum E, the Bousfield localization ofspectra or spaces with respect to the collection of E-equivalences (that is,morphisms f such E∗(f) is an isomorphism), is referred to as Bousfieldlocalization with respect to E. The fibrant replacement in the resultingmodel category X → LEX is then called the Bousfield localization of Xwith respect to E.
 Bousfield-Kuhn functor: A functor Φn from spaces to spectra that fac-tors K(n)-localization as LK(n) = Φn Ω∞. The existence of Φn impliesthat if two spectra have equivalent k-connected covers for some k ∈ N,then their K(n) localizations agree.
 E-acyclic: A spectrum (or space) X is E-acyclic if the E-homology of Xis zero. By definition, the Bousfield localization LEX of an E-acyclicspectrum X is contractible.
 E-equivalence: A map of spectra (of spaces) f : X → Y is an E-equivalenceif it induces an isomorphism in E-homology.
 E-local: An E-local spectrum (or space) is a fibrant object of the Bousfieldlocalized model category. A fibrant spectrum F is E-local iff for anyE-acyclic spectrum X, the F -cohomology of X is zero. The Bousfieldlocalization LEX of a spectrum X is initial (up to homotopy) amongst
 2
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all E-local spectra receiving a map from X. Is is also terminal (up tohomotopy) amongst all spectra Y equipped with an E-equivalence X →Y .
 E-nilpotent completion: For a ring spectrum E, the E-nilpotent com-pletion of a spectrum X is the totalization of the cosimplicial spectrumE•X. In general, the E-based Adams spectral sequence for X convergesto the homotopy of the E-nilpotent completion of X. If X is connec-tive and E = HFp, then the E-nilpotent completion is the same as thep-completion.
 Hasse square: Similar to the arithmetic square. It recovers the p-completionof an E(2)-local spectrum (e.g. and elliptic spectrum) from its K(1)-and K(2)-localizations, as the homotopy limit of the diagram LK(2)E →LK(1)LK(2)E ← LK(1)E.
 p-localization: The localization of spectra (or spaces) at a prime p is aparticular case of Bousfield localization (in this case, with respect to theEilenberg-MacLane spectrum HZ(p)). If X is a spectrum (or a simplyconnected space), then π∗(X(p)) is isomorphic to π∗X ⊗ Z(p).
 p-completion: The p-completion – also called Z/p-localization – of spectra(or spaces) at a prime p is a particular case of Bousfield localization (inthis case, with respect to the mod p Moore spectrum M(p)). If X is aspectrum (or a simply connected space) with finitely presented homotopygroups, then π∗(Xp) is isomorphic to π∗X ⊗ Zp.
 3. Orienations
 A-genus: The A genus is a Q-valued genus of oriented manifolds given
 by∫MA(M), where A(M) =
 ∏ √xi/2
 sinh(√xi/2)
 ∈ H∗(M,Q) and the total
 Pontryagin class of M is factored as∑pi(M) =
 ∏(1 + xi) in some al-
 gebraic extension of H∗(M,Q). If M is a spin manifold, then the A
 is an integer. The A-genus of a spin manifold M is the image (modtorsoin) of [M ] ∈ πnMSpin under the Atiyah-Bott-Shapiro orientationMSpin→ ko.
 Complex oriented cohomology theory: Informally, a multiplicative co-homology theory E∗ is called complex oriented if it admits a theory ofChern classes. More precisely, a complex orientation of E∗ is a classz ∈ E2(CP∞) whose restriction to E2(S2) ∼= E0(S0) along the standardinclusion S2 ∼= CP 1 → CP∞ maps to the unit element. If E is 2-periodic,the orientation is often taken in degree 0 instead of degree 2. The multi-plication on the topological group CP∞ gives rise to a map
 E∗[[z]] ∼= E∗(CP∞)→ E∗(CP∞)⊗E∗E∗(CP∞) ∼= E∗[[x, y]],
 and the image of z under this map becomes a formal group law. Exam-ples of complex oriented cohomology theories include singular cohomol-ogy, complex K-theory, MU , BP , E(n), Morava K-theory, and severalversions of elliptic cohomology.
 Elliptic genus: Historically, the elliptic genus was introduced by Ochanineas a genus for oriented manifolds, taking values in the ring Z[1/2, δ, ε] (thering of modular forms for Γ0(2)), whose associated complex genus haslogarithm
 ∫dt√
 1−2δt2+εt4 . Landweber, Ravenel, and Stong subsequently
 3
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showed that, after inverting ∆, the associated complex genus satisfies thecriteria of the Landweber exact functor theorem, yielding a cohomologytheory which they denoted Ell, and named “Elliptic Cohomology’ (alsoknown as TMF 0(2), topological modular forms for Γ0(2)). Today, a vari-ety of genera associated with elliptic curves are called elliptic genera, anda variety of cohomology theories similarly associated to elliptic curves arereferred to as elliptic (c.f. “Elliptic spectra”).
 Genus: A genus ϕ with values in a graded ring R∗ is a map of graded ringsϕ : MG∗ → R∗, where MG∗ denotes the bordism ring of manifolds witha G-structure on their stable normal bundle. In the case of G = U , thegenus is called a complex genus.
 Landweber exact; Landweber exact functor theorem: A p-typical for-mal group law over a ring R is classified by a map BP∗ → R. The formalgroup law is called Landweber exact if X 7→ BP∗(X)⊗BP∗ R is a homol-ogy theory (the long exact sequence being the crucial point). Landweber’sexact functor theorem characterizes Landweber exact formal group lawsas those for which the images (p, v1, v2, . . . , vn) form a regular sequencefor all n ∈ N0.
 Orientation of a cohomology theory: A G-orientation of a multiplica-tive cohomology theory E with respect to a given a topological structuregroup G over the infinite-dimensional orthogonal group O is a compat-ible orientation of all G-vector bundles on any space with respect toE. This gives rise to a theory of characteristic classes for G-bundlesin E-cohomology. Such an orientation can be described as a map ofring spectra MG → E, where MG denotes the Thom spectrum asso-ciated to BG → BO. Important examples of orientations include theSO-orientation and U -orientations of singular cohomology giving rise toPontryagin resp. Chern classes, the Spin-orientation of real K-theory, andthe String-orientation of TMF . Note that a complex oriented cohomologytheory is the same thing as a cohomology theory with a U -orientation.
 Orientation of a vector bundle for a group G: Given a topologicalgroup G with a morphism G→ O(n), a G-orientation on an n-dimensionalvector bundle V on a space X is a homotopy lift of the map X → BO(n)classifying the bundle V to X → BG. Of particular importance are thegroups U(n), SU(n), SU〈6〉(n), SO(n), Spin(n), String(n). Similarly,a stable G-orientation (where G → O is a group homomorphism to theinfinite orthogonal group) is a lift of the map X → BO classifying thestabilization of V to X → BG.
 Orientation of a vector bundle with respect to a cohomology theory:An orientation of a vector bundle V on a space X with respect to a mul-tiplicative cohomology theory E is a class u ∈ En(XV ), the Thom class,whose restriction to any fiber is a unit in En(Rn) = π0E. Multiplicationby u yields the Thom isomorphism E∗+n(XV ) ∼= E∗(X). The latter canbe described as a homotopy equivalence E ∧XV → ΣnE ∧X between theE-homology of the Thom space XV and the shifted E-homology of X, atthe spectrum level.
 4
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String group: The string group String(n) is a group model of the 6-connectedcover of the orthogonal group O(n). Unlike Spin(n), it is necessarilyinfinite-dimensional.
 σ-orientation: The σ-orientation is the String-orientation of tmf . It is amap of E∞ ring spectra MString → tmf that realizes the Witten genusat the level of homotopy groups.
 Witten genus: The Witten genus of a string manifold M is the image of[M ] ∈ πnMString under the σ-orientation MString → tmf . The q-expansion of the corresponding modular form can be computed as
 ∏i≥0(1−
 qi)n ·∫MA(M)ch(
 ⊗i≥1 SymqiTC), where ch is the Chern character, TC
 is the complexified tangent bundle of M , and, given a vector bundle E,the expression SymtE stands for
 ∑i≥0 t
 iSymiE, a vector bundle valuedformal power series. At a physical level of rigor, the Witten genus can bedescribed as the S1-equivariant index of the Dirac operator on the freeloop space of M .
 4. Misc. tools in stable homotopy
 Adams condition: A technical hypothesis on a homotopy associative ringspectrum E which guarantees the existence of a universal coefficient spec-tral sequence. The condition is that E is a filtered colimit of finite spectraEα, such that the E-cohomology of the Spanier-Whitehead dual E∗DEαis projective over E∗, and for every E-module M , the map
 M∗DEα → HomE∗(E∗DEα,M∗)
 is an isomorphism.Adams spectral sequence: The Adams spectral sequence is a spectral se-
 quence which computes the homotopy groups of the p-nilpotent comple-tion of a spectrum X from its cohomology:
 Es,t2 = Exts,tAp(H∗(X;Fp),Fp) =⇒ πt−s(XHFp
 ),
 where Ap denotes the mod-p Steenrod algebra. The Adams spectral se-quences converges conditionally in the sense of Boardman, implying thatit converges strongly whenever the derived E∞-term vanishes.
 Adams-Novikov spectral sequence (generalized): A (generalized) Adams-Novikov spectral sequence is a variation of the classical Adams spectralsequence where mod-p cohomology is replaced by another (co-)homologytheory. If E is a flat homotopy commutative ring spectrum which is eitherA∞, or satisfies the Adams condition, then (E∗, E∗E) is a Hopf algebroid,and the E-based ANSS takes the form
 E2s,t = Exts,tE∗E
 (E∗, E∗(X)) =⇒ πt−s(XE),
 where XE denotes the E-completion of X and Ext is the derived functorof homomorphisms of E∗E-comodules. The Adams-Novikov spectral se-quence can be seen as a Bousfield-Kan spectral sequence of the tower ofspectra Tot[E•X] whose totalization is the E-completion.
 Descent spectral sequence: The descent spectral sequence associated toa sheaf of spectra F over some space (or Grothendieck site) X computesthe homotopy groups of F(X). Its E2 page is the sheaf cohomology of Xwith coefficient in the homotopy sheaves of F . In the case X = Mell or
 5
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Mell and F = Otop, the structure sheaf for TMF , this spectral sequenceis also called the elliptic spectral sequence.
 Dyer-Lashof algebra: (a.k.a. the big Steenrod algebra). At a prime p, thealgebra of Dyer-Lashof algebra is the algebra that acts on the homotopygroups of any E∞-HFp-ring spectrum.
 Flat ring spectrum: A homotopy commutative ring spectrum E is said tobe flat if E∗E is flat over E∗.
 Goerss-Hopkins obstruction theory: Given a flat homotopy commuta-tive ring spectrum E which satisfies the Adams condition, a homotopycommutative E-complete ring spectrum A, and a simplicial resolutionO• of the commutative operad, the Goerss-Hopkins obstruction defines asequence of obstructions in the Quillen cohomology of simplicial E∗O•-algebras in E∗E-comodules to refining the homotopy commutative ringstructure on E to an E∞-structure. More generally, it gives a frameworkto compute the homotopy groups of the moduli space of E∞-structures interms of the aforementioned Quillen cohomology.
 Homotopy limit, homotopy colimit: The right (resp. left) derived func-tors of limit (resp. colimit) on the category of diagrams in a model cate-gory, with respect to objectwise weak equivalence.
 Hopkins-Miller theorem, Goerss-Hopkins-Miller theorem: The orig-inal Hopkins-Miller theorem states that Morava E-theory En admits anA∞ structure, and a point-set level action by the Morava stabilizer group.Subsequently the A∞ obstruction theory utilized by Hopkins and Millerwas refined by Goerss and Hopkins to an E∞ obstruction theory, resultingin an E∞ version of the Hopkins-Miller theorem commonly referred to asthe Goess-Hopkins-Miller theorem.
 Hypercover: A hypercover is a generalization of the Cech nerve
 ∐Uα ←←
 ∐Uα ×X Uβ ←←
 ← ∐Uα ×X Uβ ×X Uγ · · ·
 of a covering family Uα → X. It can be defined as a simpicial sheaf allof whose stalks are contractible Kan complexes.
 Hyperdescent: A presheaf F satisfies hyperdescent if for any hypercoverU• of X, the value of F on X can be recovered as the homotopy limit ofthe cosimplicial object F(U•).
 Injective model structure: For a model category C and a small categoryI, a model structure of the diagram category CI can often (e.g. for combi-natorial model categories C) be defined by defining weak equivalences andcofibrations levelwise. This model structure is referred to as the injectivemodel structure.
 Jardine model structure: For a model category C and a Grothendiek siteS, the Jardine model structure is a model structure on the category of C-valued presheaves on S. It is the Bousfield localization of the injectivemodel structure, where the weak equivalences are those morphisms thatinduce isomorphisms on homotopy sheaves. In this model structure, thefibrant objects satisfy hyperdescent.
 Morava stabilizer group: The Morava stabilizer group Gn is the auto-morphism group of the unique formal group law of height n over Fp. It is
 6
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a pro-finite group, and it is isomorphic to the maximal order in the centraldivision algebra over Qp with Hasse-invariant 1/n.
 Projective model structure: For a model category C and a small cate-gory I, a model structure of the diagram category CI can often (e.g. forcofibrantly generated C) be defined by defining weak equivalences and fi-brations levelwise. This model structure is referred to as the projectivemodel structure.
 Quillen cohomology: Quillen cohomology is a generalization Andre-Quillencohomology to model categories. If R is an object of a model categoryC, and M is an abelian group in the overcategory C/R, then the Quillencohomology of R with coefficients in M is given by the derived mapsRHomC/R(R,M). If C is the category of simplicial commutative rings,Quillen cohomology reduces to Andre-Quillen cohomology. If C is thecategory of spaces, Quillen cohomology is equivalent to usual singularcohomology (potentially with twisted coefficients).
 θ-algebra: A θ-algebra is a Zp-algebra equipped with operators ψk for allk ∈ Z×p , ψp, and θ. The operators ψk and ψp are ring homomorphisms,
 and the operations ψk give a continuous action of the profinite groupZ×p . The operator ψp is a lift of Frobenius, and the operator θ satisfiesψp(x) = xp + pθ(x). The p-adic K-theory of an E∞ algebra has thestructure of a θ-algebra.
 Type-n spectrum: A (usually finite) spectrum X is said to be of type n(at some given prime p) if its nth Morava K-theory, K(n)∗(X), is nonzerowhile all smaller Morava K-theories are trivial. Every finite spectrum isof type n for some 0 ≤ n <∞.
 5. Important examples of spectra
 bo, bso, bspin, bstring — connective covers of real K-theory: The spec-trum bo (also written ko) denotes connective real K-theory, i.e. the (−1)-connected cover of BO. The spectra bso, bspin, and bstring denote thecovers of bo that are obtained by consecutively killing the next non-zerohomotopy groups: π1, π2, and π4.
 BP — Brown–Peterson spectrum: When localized at a prime p, thecomplex cobordism spectrum MU splits as a wedge of spectra by the so-called Quillen idempotents. The summand containing the unit is calledBP . It is a commutative ring spectrum itself (up to homotopy). The co-efficient ring of BP is BP∗ = Z(p)[v1, v2, . . . ] with |vi| = 2pi− 2. The ringBP∗ classifies p-typical formal group laws; over a torsion-free ring, a formal
 group law is p-typical if its logarithm series is of the form x+∑∞i=1mix
 pi .By a theorem of Cartier, any formal group law over a p-local ring is iso-morphic to a p-typical one.
 BP 〈n〉 — n-truncated Brown-Peterson spectrum: The notationBP 〈n〉stands for anyBP -module spectrum with π∗BP 〈n〉 ∼= BP∗/(vn+1, vn+2, . . . ).They are complex oriented and classify p-typical formal group laws ofheight bounded by n or infinity. The spectrum BP 〈1〉 is the Adams sum-mand of connective K-theory.
 E(n) — Johnson-Wilson spectrum: For a (fixed, not notated) prime p,the ring spectrum E(n) is a Landweber exact spectrum with coefficients
 7
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E(n)∗ = Z(p)[v1, . . . , vn−1, vn, v−1n ] with |vi| = 2pi − 2. Explicitly, E(n)-
 homology can be defined by E(n)∗(X) = BP∗(X)⊗BP∗E(n)∗ for the mapBP∗ → E(n)∗ that sends vi to the class of the same name for i ≤ n andto 0 for i > n. The Lubin-Tate spectrum En can be obtained from E(n)by completing and performing a ring extension; those two spectra belongto the same Bousfield class.
 En or E(k,Γ) — Morava E-theory, aka Lubin-Tate spectrum: For ka field of characteristic p and Γ a 1-dimensional formal group of heightn over k, the Morava E-theory spectrum E(k,Γ) is an E∞-ring spec-trum such that π0E(k,Γ) is isomorphic to the universal deformation ringA(k,Γ) ∼= W (k)[[u1, . . . , un−1]] constructed by Lubin-Tate. Morava E-theory is complex-orientable, even-periodic, and Landweber exact; its as-sociated formal group is the universal deformation of Γ. In the case wherek is the algebraic closure of the field with p elements, the Morava E-theory spectrum E(Fp,Γ) is often abbreviated En. (cf entry on Universaldeformation, and on Witt vectors.) Morava E-theory is closely related toLK(2)TMF , and to the restriction of the sheaf Otop to the locus Mss
 ell ofsupersingular elliptic curves.
 EOn — higher real K-theory: The higher real K-theory spectra are thehomotopy fixed points of the action on the nth Morava E-theory En of amaximal finite subgroup of the Morava stabilizer group. This constructionis a consequence of the Hopkins-Miller theorem. At the primes 2 and 3,there is an equivalence LK(2)TMF ' EO2.
 eo2 — p-local topological modular forms: This is an older name for thep-localization of connective topological modular forms, tmf (p = 2, 3). Itsnotation is in analogy with BO and bo (BO being the periodization of theconnective real K-theory spectrum bo).
 ko, ku, KO, KU , K — K-theory spectra: The spectra ko and ku arethe connective (i.e. (−1)-connected) covers of KO and KU = K. Thespectrum KU of complex K-theory is 2-periodic with (KU)2n = Z×BUand (KU)2n+1
 ∼= U , with one structure map U → Ω(Z × BU) beingthe standard equivalence and the other Z × BU → ΩU given by theBott periodicity theorem. If X is compact, the group KU0(X) can begeometrically interpreted as the Grothendieck group of complex vectorbundles on X. The spectrum KO is the real equivalent of KU . It is8-periodic with coefficients KO∗ = Z[η, µ, σ, σ−1] with |η| = 1, |µ| = 4,|σ| = 8, and 2η = η3 = µη = 0 and µ2 = 4σ.
 K(n) — Morava K-theory: The nth Morava K-theory at a prime p (p isnot included in the notation). K(n) is a complex orientable cohomologytheory whose associated formal group is the height n Honda formal group.The coefficient ring K(n)∗ ∼= Fp[v±1n ] is a Laurent polynomial algebra ona single invertible generator in degree 2(pn − 1). The generator vn ∈π2(pn−1)K(n) is the image of an element with same name in π2(pn−1)MU .
 MU — complex bordism: MU is the spectrum representing complex cobor-dism, the cobordism theory defined by manifolds with almost complexstructures and bordisms between them, with compatible almost complexstructures. MU is a Thom spectrum. MU ∗ is the Lazard ring, whichcarries the universal formal group law.
 8
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MP — periodic complex bordism: MP =∨n∈Z Σ2nMU is the periodic
 version of MU , in which we add an invertible element of degree 2. Thisrepresents periodic complex cobordism.
 MU 〈6〉: The ring spectrum MU 〈6〉 represent cobordism of manifolds withtrivializations of the first and second Chern classes. As a spectrum, itcan be constructed as the Thom spectrum over BU〈6〉, the 6-connectedcover of BU . The spectrum tmf of topological modular forms is orientedwith respect to MU 〈6〉; this orientation corresponds to the unique cubicalstructure on every elliptic curve.
 MO〈8〉 — string cobordism: The ring spectrum MO〈8〉 represents cobor-dism of string manifolds, which are spin manifolds equipped with a trivial-ization of 1
 2p1 ∈ H4(M,Z), the latter being the pullback of the generator
 12p1 ∈ H
 4(BSpin) = Z. As a spectrum, it can be constructed as the Thomspectrum over BO〈8〉, the 8-connected cover of BO. The spectrum tmfof topological modular forms is oriented with respect to MO〈8〉 (this re-fines the MU 〈6〉-orientation of tmf ), and that orientation is a topologicalincarnation of the Witten genus.
 X(n) — Ravenel spectrum: The spectra X(n) are defined as Thom spec-tra of ΩSU(n)→ ΩSU → BU , where the second map is the Bott isomor-phism. They play a role in the proof of the nilpotence theorem and inconstructing a complex oriented theory A = TMF ∧X(4) classifying ellip-tic curves with a parameter modulo degree 5, or equivalently, Weierstrassparameterized elliptic curves.
 6. Commutative algebra
 Adic rings: An adic Noetherian ring A is a topological Noetherian ringwith a given ideal I ⊂ A, the ideal of definition, such that the map A→lim←−A/I
 n is an isomorphism, and the topology on A is the I-adic topology.Adic rings are the local buildings blocks for formal schemes just as ringsare the local buildings blocks for schemes. The functor that assings to anadic ring A, with ideal of definition I, the pro-ring A/In embeds the cat-egory of adic rings, with continuous rings maps as morphisms, as a full sub-category of pro-rings: HomAdic(A,B) ∼= lim←−m lim−→n
 Hom(A/In, B/Jm).
 Andre-Quillen cohomology: The Andre-Quillen cohomology of a com-mutative ring R with coefficients in an R-module M , is defined as a de-rived functor of derivations of R into M , RDer(R,M). This can also beexpressed in terms of the cotangent complex of R, LR, in that there is anatural equivalence RHomR(LR,M) ' RDer(R,M).
 Cotangent complex: (Also called Andre-Quillen homology.) The cotan-gent complex LR of a commutative ring R is the left derived functor ofKahler differentials, Ω1. If the ring R is smooth, then there is an equiva-lence LR ' Ω1
 R.
 Etale morphism: A map of commutative rings S → R is etale if it is flatand unramified. Equivalently, the map is etale if and only if the relativecotangent complex LR|S is trivial and R is a finitely presented S-algebra.The conditions “flat and unramified” essentially mean that the map is alocal isomorphism (perhaps after base-change), and we should think ofetale maps as finite covering maps.
 9
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Flat morphism; faithfully flat morphism: A map of commutative ringsS → R is flat if R is a flat S-module, i.e., the functor R ⊗S (−) is exact.Localizations at ideals are flat. The map is faithfully flat if, additionally,the functor is conservative, meaning that R⊗SM is zero if and only if Mis zero. Adjoining roots of monic polynomials is a faithfully flat operation.
 Kahler differentials: For R a commutative k-algebra, the R-module Ω1R|k
 of Kahler differentials (a.k.a. 1-forms) can be presented as the free R-module on symbols da, a ∈ R, subject to the relations that d(ab) = adb+bda and da = 0 for a ∈ k. There is a natural isomorphism Ω1
 R|k ' I/I2,
 where I is the kernel of the multiplication map R ⊗k R → R. Ω1R|k has
 the important property that it corepresents the functor of derivations;there is a universal derivation R → Ω1
 R|k that induces an isomorphism
 Derk(R,M) ∼= HomR(Ω1R|k,M) for any R-module M .
 Witt vectors: The Witt vector functor associates to a ring R a new ringW (R) which has R as a quotient and acts as a universal deformation inmany cases. In particular, the Witt vectors of a finite field k of char-acteristic p are a complete local ring with residue field k; for instance,W (Fp) ∼= Zp.
 7. Algebraic geometry, sheaves and stacks
 Additive formal group Ga: The additive formal group is the affine 1-dimensional formal group scheme Ga = Spf(Z[[t]]) with comultiplicationgiven by t 7→ t⊗ 1 + 1⊗ t. It is the completion at 0 of the additive groupscheme denoted by the same symbol. Topologically, the additive formalgroup (over a field) arises as the formal group associated with singularcohomology with coefficients in that field.
 Deligne-Mumford compactification: The Deligne-Mumford compactifi-cation of the stack Mg of smooth curves of genus g is the stack Mg
 obtained by allowing certain singularities in those curves: those with atmost nodal singularities, and finite automorphism group. The latter areknown as stable curves.
 Etale topology: This is the Grothendieck topology on the category of schemesin which a family fα : Xα → X is covering if the maps fα are etale andif∐αXα(k)→ X(k) is surjective for every algebraically closed field k.
 etale site (small): Given a scheme (or stack) X, the small etale site of Xis the full subcategory of schemes (or stacks) over X whose reference mapto X is etale, equipped with the etale Grothendieck topology.
 Finite morphism: A morphism of stacks (or schemes) X → Y is finite ifthere is a etale cover SpecS → Y such that SpecS ×Y X = SpecR is anaffine scheme with R finitely generated as an S-module. A morphism isfinite iff it is representable, affine, and proper.
 Finite type: A morphism of stacks (or schemes) X → Y is of finite typeif there is a cover SpecS → Y and a cover SpecR → SpecS ×Y X suchthat R is finitely generated as an S-algebra.
 Formal spectrum Spf: The formal spectrum Spf A of an I-adic Noether-ian ring A consists of a topological space with a sheaf of topological rings(Spf A,O). The topological space has points given by prime ideals thatcontain I, with generating opens Ux ⊂ Spf A the set of prime ideals not
 10
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containing an element x of A. The value of the sheaf O on these opensis O(Ux) = A[x−1]∧I , the completion of the ring of fractions A[x−1] at theideal I[x−1].
 Formal scheme: A formal scheme is topological space with a sheaf of topo-logical rings, that is locally equivalent to Spf A for some adic Noetherianring A. The category of affine formal schemes is equivalent to the oppo-site category of adic Noetherian rings. Formal schemes often arise as thecompletions, or formal neighborhoods, of a subscheme Y ⊂ X inside anambient scheme, just as the completion of a Noetherian ring with respectto an ideal has the structure of an adic ring. Formal schemes embed as afull subcategory of ind-schemes by globalizing the functor that assigns toan adic ring the associated pro-ring.
 Formal group: A formal group is a group object in the category of formalschemes. An affine formal group being the same as a cogroup in the cat-egory of adic rings, it is thus a certain type of topological Hopf algebra.A 1-dimensional (commutative) formal group over a ring R is a (com-mutative) formal group whose underlying formal schemes is equivalent toSpf R[[t]] – sometimes this last condition only etale locally in R.
 Formal group law: A 1-dimensional formal group law over a commutativering R is a cocommutative cogroup structure on R[[t]] in the categoryof adic R-algebras. I.e., it has a commutative comultiplication R[[t]] →R[[t]]⊗RR[[t]] ∼= R[[x, y]]. This comultiplication is determined by theformal power series that is the image of the element t, so formal grouplaws are often specified by this single formal power series. A 1-dimensionalformal group law is equivalent to the data of a formal group G togetherwith a specified isomorphism G ∼= Spf R[[t]], i.e., a choice of coordinate ton G.
 Grothendieck site: A category with a Grothendieck topology.Grothendieck topology: A Grothendieck topology on a category C – some-
 times also called a Grothendieck pretopology – consists of a distinguishedclass of families of morphisms Xα → X, called a covering families, sub-ject to the following conditions: 1. base changing a covering family alongany map Y → X should remain a covering family, 2. if Xα → X is acovering family and for every α, Xβα → Xα is a covering family, thenthe family of composites Xβα → X should also be a covering family. Aprimary example is the etale topology on the category of schemes.
 Group scheme: A group scheme is group object in the category of schemes.Algebraic groups, such as GLn or SLn, form a particular class of groupschemes. Elliptic curves and, more generally, abelian varieties are alsogroup schemes.
 Height: For a homomorphism of formal groups defined over a field of char-
 acteristic p > 0, say f : G → G′, f may be factorized G(−)p
 n
 −−−−→ G → G′
 through a pn power map, i.e. the n-fold iteration of the Frobenius endo-morphism of G. The height of the map f is the maximum n for whichsuch a factorization exists, and is ∞ exactly when f = 0. The height ofa formal group G is defined as the height of the multiplication by p-map[p] : G→ G.
 11
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Hopf algebroid: A (commutative) Hopf algebroid A is a cogroupoid objectin the category of commutative rings, just as a commutative Hopf algebrais a cogroup object in the category of commutative rings. In other words,if A0 is a commutative ring, the additional structure of a Hopf algebroidon A0 is a choice of lift of the functor Hom(A0,−) : Rings → Sets to thecategory of groupoids: A0 corepresents the objects of the groupoid, andthe extra structure provided by the lift amounts to having another ring A1
 that corepresents the morphisms, together with the data of various mapsbetween A0 and A1. For a ring spectrum E, the pair (E∗, E∗E) frequentlydefines a Hopf algebroid. Every Hopf algebroid A = (A0, A1) has anassociated stack, MA, defined by forcing the groupoid-valued functor tosatisfy descent. In the example of A = (MP0,MP0MP ), where MP isperiodic complex bordism, the associated stack MA is the moduli stackof formal groups, MFG.
 Hopf algebroid comodule: For a Hopf algebroid A, there is a notion ofan A-comodule M , which is roughly a left A1-comodule in the category ofA0-modules. The category of A-comodules is equivalent to the categoryof quasicoherent sheaves on the associated stack MA.
 Hopf algebroid cohomology: The nth cohomology of a Hopf algebroidA = (A0, A1) with coefficients in an A-comodule M is the nth derivedfunctor of the functor that sends M to Hom(A0,A1)(A0,M).
 Moduli stack of formal groups, MFG : The R-valued points of the stackMFG are the groupoid of formal groups over R and their isomorphisms.The stack MFG is the stack associated to the Lazard Hopf algebroid(L,Γ) = (MP0,MP0MP). The invariant differential on a formal groupdefines a line bundle ω on MFG , and the E2-term of the Adams-Novikovspectral sequence can be understood as the stack cohomology group Es,2t2 =Hs(MFG , ω
 t).Moduli space of formal group laws, MFGL: A formal group law is a
 formal group along with a choice of coordinate. The moduli space offormal group laws is the scheme Spec(L), where L = MP0 is the Lazardring.
 Multiplicative formal group Gm: The multiplicative formal group is theaffine 1-dimensional formal group scheme Gm = Spf(Z[[t]]) with comulti-plication given by t 7→ t ⊗ 1 + 1 ⊗ t + t ⊗ t. It is the completion at 1 ofthe multiplicative group scheme Spec(Z[u, u−1]). Topologically, the multi-plicative formal group arises as the formal group associated with complexK-theory.
 p-divisible group: (Also called Barsotti-Tate groups.) An algebraic groupG is a p-divisible group of height n if: the multiplication map pi : G→ G
 is surjective; the group G[pi] : Ker(Gpi−→ G) is commutative, finite, and
 flat of rank pni; the natural map lim−→G[pi]→ G is an isomorphism. Every
 elliptic curve C defines an associated p-divisible group C[p∞] := lim−→C[pi],
 where C[pi] is the kernel of pi : C → C. The Serre-Tate theorem relatesthe deformation theory of the elliptic curve to that of its p-divisible group.
 Proper morphism: A morphism of stacks X → Y is proper if the followingtwo conditions hold. 1. (separated): For any complete discrete valuationring V and fraction field K and any morphism f : SpecV → Y with lifts
 12
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g1, g2 : SpecV → X which are isomorphic when restricted to SpecK, thenthe isomorphism can be extended to an isomorphism between g1 and g2.2. (proper): for any map SpecV → Y which lifts over SpecK to a map toX, there is a finite separable extension K ′ of K such that the lift extendsto all of SpecV ′ where V ′ is the integral closure of V in K ′.
 Relative-dimension-zero morphism: A representable morphism X → Yof stacks (or schemes) has relative dimension zero if all of its fibers haveKrull dimension 0.
 Relative Frobenius: If S is a scheme over Fp and X → S a map ofschemes, there are compatible absolute Frobenius maps F : S → S andF : X → X obtained locally by the pth power map. The relative Frobe-nius FS/X : X → X(1) = X ×S S is the corresponding map into the fiberproduct, which is taken using the projection X → S and the absoluteFrobenius S → S.
 Representable morphism: A morphism of stacks f : X → Y is repre-sentable if for any map SpecR → Y , the fiber product SpecR ×Y X isrepresentable, i.e., it is equivalent to a scheme. It is called representableand affine, if in addition all the schemes SpecR×Y X are affine.
 Stack: A stack is a groupoid-valued functor F on the category of commuta-tive rings that satisfies descent. The descent property is a generalizationof the sheaf property. It says that whenever Spec(R) → Spec(S) is anetale cover, the diagram
 F(R⊗S R⊗S R) ←←← F(R⊗S R) ←← F(R)← F(S)
 exhibits F(S) as a 2-categorical limit. A standard example is the stackBG, that assigns R the groupoid of principal G-bundles over Spec(R).Another standard example is the stackMell , than assigns R the groupoidof elliptic curves over R.
 Stack, Deligne-Mumford: A Deligne-Mumford stack is a stack that islocally affine in the etale topology. That is, it is a stack X for which thereexists an etale cover SpecR → X by an affine scheme. One often alsoimposes a quasicompactness condition. Deligne-Mumford stacks are themost gentle kinds of stacks and almost all notions that make sense forschemes also make sense for Deligne-Mumford stacks.
 Universal deformation (of a formal group): Fix a perfect field k of pos-itive characteristic p, e.g. k could be any finite or algebraically closed field,and a formal group Γ over k of finite height 1 ≤ n <∞. For every Artinlocal Ring R with residue field k, a deformation of Γ to R is a formal group
 Γ over R together with an isomorphism (Γ) ⊗R k ' Γ. Lubin and Tatedetermine the deformation theory of Γ by showing that there is a completelocal ring Runiv such that for every R as above, the set of isomorphismcalsses of defomations of Γ to R naturally biject with continous ring ho-momorphisms from Runiv to R. Even more, they prove that Runiv is non-canonically isomorphis to a power series ring Runiv 'W (k)[[u1, . . . , un−1]]over the ring of Witt vectors of k.
 13
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8. Elliptic curves and their moduli
 Discriminant: The discriminant of the elliptic curve y2 + a1xy + a3y =x3 + a2x
 2 + a4x+ a6 is given by ∆ = −b22b8 − 8b34 − 27b26 + 9b2b4b6, whereb2 = a21+4a2, b4 = 2a4+a1a3, b6 = a23+4a6, b8 = a21a6+4a2a6−a1a3a4+a2a
 23−a24. Over a field, the discriminant vanishes if and only if the elliptic
 curve is singular.Elliptic curve: An elliptic curve C over a ring R is a smooth, projective
 curve of genus one together with a marked point, i.e., a map SpecR→ C.An elliptic curve has a natural group structure, which can be completedto give a formal group over R.
 Elliptic curve, generalized: An algebraic geometer would mean a curvelocally given by a Weierstrass equation with one of ∆ and c4 not van-ishing at any given point of the base; this is the notion origianlly coinedby Deligne and Rapoport and these curves assemble into a proper andsmooth Deligne-Mumford stack Mell of relative dimension one over Z.In topology, we consider even more generalized curves: all those given lo-cally by Weierstrass-equation. The resulting stack over Z is not a Deligne-Mumford stack anymore but an Artin-stack, because the additional curvey2 = x3 admits non-trivial infinitesimal automorphisms. This point isthe only one carrying an additive formal group law which makes it ofoutstanding topological interest since it is the only point which “knows”about singular (mod p) cohomology.
 Elliptic curve, ordinary: An ordinary curve is an elliptic curve over a fieldof characteristic p > 0 whose associated formal group law has height 1.
 Elliptic curve, supersingular: A supersingular curve is an elliptic curveover a field of characteristic p > 0 whose associated formal group law hasheight 2.
 Hasse invariant: For a fixed prime p, the Hasse invariant is a global sectionH ∈ H0(Mell ⊗Z Fp, ωp−1), i.e. a mod p modular form of weight p − 1.It admits a lift to characteristic 0 (as an Eisenstein series) exactly if p 6=2, 3. The vanishing locus of H are the super-singular points (all withmultiplicity 1).
 Invariant differentials/canonical bundle: The canonical bundle ω over
 Mell (or Mell, or M+
 ell) is the sheaf of (translation invariant) relativedifferentials for the universal elliptic curve over Mell . The stalk of ω atan elliptic curve C ∈ Mell is the 1-dimensional vector space of Kahlerdifferentials on C. The sections of ω⊗2k over Mell are modular forms ofweight k (for odd n, the line bundle ω⊗n has no sections).
 j-invariant: The j-invariant of the elliptic curve y2 + a1xy + a3y = x3 +a2x
 2 + a4x + a6 is given by (b22 − 24b4)3/∆, where b2, b4, and ∆ are asabove. Over an algebraically closed field, the j-invariant is a completeisomorphism invariant of the elliptic curve. More geometrically, the j-invariant is a map Mell → P1
 Z which exhibits the projective line as thecoarse moduli space of the Deligne-Mumford compactification of Mell .
 Level structure: A level structure on an elliptic curve C can refer to ei-ther: 1. (a Γ(N)-structure) an isomorphism between (Z/N)2 and thegroup C[N ] of N -torsion points of C. 2. (a Γ1(N)-structure) an injective
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homomorphism Z/N → C[N ]. 3. (a Γ0(N)-structure) a choice of sub-group of C[N ] that is isomoprhic to Z/N . Moduli spaces of elliptic curveswith level structures provide examples of stacks over Mell (or Mell) onwhich one can evaluate Otop, the structure sheaf for TMF .
 Modular form; weight: A modular form of weight k is a section of ω⊗2k
 overMell . When restricted to a formal neighborhood of the multiplicativecurve Gm ∈Mell , the canonical bundle ω trivializes, and one can identifya modular form with an element of Z[[q]].
 Moduli stacks of elliptic curves:Mell: Also denoted M1,1 in the algebraic geometry literature. The
 moduli stack of smooth elliptic curves.Mord
 ell : The substack of the moduli stack of elliptic curvesMell over Fpconsisting of ordinary elliptic curves, whose associated formal grouphas height one. The coarse moduli spaceMord
 ell at a prime p is a diskwith punctures corresponding to the number of supersingular ellipticcurves at p.
 Mssell: The substack of the moduli stack Mell over Fp consisting of su-persingular elliptic curves, whose associated formal group has heighttwo. At a prime p, Mss
 ell is a disjoint union of stacks of the formBG = ∗/G, where G is the group of automorphisms of a supersin-gular elliptic curve. Thus, the associated coarse moduli space is adisjoint union of points.
 Mell: The moduli stack of elliptic curves, possibly with nodal singu-larities. This is the Deligne-Mumford compactification of the modulistack of smooth elliptic curves Mell.
 MWeier : (also denoted M+
 ell) The moduli stack of Weierstrass ellipticcurves, associated to the Weierstrass Hopf algebroid. Includes curveswith both nodal and cuspidal singularities.
 Serre-Tate theorem: The Serre-Tate theorem relates the deformation the-ory of an elliptic curve to that of its associated p-divisible group. As a con-sequence, if C is a supersingular elliptic curve, then the mapMell →MFG
 induces an isomorphism of the formal neighborhood of C inMell with the
 formal neighborhood of the associated formal group C inMFG. More gen-erally, there is a map fromMell to the moduli stack of p-divisible groups,and this induces an isomorphism of a formal neighborhood of any ellipticcurve C with the formal neighborhood of the point given by the associ-ated p-divisible group C[p∞]. Remark that the p-divisible group C[p∞](which governs the deformation theory of C) is formal if and only if C issupersingular.
 Weierstrass curve, Weierstrass form: A Weierstrass curve (or a curvein Weierstrass form) is an affine curve with a parametrization of the form
 y2 + a1xy + a3y = x3 + a2x2 + a4x+ a6,
 or its projective equivalent. A Weierstrass curve defines an elliptic curveif and only if its discriminant, a polynomial of the ai, is invertible. Overa field, any elliptic curve can be expressed in Weierstrass form by theRiemann-Roch theorem. More generally, this is true Zariski-locally overany ring, i.e. if R is a ring and C/R is an elliptic curve, there exist
 15
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elements r1, . . . , rn ∈ R such that r1 + . . . + rn = 1 and for every i, theelliptic curve C ⊗R R[ 1
 ri] admits a Weiserstrass equation.
 9. Spectra of topological modular forms
 Elliptic spectrum: A triple (E,C, α) where E is a weakly even periodic
 ring spectrum, C is an elliptic curve over π0E, and α : GE∼=−→ C is an
 isomorphism between the formal group of E and the formal group of C.Elliptic spectral sequence: This can refer to any one of the following
 spectral sequences: Hq(Mell , ωp)⇒ π2p−q(TMF ), Hq(Mell , ω
 p)⇒ π2p−q(Tmf ),
 and Hq(M+
 ell , ωp) ⇒ π2p−q(tmf ). The first two are examples of descent
 spectral sequences. The last one is the Adams-Novikov spectral sequencefor tmf , and it is not a descent spectral sequence.
 Otop, the structure sheaf for TMF : is a sheaf of E∞-ring spectra on thesmall etale site of Mell, i.e., the site whose objects are stacks equippedwith an etale map Mell, and whose covering families are etale covers(strictly speaking, this is a 2-category, by it is actually equivalent to a
 1-category). The corresponding sheaf over the stack M+
 ell does not seem
 to exist, but if it existed its value on M+
 ell would be tmf .TMF , periodic topological modular forms: The spectrum TMF is the
 global sections of the sheaf Otop of E∞-ring spectra over Mell. In otherwords, it is the value of Otop onMell. SinceMell is the open substack ofMell where the discriminant is invertible, there is a natural equivalenceTMF ' Tmf [∆−1] (TMF is also equivalent to tmf [∆−1]). Note thatthis is a slight abuse of notation: it is better to write Tmf [(∆24)−1] (andtmf [(∆24)−1]), as only ∆24 ∈ π576(Tmf ) survives the descent spectralsequence.
 Tmf : This is the global section spectrum of the sheaf Otop on Mell. Inpositive degrees, its homotopy groups are rationally equivalent to thering Z[c4, c6,∆]/(c34 − c26 − 1728∆) of classical modular forms. The neg-ative homotopy groups of Tmf are related to those in positive degree byπ−nTmf ∼= Free(πn−21Tmf )⊕ Tors(πn−22Tmf ).
 tmf , connective topological modular forms: This is the connective coverof the spectrum Tmf of global sections of Otop on Mell. Its homotopygroups are rationally equivalent to the ring Z[c4, c6,∆]/(c34 − c26 − 1728∆)of classical modular forms. Apart from its Z-free part, π∗(tmf ) also con-tains intricate patters of 2- and 3-torsion, that approximate rather wellthe K(2)-localizations of the sphere spectrum at those primes.
 TMF , localizations of: The K(1)-localization LK(1)TMF is the spectrum
 of sections ofOtop over the ordinary locusMordell , while theK(2)-localization
 LK(2)TMF is the spectrum of sections of Otop over the supersingular lo-cus Mss
 ell. The latter is a product of various quotients of the Lubin-Tatespectra E2, indexed by the finite set of isomorphism classes of supersingu-lar elliptic curves. At the primes 2 and 3, there is only one supersingularelliptic curve, and LK(2)TMF ' EO2.
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