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Exercises from Vakil

Ian Coley

February 6, 2015

2 Sheaves

2.1 Motivating example: The sheaf of differentiable
functions

Exercise 2.1.A.Show that the only maximal ideal of the germ of
differentiable functions O p   is  m p,
the idealof functions vanishing at  p.

Solution.We take for granted that  m p   is
maximal. We will show that O× p  
= O p \m p. Suppose thatf  ∈
O p does not vanish at p, and
say f ( p) = α. Then since f  is
differentiable, it is continuous,so it is nonzero in some
neighbourhood U  of  p.
Let K  ⊂ U  be a compact neighbourhood
of  p,which exists since we are working in locally
Euclidean space. Then we may define  g  :
 U  → Rby

g(x) = 1/f (x)   x ∈ K 0   x ∈
U  \ K  .We see that  g(x) is certainly
continuous in  K , but it may not be differentiable
if  f (x) = 0somewhere in K . However in
this case, we must shrink  U  and try again until we
get it right.(CHECK) Having established that, we may define  g
 on an open subset of  p ∈ K  to
obtainthe appropriate germ.

Exercise 2.1.B.Prove that  m p/m

2 p  is naturally isomorphic to the cotangent space at
 p  as an  R-module.

Solution.

We would like to establish the exact sequence

0 → m2 p → m p → T ∗ p
X  → 0.

The first map is clearly given by inclusion, but the second map
is not as obvious. We willtake a function f  and
send it to its derivation  df , which is a member of the
cotangent space.This map  d   is surjective by facts from
differential geometry. It is clear that  m2 p ⊂
 ker d  byLeibniz’ rule:   d(f 2) = 2f
df , so  d(f 2) p  = 0 since
 f ( p) = 0. (TO BE FINISHED)
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2.2 Definition of sheaf and presheaf 

Exercise 2.2.A.Prove: a presheaf is the same thing as a
contravariant functor.

Solution.This is reasonably clear. Suppose we have a
contravariant functor   F   : X → C,
where Cis some (concrete) category and X  the
category associated to a topological space  X . Thenwe
know that given an inclusion   i   :  V  ⊂
 U , we have a morphism   F (i) :  
F (U ) →   F (V ).Further, if we have
the identity inclusion idU   : U  ⊂
 U , then   F (idU ) :
F (U ) → F (U ) mustalso be the identity.
Further, we know that   F  respects (and reverses)
compositions. This isall the data that we needed.

Exercise 2.2.B.Show that the following are presheaves on C but
not sheaves: (a) bounded functions and (b)holomorphic functions
admitting a holomorphic square root.

Solution.It is clear that both are presheaves by the same
reasoning that differentiable functions werea presheaf; functions
can be restricted. For (a), we see this is not a presheaf since it
violatesthe gluability axiom. Suppose we have any open cover
of  C  by bounded open sets. Definef i :
 U i → C be given by f i(x) = |x|.
Then on any U i, we have a bounded function. However,we
cannot glue all these functions together, since eventually |x|
→ ∞.

For (b), since he’s said this exercise is unimportant and I’m
not sure what a holomorphicsquare root is, I will skip it.

Exercise 2.2.C.

The identity and gluability axioms may be rephrased to say
that  F 

(i U i) is what limit?Solution.We need   F (

i U i) to be the limit of the diagram   J  
with objects   F (U i) and maps the

restriction maps resU i,U j . Let   U  
= 

i U . If this is the case, then the universal propertyof
limits tells us that, given two   f, g ∈  
F (U ) which restricts onto each of the   U i
  in theappropriate way, we have a unique morphism  
F (U ) → F (U ) sending  f  
to g .

f  ∈ F (U )

J 

g ∈ F (U )

res

res

Since the identity map works for this unique morphism, this must
be our choice, so  f   = g .This proves
identity. Gluability follows from the existence of the limit at
all, i.e. there issome element in   F (U )
restricting to each of the   F (U i) in the
appropriate ways.

Exercise 2.2.D.

2
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(a) Verify that differentiable functions, continuous functions,
smooth functions, and ordi-nary functions are shaves on a manifold
 X  ⊂ Rn.

(b) Show that real-valued continuous functions on (open sets of)
a topological space   X form a sheaf.

Solution.We assume that everything is a presheaf already. The
method for (b) will also work for (a),so we will just do that.

In a topological space, we do not have coordinate charts, but
everything works fine still.The identity axiom is clear. The
gluability axiom also works since the function obtained bygluing is
still continuous. If we were dealing with smooth functions on a
manifold, then theresult would still be smooth, as the functions
are glued together on open sets and not onclosed sets (where we
might have problems).

Exercise 2.2.E.

Let   F (U ) be maps from  U  to a
set  S  that are locally constant. Show that this is
a sheaf.

Solution.We take the description that   F (U ) is
the set of continuous maps   U  →   S ,
where   S   isendowed with the discrete topology.
This is clearly a presheaf, so we need only check that itis a
sheaf. But this is clear, as the identity axiom is trivial and the
gluability axiom followsby the following: glue together
 f i   :  U i →  S  
into one function   f   :   U  →
  S . Then for each

 p ∈ U , choose the constant open neighbourhood around
 p  to be the one guaranteed to existin
 U i ⊂ U .

Exercise 2.2.F.

Suppose  Y   is a topological space. Show that
“continuous maps to  Y ” form a sheaf of setson
 X .

Solution.That it is a presheaf and the identity axiom are
obvious. To test gluability, suppose thatwe have an appropriate
cover {U i}i∈I  and functions  f i
  :  U i →  Y . Define
 f   :  U  →  Y   in
theobvious way. Then let  V  ⊂  Y  
be an open set. We know that f −1i   (V ) is
open in  U i   for alli ∈ I . Thus

f −1(V ) =i∈I 

f −1i   (V )

is still open, since an open subset of an open subset is still
open in  U . Hence the function iscontinuous. We can
apply this proof to the above cases.

Exercise 2.2.G.

(a) Suppose we are given a continuous map µ :
 Y  → X . how that “sections
of  µ” form asheaf.

(b) Suppose that  Y   is a topological group.
Show that continuous maps to  Y   form a
sheaf of  groups .

3
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Solution.

(a) The identity axiom is clear as it ever was, since sections
are a type of continuousfunctions to a topological space. Suppose
now that we have our set {si   :  U i →
 Y }.Glue together the functions in the necessary way to
create  s  :  U  →  Y . Then we
needs   to be injective to be left invertible, but this is
easily the case. Suppose s( p) =  s(q )

with   p =   q . Then  p   and
  q   cannot lie in the same   U i, since
the   si   are all injective.Therefore let p ∈
U i  and q  ∈ U  j. We could not
have (µ ◦ s)( p) = (µ ◦ s)(q ) since p
 andq  lie in different open sets, which implies
that  s( p) = s(q ), a contradiction.

(b) We can put a group structure on the set of continuous maps
by pointwise multiplication.The presheaf axioms are still clearly
satisfied, and the identity element of any F (U ) isthe
constant map sending every element to  eY , so we have a
contravariant functor tothe category of groups. There is no reason
any of the other axioms should fail becausewe have added the rest
of this structure, and indeed they do not.

Exercise 2.2.H.Suppose  π   : X  →
 Y   is a continuous map, and   F  
is a presheaf on  X . Then define  π∗F  
byπ∗F (V ) = F (π

−1(V )), where V  ⊂ Y   is open.
Show π∗F   is a presheaf on  Y , and is a
sheaf of   F   is.

Solution.If we have such a presheaf, then we can define the
restriction maps in the following way: letU  ⊂
 V  ⊂  Y   be open subsets. Then
since π−1(U ) =  U  and  π−1(V ) =
 V  are open subsetsin  X   satisfying
 U  ⊂  V , there is a restriction map  r :
  F (V ) →   F (U ). As such, we
canconstruct the restriction map   r   :  
π∗F (V )

 →  π∗F (U ) with this in the only sensible
way.

Thus we have a presheaf structure on  π∗F .
If   F   is a sheaf, then taking 2.2.C,
everythingstill works out fine.

Exercise 2.2.I.Suppose π  :  X  →
Y  is a continuous map, and F  is a sheaf of
sets on  X . If  π( p) = q ,
describethe natural morphism of stalks (π∗F )q →
F  p.

Solution.We will take the definition of the stalk as a colimit.
We have that

(π∗F )q  = lim−→

π∗F (U ) = lim−→

F (π−1(U ))

Since each  U   is an open set containing
 p, we have the natural map we wanted by the mapinduced
by π −1(U ) → U , i.e.   π  itself.

Exercise 2.2.J.If (X, OX ) is a ringed space, and  
F   is an OX -module, describe for each
 p ∈  X   how   F  p  
isan OX,p-module.

4
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Solution.We have that

OX,p  = lim−→

OX (U ) and   F  p  = lim−→

F (U ).

Each   F (U ) has a well-defined structure as
a OX (U )-module. Further,
if  V  ⊂  U , we canturn

  F (U ) into a OX (V )-module by
moving forward in the limit diagram, since we knoweverything must
commute.

2.3 Morphisms of presheaves and sheaves

Exercise 2.3.A.If  φ  : F  →
G  is a morphism of sheaves on
 X  and p ∈ X , described an induced
morphism of stalks φ p  : F P  →
G  p.Solution.Since we have, for  p ∈
U  open,

F  p  = lim−→

F (U ),

we can define   φ p   by elements by appealing to
  φ(U ) :   F (U ) →  
G (U ). Taking the germdefinition, can take a
representative for an equivalence class (f, U ) and map it
according toφ(U ), same as above.

Exercise 2.3.B.Suppose  π  :  X  →
 Y   is a continuous map of topological spaces. Show
that the pushforwardgives a functor  π∗ :
 SetsX  → SetsY , where Sets is an
arbitrary choice.Solution.We have seen that the pushforward gives
us a map of objects, but we need to check that it

respects morphisms. Let   F , G  ∈
SetsX , and let  φ  : F  → G  be
a sheaf morphism. Then wesee that  π∗φ  must fit in the
diagram below (for every open set (U)):

F   φ−−−→   G 

π∗

  π∗π∗F 

  π∗φ−−−→   π∗G Dissecting this, suppose we have
an element   α ∈   π∗F (U ) =  
F (π−1(U )). Then we musthave  π∗φ(U )(α) =
 φ(π

−1(U ))(α), which is an element of  
G (π−1(U )). Hence under π∗   it issend to an
element of  π∗G (U ), as required. It is clear
from this description that if  φ  is the

identify on   F   that  π∗φ  is the
identity on  π∗F  so we are done.

Exercise 2.3.C.Suppose   F   and  
G  are two sheaves of sets on  X , though it
suffices they be presheaves.
LetH  om  (F , G ) be the collection
of data

H  om  (F , G )(U ) :=
Mor(F |U , G |U ),where
 F |U  is the restriction
of  F  to the open set  U . Show that
this is a sheaf of sets on  X .

5
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Solution.Let us look at H  om  (F ,
G ) as a functor X  → Sets. Given an
inclusion V  ⊂ U , we can definethe following
map on the morphism sets: if  f   :
F |U  → G |U , then we have a natural
restrictionof   F |U   to  
F |V , which will in turn map onto  
G |V . This is how we map  
H  om  (F ,
G )(U ) →H  om  (F ,
G )(V ). This gives us a presheaf structure on  
H  om  (F , G ). The sheaf axioms

follow from the limit definition of sheaf axioms on  
F   and   G . The  
H  om     functor that wecould develop
now, but Vakil hints will be developed soon after, should commute
properlywith limits.

Exercise 2.3.D.(a) If   F   is a sheaf of
sets on  X , then show that  
H  om  ({ p}, F ) ∼=  
F , where { p}   is the

constant sheaf associated with the one element
set { p}.(b) If F   is a sheaf of abelian
groups on X , then show that
H  om  AbX (Z, F )

∼= F  as sheavesof abelian groups.

(c) If   F   is an O

X -module, then show that  
H  om  OX (O

X , F ) ∼

=   F   as sheaves of  O

X -modules.

Solution.For (a), we need to check what is happening on any open
set U  ⊂ X . Consider
H  om  ({ p}, F )(U ).We
have

H  om  ({ p}, F )(U ) =
Mor({ p}|U , F |U ) = {φ : { p} →
F (U )} ∼= F (U ).The Mor set is just the
inclusion of one point into F (U ), so these are
isomorphic as sets. Asdescribed above, given
 V  ⊂ U , the restriction maps would then
just map  φ : { p} → F (V ),and
the identity and gluability should follow easily too.

We are now going to generalise the above, since all we are
considering is the sheaf basedaround the object in a category
representing the identity functor. We can address (b) and
(c)simultaneous by generally considering sheaves
of  R-modules. In general, HomR-Mod(R, M )
∼=M   as R-modules. Therefore we have for every open
 U ,

H  om  R-ModX (R, F )(U ) =
{φ :  R → F (U )} ∼= F (U ).Applying
this to the case of  R  = Z, OX   is what
we want.Exercise 2.3.E.Check that, for a morphism of presheaves of
abelian groups  φ  : F  → G , kerpre
φ is a presheaf.

Solution.To write down what this object actually is, we have
(kerpre)φ(U ) := ker(φ(U ) :  
F (U ) →G (U )). We will take Vakil’s hint
and use the diagram, for  V  ⊂ U ,

0 −−−→   kerpre φ(U ) −−−→  
F (U )   φ(U )−−−→   G (U )?

  resU,V     resU,V  0 −−−→
  kerpre φ(V ) −−−→   F (V )  
φ(V  )−−−→   G (V )

6
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The map ? should be the restriction map for kerpre φ   if
we manage to endow it with apresheaf structure. Indeed, we can take
resU,V   and restrict its domain to kerpre φ(U ),
butit is not clear that it lands in kerpre φ(V ). However, we
have   α ∈   kerpre φ(U ), we haveφ(U )(α)
= 0, hence resU,V  ◦φ(U )(α) = 0 as well. By
commutativity,  φ(V ) ◦ resU,V (α) = 0,whence
resU,V (α)

∈ker φ(V ) as we wanted.

Exercise 2.3.F.Show that the presheaf cokernel cokerpre
φ satisfies the universal property of cokernels.

Solution.This is clear when we look at what is happening on open
sets. In that case, we have thepicture

F (U )   G (U ) cokerpre φ(U )
0.

0

φ   p(U )

Suppose that we had some sheaf   T   
and   F    φ→ G    q→ T   
with  q ◦ φ = 0. Then on every openset, we have the
picture

F (U )   G (U ) cokerpre φ(U )

T  (U )

0

0

φ(U )

q(U )

 p(U )

∃!

Since cokerpre φ(U ) is the cokernel
of  φ(U ), we have a unique map shown above. This
allowsus to define a unique map cokerpre φ → T   
globally.

Exercise 2.3.G.Show (or observe) that for a topological space
  X   with open set   U ,  
F   →   F (U ) gives afunctor from
presheaves of abelian groups on  X ,
 AbpreX   , to  Ab. Show that this functor
isexact.

Solution.We have now taken for granted that  AbpreX 
  is an abelian category, otherwise this questionwould make no
sense. Also, I have observed the fact above, so we move on to
exactness.

Suppose that0 → F    a−→ G    b−→
H   → 0

is an exact sequence of abelian group presheaves on
 X . Since  a  and  b  are defined on
opensets, this means that

0 → F (U )   a(U )−→ G (U )  
b(U )−→ H  (U ) → 0must still be exact. That is
all that we wanted to show.

7
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Exercise 2.3.H.Show that a sequence of presheaves 0 →
F 1 → F 2 → · · · → F n → 0 is
exact if and only if 0 → F 1(U ) → F 2(U )
→ · · · → F n(U ) → 0 is exact for all  U .

Solution.

I think based on Vakil’s statement that  Homological
algebra (exact sequences and so forth)works, and also “works open
set by open set”   makes this trivial. The forward direction
isobvious (and we have been using it this entire time), and we can
build up the appropriatekernels and cokernels to show exactness
open set by open set.

Exercise 2.3.I.Suppose  φ :   F  →
  G   is a morphism of sheaves. Show that the
presheaf kernel kerpre φ   is infact a sheaf. Show that it
satisfies the universal property of kernels.

Solution.As the problem suggests, assuming that kerpre φ is
a sheaf, then it must satisfy the universal

property as  AbX   is a full subcategory
of  AbpreX   .To show it is a sheaf, we just
need to figure out identity and gluability. Since kerpre φ  
is

a subobject of   F , we know exactly how to do
this.

Exercise 2.3.J.Let  X   be  C   with
the classical topology, and let  Z  be the constant sheaf
on  X   associatedto  Z, OX  the
sheaf of holomorphic functions, and   F  the
presheaf of functions admitting aholomorphic logarithm. Describe an
exact sequence of presheaves on X 

0 → Z → OX  → F  → 0

where  Z → OX   is the natural inclusion
and OX  →   F   is given by
 f   →  exp(2πif ). Showthat  
F   is not  a sheaf.

Solution.The natural inclusion is clearly injective. Suppose a
function g ∈ F (U ) admits a
holomorphiclogarithm log g. Then we may let f   =
  12πi log g ∈ OX (U ). The map is
surjective on opensets, so is overall surjective.

Suppose exp(2πif ) = 0 identically on  U . Then
we must have f (z ) ∈  Z   for all
 z  ∈  U ,hence f  comes
from the inclusion  Z(U ) → OX (U ). This
proves exactness.

We are told that F  does not satisfy gluability, so we
check this. If we let  Dr  be the openunit disc centred
at the origin of radius  r,
let U  = D2

\D1, an open annulus. Take an open

cover of  U   by

A = {(x, y) ∈ U   : x ∈ (−1.5, 2)}, B
 = {(x, y) ∈ U   : x ∈ (−2, 1.5)}.

Let  f A, f B  be the constant function.
Since on both these sets we may make a branch cuteither along arg
z  = 0 or arg z  =  π  to define a
holomorphic logarithm, but it cannot be doneon the entire annulus,
so gluability fails.

8


	
8/16/2019 vakil Solutions.pdf

9/69

2.4 Properties determined at the level of stalks, and
sheafification

Exercise 2.4.A.Prove that a section of a sheaf of sets is
determined by its germs, i.e., the natural map

F (U )→ p∈U  F  p

is injective.

Solution.According to the hints, we will need only the identity
axiom to prove this. First, the naturalmap  f  
above maps an element   α ∈   F (U ) to
its germ (α, U ) over  p. Indeed, this map isinduced by
the restriction map from F (U ) to some F (V )
for some neighbourhood p ∈ V  p ⊂U . Since
the identity axioms tells us that two sections in
 F (U ) restricting identically to anopen cover
of  U  (which we have here) are in fact equal,
this proves injectivity.

Exercise 2.4.B.Show that supp s := { p ∈ X  
: s p = 0 in   F  p}   is a
closed subset of  X .

Solution.We will show its complement is open. Suppose that we
have  p ∈  X  so that  s p
 = 0 in   F  p.Then there must be some
neighbourhood  V   of  p  so that
 s|V   = 0 constantly. Therefore s  
islocally constantly 0, so { p ∈ X  
: s p = 0}  is open.

Exercise 2.4.C.Prove that any choice of compatible germs for a
sheaf of sets   F   over  U   is the
image of asection of   F   over
 U .

Solution.We are pushed towards using gluability. Suppose that we
have such a bunch of compatiblegerms. Then from the definition, we
obtain an open cover {U  p} of  p
 and sections s p  so thatwe have sections
(s p, U  p). Then we may glue these together to
obtain a section on  U , i.e.some (s, U ) so that
resU,U p s  =  s

 p. This implies that the value on each of the stalks is
als

correct so we are done.

Exercise 2.4.D.If  φ1  and  φ2  are
morphisms from a presheaf of sets   F  to a sheaf of
sets   G   that induce the

same maps on each stalk, show that  φ1  =
 φ2.

Solution.We use the diagram

F (U )   G (U )

 p∈U  F  p

 p∈U  G  p

φ1

φ2

φ1=

φ2

9
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We may do even better: since the right vertical map is
injective, it is invertible from itsimage. Therefore we need only
check that taking  φ1  on a stalk yields a compatible
germ.But this is obvious. Therefore since we have equality on the
bottom maps, we have equalityof the top maps.

Exercise 2.4.E.Show that a morphism of sheaves of sets is an
isomorphism if and only if it induces anisomorphism of all
stalks.

Solution.Using the above picture again, let  φ  :
F (U ) → G (U ) be a morphism of sheaves of
sets, andlet ιF   and  ιG  be the
natural inclusions of the set of sections into the product of
stalks.

F (U )   G (U )

 p∈U  F  p  p∈U 
G  pφ

ιF    ιG 

φp

We refine this to

F (U )   G (U )

im ιF    im ιG 

φ

∼ ∼

φp|im ιF 

If either the top or the bottom of this diagram is an
isomorphism, then the other one isan isomorphism as well. As stated
above, it is clear that the bottom map takes compatiblegerms to
compatible germs, so the bottom map is well-defined, so we are
done.

Exercise 2.4.F.(a) Show that Exercise 2.4.A is false for general
presheaves.

(b) Show that Exercise 2.4.D is false for general
presheaves.

(c) Show that Exercise 2.4.E is false for general
presheaves.

Solution.(a) The hint overall is to use the two-point space
 X   = { p, q }   with the
discrete topology.

Define   F   as follows: we let  
F ({ p}   =   F ({q }) = {α},
some one point set, and letF (X ) = {a, b}, some two
point set. This is a presheaf, since we let the restrictionmaps
resX,{ p}  and resX,{q}  be the constant maps with
value  α  (as they must since onepoint sets are a final
object in  Sets).

Now, the map   F (X ) →  
F  p × F q   = {(α, α)}   is a
set map from a two point set to aone point set, which cannot be
injective.

(b) We will continue using the above sheaf. Let   G 
  be very similar to   F : we will
letG (X ) = {c, d} and G ({ p}) =
G ({q }) = {β }. Let φ1, φ2  :
F  → G  be defined as follows:we must have
  φ1(α) =   β   on   F  p  
and   F q. On   F (X ), let   φ1(a) =
  φ1(b) =   c  and letφ2(a) = φ2(b) = d.
Then we have two different sheaf morphisms which agree on
stalks,but are not equal.

10
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(c) Take φ1  above. By construction, the bottom map is
an isomorphism on stalks, but wedo not have an isomorphism overall
as  φ1(X ) is not surjective.

Exercise 2.4.G.

Show that sheafification is unique up to unique isomorphism,
assuming it exists. Show thatif   F   is a
sheaf, then the sheafification is id : F  →
F .Solution.Suppose that F sh1   and F 

sh2   are two sheafifications of F . Then these
are both sheaves, so we

have a diagram

F sh1

F 

F sh2   F sh

1

id∃!

sh

sh

sh

∃!

The two dashed morphisms must compose to be the identity, since
that is the unique mapmaking the top triangle commute, so we have a
unique isomorphism from   F sh1   to  
F 

sh2   .

Further, if F  is itself a sheaf,
F  satisfies the universal property of F sh by
letting sh : F  → F be given by the identity, so it
must be its own sheafification.

Exercise 2.4.H.Assume for now that sheafification exists. Use
the universal property to show that forany morphism of presheaves
  φ   :   F  →   G , we get a
natural induced morphism of sheavesφsh :  F sh →
 G sh. Show that sheafification is a functor from
presheaves on  X  to sheaves onX .

Solution.We use the diagram below:

F F sh

G G sh

shF 

φ φsh

shG 

We know there is a composite map   F  →  
G sh by   φ ◦ shG . By the universal
property of 

sheafification, there is a unique map  F sh

→  G sh

making the diagram commute, which wedenote by the dashed
morphism φsh.Since we have assumed how sh acts on objects
of   AbpreX    and now have shown how it

works on morhpisms, we have a good candidate for a functor. That
composition works isclear, and that sh takes the identity to the
identity follows from 2.4.G. There fore we havea functor sh
: AbpreX   → AbX .Exercise 2.4.I.Show that
  F sh forms a sheaf.

11
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Solution.We already know what the restriction maps should be, so
we have a presheaf. Suppose that{U i}   is a open cover
of  U , and suppose that  f, g ∈  
F sh(U ) are two sections that agree oneach restriction
onto   F sh(U i), which we denote  f i, gi
 respectively. We know that we have

f i = (f i,x ∈ F x :  x ∈
U i, ∃V i ⊂ U i  and si ∈
F (V i) s.t.   si,y  = f i,y
∀y ∈ V i)and similar for  gi. Because of this
constructions, we see that all the  f i,x
 and gi,x  must be thesame, which would make
 f  = g  overall.

Now suppose that we have  f i ∈  
F sh(U i) with the intersections agreeing
appropriately.Then suppose we take the section  f  ∈
F sh(U ) obtained by taking each member of the
stalksf i,x, since we know that if  x ∈
 U i ∩ U  j , then by assumption
 f i,x  =  f  j,x. We know that
thiscollection is a set of compatible germs because, at each
 x ∈ U , there is some  U i  with x ∈
U i.As such there is an open  V i ⊂ U i
 such that the set of stalks is the image of a section.
SinceV i ⊂ U  is still open, we may take this
as our neighbourhood. Thus we have glued our sectionstogether as
required, so we have a sheaf.

Exercise 2.4.J.Describe a natural map of presheaves sh :
F  → F sh.Solution.We know that we have a natural
maps

F (U ) →

 p∈U 

F  p → F sh(U ).

This should be our natural map of presheaves. Since
F sh(U ) is a subobject of 

 p∈U  F  p, the

second map will make sense in abelian categories (or
 Sets), so we are fine. For it to be a

map of presheaves, it would have to play well with restriction
maps, i.e. for  V  ⊂ U 

F (U ) 

 p∈U  F  p   F sh(U )

F (V ) 

q∈V   F q   F sh(V )

resU,V     resU,V  

It is clear that the left and right squares commute
individually, so we have the requiredcommutative diagram above.

Exercise 2.4.K.Show that the map sh satisfies the universal
property of sheafification.

Solution.Suppose that   G   is a sheaf and
 φ  : F  → G  a map of presheaves. We
will first construct themap  ψ   :  F sh →
 G   then show it is unique. Let
 f  ∈  F sh(U ). Construct an open
cover  U i  of U  so that on each
 U i  we have a section f i ∈
F (U i) and f x =  f i,x
 for all  x ∈ U i.

Now, consider  gi  =  φ(f i) ∈
G (U i). Since   G  is a sheaf and it is
clear that the  gi  agree onintersections by the above
work, we may glue the  gi  together into a unique
 g ∈ G (U ) which
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agrees on each of the restrictions. We want to define
 ψ(f ) := g  for this g. It is also clear
thatψ ◦ sh = φ  from this, and it is unique because we
were forced by commutativity to define  ψthis way.

Exercise 2.4.L.

Show that the sheafification functor is left adjoint to the
forgetful functor from sheaves onX  to presheaves on
 X .

Solution.Let  u   : CX  → CpreX 
  be the forgetful functor. Then we need to show that, for a
presheaf   F and sheaf   G ,

H  om  (sh(F ), G ) ∼=
H  om  (F , u(G )).We know that given
any map from a presheaf to a sheaf, we have a unique map from
itssheafification to that sheaf. This gives an inclusion of the
right set in the left. Now, givena map from   F sh →
  G , we can precompose with the natural map (abusing the
hell out of notation) sh :

F  →

F sh

to obtain a map  F 

 →G 

, which means the opposite inclusion alsoholds. Therefore we
have a bijection between these two sets. Depending on the
category Cwe will want a stronger isomorphism, but this
follows easily.

Exercise 2.4.M.Show   F  → F sh induces an
isomorphism of stalks.

Solution.We will take the ‘set of germs’ definition of stalks.
Recall that   F  p  is the set of
equivalenceclasses (f, U ) where   p ∈  
U   is open,   f  ∈  
F (U ), and (f, U ) ∼   (g, V ) if
there is an openW  ⊂ U  ∩ V  with
resU,W (f ) = resV,W (g).

We know that, locally, each   f  ∈  
F sh

(U ) is some tuple of stalk elements (f x)
which(locally enough) are the image a section
 F (V ) with V  ⊂ U . Therefore
associated to a stalkelement  f x, x ∈ U , we
have a section s ∈ F (V ) so that  sx =
 f x. That is, f x  is representableby (s,
V ). Therefore we have an injection   F shx   →
  F x. Further, given some germ (s, V ) inF x,
we may construct the element (sy, y ∈ V ) ∈

 p∈U  F  p. Then this is a compatible
germ,

hence is an element of   F sh(U ).
Therefore  sx   is an element of the stalk  
F sh

x   . This is thebijection which implies an
isomorphism.

Exercise 2.4.N.Suppose  φ :  F  →
 G   is a morphism of sheaves of sets on a
topological space  X . Show thatthe following are
equivalent:

(a)   φ is a monomorphism in the category of
sheaves.

(b)   φ is injective on the level of stalks.

(c)   φ is injective on the level of open sets.
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Solution.We will take Vakil’s recommendations: since we have
shown that morphisms are determinedby the action on stalks for
sheaves, (b) implies (a) and (b) implies (c), since we can
viewstalks either globally or locally. (c) also implies (a). We
therefore need only show that (a)implies (c).

Vakil suggests for this to use the ‘indicator sheaf’ for
 U , which we will denote  
T  U   forlack of any other notation.  
φ being a monomorphism means that, for any two maps  ψ1,
ψ2 :T   → F , we have

φ ◦ ψ1  =  φ ◦ ψ2   =⇒   ψ1 =
 ψ2.Therefore let us try this with the indicator sheaf 
T  U . Suppose that φ(U ) :
F (U ) → G (U ) isnot injective, so that
 φ(U )(s) = φ(U )(t) for some s = t ∈
F (U ). Then let  ψ1, ψ2  :
T  U  → F be defined as follows:
if  {a}   is the set associated to each  
T  U (V ) for  V  ⊂
 U   open, then wewould like

ψi(V )(a) =

resU,V  s i = 1

resU,V  t i = 2,

where we include the possibility   V   =  
U   so that resU,U   = id. This does define two
sheaf morphisms such that  φ ◦ ψ1 =  φ ◦ ψ2.
However, we have  ψ1 = ψ2  since s
= t  by assumption,so we have a contradiction.
Therefore φ(U ) must be injective on each
 U .

Exercise 2.4.O.Continuing the notation of the previous exercise,
show that the following are equivalent:

(a)   φ is an epimorphism in the category of
sheaves.

(b)   φ is surjective on the level of stalks.

Solution.

(b) implies (a) is clear, as it was above. For (a) implies (b),
we take Vakil’s hint and use theskyscraper sheaf with
value {a,b,c}  at  p, which we denote  
T   p. If  φ  is an epimorphism
thenfor any ψ1, ψ2 : G  → T   
such that  ψ1 ◦ φ =  ψ2 ◦ φ, then we have
 ψ1 =  ψ2.

Suppose φ p   :  F  p →
G  p  is not surjective, and let  g ∈
G  p  not be in the image of  φ p.
Thenlet us define maps  ψ1, ψ2   :   G  →
  T   p   by defining what happens on
stalks: since   T   p,q, that isthe stalk
of   T   p  at  q , is
equal to {a,b,c}  for  q  =  p
 and the final object in  Sets  elsewhere, letus
define for  s ∈ G  p,

ψi,p(s) =

a s =  g, i = 1

b s =  g, i = 2

c s

= g

.

There are sheaf morphisms  ψ1  and  ψ2
 corresponding to these sheaf maps, and these satisfyψ1 ◦
φ  =  ψ2 ◦ φ. However by construction ψ1 =
 ψ2, so  φ   cannot be an epimorphism. Thisproves
the contrapositive of the converse, so we are done.

Exercise 2.4.P.Let X  = C with the classical
topology, let OX  be the sheaf of holomorphic functions,
and letO×X  be the sheaf of invertible (nowhere zero)
holomorphic functions. Show that OX 

exp−→ O×X describes O×X  as a quotient sheaf
of OX . Find an open set on which this map is not
surjective.
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Solution.We know that the exp sheaf map is an epimorphism if and
only if exp p  is surjective for all

 p ∈  X . Therefore we will show this. From
Exercise 2.3.J, we know that we have an exactsequence of
(pre)sheaves if we replace O×X  by holomorphic functions
admitting a holomorphiclogarithm. From complex analysis, we can
define the log of any function whose codomain is

a subset of  C \ {0} by(log f )(z )
=

 γ 

f (z )

f (z ) dz,

where γ  is a path between 0 and
 z  (which one does not matter since  C
 is simply connected).Therefore we can write
 f  = exp(log f ). Since the stalks in this
case are just locally-definedfunctions supported at  p, this
shows that every exp p  is surjective.

We will run into the same problem if we try to define functions
on an annulus. Let  U   bethe open annulus centred
at 0 constructed in Exercise 2.3.J. Then the constant function
hasno logarithm, so the map exp(U ) : OX (U ) →
O×(U ) cannot be surjective.

2.5 Sheaves of abelian groups, and OX -modules, form
abelian cat-egories

Exercise 2.5.A.Show that the stalk of the kernel is the kernel
of the stalks.

Solution.We want a natural isomorphism

(ker(F  → G ))x ∼= ker(F x →
G x).Let  φ   :   F 

 →  G   for ease of notation. Let ker φ
 denote the object of the kernel of  φ   in
the

category of sheaves. Suppose we have an element
 f  ∈ (ker φ)x  (we will let ker φx  be
the righthand side of the above). Then since we have a natural
monomorphism ker φ → F , we havean injection (ker φ)x →
F x  (assuming we are working over a nice category,
otherwise we justhave a monomorphism). As such we can map (ker
φ)x →   G x  via  φx. We summarise this
inthe picture

0 ker φ   F G 

0 (ker φ)x   F x   G x

φ

φx

The top row of this diagram is exact. By diagram chasing, we can
see the bottom is exact too.

Therefore (ker φ)x  satisfies the requirements of ker φx,
so the two must be isomorphic.

Exercise 2.5.B.Show that the stalk of the cokernel is naturally
isomorphic to the cokernel of the stalk.

Solution.Take the above proof and look at cokernels instead.
Using additionally the fact that thepresheaf cokernel and the sheaf
cokernel have isomorphic stalks (Poblem 2.4.M), we aredone.
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Exercise 2.5.C.Suppose that  φ : F  →
G   is a morphism of sheaves of abelian groups. Show that
the imagesheaf im φ is the sheafification of the image
presheaf. Show that the stalk of the image is theimage of the
stalk.

Solution.We have now shown that we are working in an abelian
category. We know that im φ   =ker coker φ in this case.
Taking kernels will always give us a sheaf, but we do not know
thatcoker φ   is a sheaf a priori. Writing   pre
 when necessary, we see

F G    cokerpre φ   coker φ

kerpre(cokerpre φ) ker(coker φ)

φ   sh

?

We want ? to be the sheafification map. As such, we will show
that ker(coker φ) satisfies theuniversal property of the
sheafification of kerpre(cokerpre φ). Write H  

pre for kerpre(cokerpre φ)and write   H   
for its sheafification. By the above, the composite map  
H  pre →   coker φ   iszero, which is a map
from a presheaf into a sheaf. Therefore it factors uniquely through
toH   → coker φ. However, since kerpre(coker φ)
= ker(coker φ), we know that   H  pre must
alsofactor uniquely through ker(coker(φ)). Since this is another
map between H  pre and a sheaf,we have another
factorisation through   H  . This gives

H  pre G   cokerpre φ   coker φ

H     ker(coker φ)∗

Since this diagram commutes, if the starred dashed arrow is not
the identity, then we havetwo different ways to move from  
H  pre through   H    to coker φ.
Thus it must be the identity,so ker(coker φ) is the sheafification
of the presheaf image.

That the stalk of the image is the image of the stalk follows
from the previous two

exercises.

Exercise 2.5.D.Show that talking the stalk of a sheaf of abelian
groups is an exact functor.

Solution.Consider the sheaf category  AbX . Let
 p ∈ X   be a point. Suppose that

0 → F    φ→ G    ψ→ H   →
0
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is an exact sequence of sheaves. We want to show that

0 → F  p φp→ G  p ψp→
H   p → 0is also exact. A criterion for
exactness in the first sequence is that im φ = ker ψ. We
knowthat

(im φ) p  = im φ p,   (ker ψ) p  =
ker ψ p

by the above problems. Therefore since (im φ) p  =
(ker ψ) p, the sequence in Ab  is exact sinceits
maps satisfy the above criterion.

Exercise 2.5.E.To check the exponential sequence

0 → Z   ·2πi−→ Ox exp−→ O∗X  → 1is exact, we know
that we may check it on stalks. Let  p ∈ C  be
any point and let  ι = ·2πi.We have shown before
that the first map is a monomorphism and the second map is
anepimorphism, i.e.   ι p   is injective on stalks
and exp p   is surjective on stalks. We need onlyshow
that im ι p = ker exp p.

We know that im ι p ⊂   ker exp p  
since exp(2πim) = 0 for all   m ∈   Z, so the
functiondescribed is the zero function. Further, let
 f  ∈ OX   such that exp(f ) = 0.
Then we knowthat  f (x) ∈ 2πiZ  for all  x ∈
U , where  U  is some small open set containing
 p. Since  f   takesvalues on a discrete set,
we know that there is some smaller neighbourhood of  p
 so that  f   isconstant, with
value f ( p) = 2πin  (for some n). This
neighbourhood can be described as theconnected component containing
 p  of  f −1(2πin). Because we are working
on stalks, f   andthe constant function 2πin
 represent the same germ, so we know that
 f  comes from  n ∈ Z p.This completes the
proof.

Exercise 2.5.F.Suppose  U  ⊂  X  
is an open set, and 0 →  F  →
 G  →  H    is an exact sequence
of sheaves of abelian groups. Show that

0 → F (U ) → G (U ) →
H  (U )is exact. Show that the section functor need
not be exact.

Solution.For the second part of this problem, we showed in 2.4.P
that OX (U ) → O∗X (U ) is not
alwayssurjective, e.g. for   U   the open annulus.
Therefore we would not have right exactness forthat section
functor.

We will do this the long way, not using the fact that all right
adjoints are left exact. We

started this process in Exercise 2.4.N: if F  →
G  is a monomorphism, then F (U ) →
G (U ) isinjective. Therefore this sequence is exact at
  F (U ). Therefore we need only show that theimage
of   F (U ) in   G (U ) is the
kernel of   G (U ) → H  (U ). We
know that any exact sequencecan be factored into a short exact
sequence. Exactness at   G   follows is equivalent
to

for   F   φ→ G    ψ→ H  ,
  0 → im φ → G  → im ψ → 0 is short exact.

Since we have shown that im φ = ker ψ  ,we need to
show that ker ψ(U ) → G (U ) → im ψ(U )is short
exact. But this is obvious.
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Exercise 2.5.G.Suppose 0 →   F    φ→  
G    ψ→   H    is an exact sequence
in  AbX . If  π   :  X  →
 Y   is a continuousmap, show that

0 → π∗F    π∗φ−→ π∗G    π∗ψ−→
π∗H  

is exact.

Solution.We need to show that im π∗φ = ker π∗ψ. It would be
nice to check this on stalks, but thereis no clear way of writing
down what the stalks in this case are, so we will check it on
opensets instead. We can check this on open stalks because we do
not need right exactness of  π∗;that would cause problems
only at exactness at  π∗H  . Now, we know that

π∗φ(U ) = φ(π−1(U )), π∗ψ(U ) = ψ(π

−1(U )).

The condition we have to check boils down thus:

im π∗φ(U ) = ker π∗ψ(U )  ⇐⇒   im
φ(π−1(U )) = ker ψ(π−1(U )).

But this is obviously true by assumption.

Exercise 2.5.H.Suppose   F  is a sheaf of abelian
groups on a topological space  X . Show that  
H  om  (F , −)is a left exact covariant
functor   AbX  →   AbX . Show that  
H  om  (−, F ) is a left
exactcontravariant functor.

Solution.Let   G   and   H   
be two other sheaves, and let   φ   :   G 

 →  H    be a sheaf morphism. Since

it is already obvious that  
H  om  (F , −) takes one sheaf to the
homomorphism sheaf, weneed to demonstrate its behaviour on
morphisms. We see that   H  om  (F ,
−) induces a mapφ̄   :  
H  om  (F , G ) →  
H  om  (F , H  ) given by
 ψ →  φ ◦ ψ. We see that  
H  om  (−, F ) induces amap
 φ̄ : H  om  (H  , F )
→ H  om  (G , F ) given
by ψ → ψ ◦ φ.

We need only show left-exactness. We cannot use stalks again,
because   H  om  (F ,
G ) p =Hom(F  p, G  p) in
general. We can use the same open set argument as we did above,
though,since we do not need to worry about the last place. The
proof is virtually identical.

Exercise 2.5.I.Show that if (X, OX ) is a ringed space,
then OX -modules form an abelian category.

Solution.This is almost immediate since we know that sheaves of
abelian groups form an abelian cate-gory. We only need to notice
that subobjects, quotient objects, coproducts, and products
of OX -modules have a natural OX -module structure,
so the sheaves of abelian groups satisfyingvarious universal
properties actually lie in the category
of  OX -modules.

Exercise 2.5.J.
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(a) Suppose OX  is a sheaf of rings on
 X . Define (categorically) what should mean by thetensor
product of two OX -modules . Give an explicit
construction, and show that itsatisfies your categorical
definition.

(b) Show that the tensor product of stalks is the stalk of the
tensor product.

Solution.(a) What it should be is the following: let
F  and G  be two OX -modules. Then suppose
we

have a map φ  : F ⊕ G  →
T    of OX -modules so that on
each U  ⊂ X , φ  is
OX (U )-linearin both arguments. There may be a better
way to define OX -linearity in this case, butI do not see
what it is.

We want to define the tensor product as the morphism  
F  ⊕ G  →   F  ⊗OX  
G   suchthat for any such  φ  as above, there
is a unique map  ψ   such that the diagram
belowcommutes:

F  ⊕ G F  ⊗ G 

T  

φ ψ

Our guess for this explicit construction is, for  p ∈
 X , define the stalks of the tensorsheaf to be

(F  ⊗ G ) p  = F  p ⊗
G  p.There is absolutely no guarantee what we obtain is a
sheaf, so we sheafify for goodmeasure. We will keep the same
notation. We need to show that this definition works.Since
morphisms are defined on stalks, we know that there is a unique
morphism of 

sheaves that corresponds to the stalk morphisms we propose.
Therefore it satisfies theuniversal property we described.

2.6 The inverse image sheaf 

Exercise 2.6.A.Let π :  X  →
Y  be a continuous map and let   G  be a
sheaf on Y . Then let

π−1G pre(U ) = lim−→

V ⊃π(U )

G (V ).

Note that  π(U ) is not open in general. Show that
this is a presheaf, but not necessarily asheaf,
on X .

Solution.We will show that we have the structure of a
contravariant functor. Fortunately, the restric-tion maps are easy:
suppose that  V  ⊂ U  ⊂
 X . Then clearly
 π(V ) ⊂ π(U ). Therefore if wehave
 f  ∈  π −1G pre(U ), we can
represent it by an element (x, W ) for some open
 W  ⊃  π(U ).
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Then W  ⊃ π(V ) is still an open set, so in
fact (x, W ) represents an element
of  π−1G pre(V ).We need only figure out what
element of the colimit it corresponds to, and this is the valueof
resU,V (f ).

To show it is not a sheaf in general, consider
 Y   = { p}  and  X  
= {a, b}, where  π   is theconstant map. Give
 X  the discrete topology. If  
G   is the constant sheaf  S  on
 Y , where  S   is

some set, then since the only (nontrivial) open set in
 Y   is  Y   itself, we must have

π−1G pre(U ) = G (Y ) = S 

for any open U   in X . This
makes π−1G pre the constant sheaf on X . We
know from previouswork that this is not a sheaf if we choose
 S  to be a set with more than one element.

Exercise 2.6.B.If  π   : X  →
 Y   is a continuous map, and   F  
is a sheaf on  X   and   G   is a
sheaf on  Y , describea bijection

MorX (π−1

G , F ) ↔ MorY (G , π∗F ).Observe that
this bijection is functorial in both  F   and
 G   (i.e. ‘natural’). Thus  π −1 satisfiesthe
universal property of the left adjoint of  π∗.

Solution.We will do this using Vakil’s hint. Consider
 U  ⊂ X  and V  ⊂
Y  open, and let  φV U   :
G (V ) →F (U ) be any map. Then we call a
collection  φ = {φU V  
: U  ⊂  X, V  ⊂  Y  
open}  compatible if the following holds: for all open
  U  ⊂  U   and  V  ⊂
 V   with  π(U ) ⊂   V , we
require thediagram

G (V )   F (U )

G (V )   F (U )

φV U 

resV,V     resU,U 

φV  U 

to commute. We let MorY X (G , F ) be the set of
all compatible collections of maps. Vakilsuggest we show that both
of the above sets are equal to this one we have just created.

Now, suppose we have a map  φ   :
 π−1G  →   F . We want to show that we can
turn thismap into a compatible collection. Let U  ⊂
 X . Since  π−1G (U ) is a direct limit
of   G (V ) forV  ⊃ π(U ) open,
we can construct a map  φV U  for all of these
 U : each x ∈ G (V ) correspondsto some
element  y ∈  π−1G (U ), so let  φV
U (x) =  φ(U )(y). This commutes with
restrictionmaps because we know that  φ(U ) does. This
process clearly works backwards as well.

Suppose we have a map ψ : G  →

π∗F . Let V  ⊂

Y  be open. Since π∗F (V ) =
F (π−1(V )),

we can construct a map   ψV π−1(V  )   in
the obvious way. For   x ∈   G (V ), let
  ψV π−1(V  )(x) =ψ(V )(x). This process is
clearly reversible as well. Therefore we have shown these twosets
are the same. Showing functoriality should be trivial, because we
require the nicecommutativity of these diagrams (which would be the
only snag).

Exercise 2.6.C.Show that the stalks
of  π−1G  are the same as the stalks
of   G . More precisely, if  π( p) =
 q ,describe a natural isomorphism 
G q ∼= (π−1G ) p.
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Solution.Using adjointness should be the easiest way. We know
that left adjoints commute withcolimits, and that stalks are
defined as colimits. Therefore since

π−1G pre(U ) = lim−→

V ⊃π(U )

G (V ),

we have

(π−1G pre) p  = lim−→ p∈U 

π−1G pre(U ) = π−1 lim−→

 p∈U 

G pre(U ) = π−1(G pre) p =
(G 

pre)q.

Since presheaves and sheaves have the same stalks, this
completes the proof.

Exercise 2.6.D.If  U   is an open subset
of  Y ,   i  :  U  →
 Y   is the inclusion, and   G   is a
sheaf on  Y , show thati−1G  is naturally
isomorphic to   G |U .

Solution.Let us look at the definition. Suppose that
 W   is an open set in  U . Then by
definition,

i−1G pre(W ) = lim−→

V ⊃i(W )

G (V ).

In particular, if we look at the diagram implied by the colimit,
it has a terminal object,namely W   itself. Since
the whole diagram must commute through the arrow
 W  → i(W ), wehave that the colimit itself
must be   G (W ). Therefore the data
of  i−1G pre is the sheaf dataof every open set
contained in  U , which is just  
G |U .

Exercise 2.6.E.Show that π−1 is an exact functor from
sheaves of abelian groups on Y   to sheaves of
abeliangroups on X .

Solution.Taking the hint, we know that we can check exactness on
stalks, and by 2.6.C, we have anisomorphism of stalks under  π
−1. Therefore suppose we have an exact sequence

0 → F  → G  → H   →
0in AbY . Then at every point  p ∈ X  with
 π( p) = q , we have

0 −−−→   F q   −−−→   G q  
−−−→   H  q   −−−→   0∼

  ∼   ∼0 −−−→  
(π−1F ) p −−−→   (π−1G ) p −−−→
  (π−1H  ) p −−−→   0

Since the top row is exact, the bottom row is also exact.
Therefore  π −1 is an exact functor.

Exercise 2.6.F.
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(a) Suppose  Z  ⊂  Y   is a closed
subset, and  i :  Z  →  Y  
is the inclusion. If   F   is a sheaf
of sets on  Z , then show that the stalk
(i∗F )q   is a one element set if  q /∈
 Z , and   F q   if q  ∈
Z .

(b) Define the  support  of a sheaf  
G  of sets, denoted supp G , as the locus where the
stalks

are not the one-element set:supp G   := { p ∈
X   : |G  p| = 1}.

Suppose supp G  ⊂ Z  where
 Z  is closed. Show that the natural map
 G  → i∗i−1G   is anisomorphsm. Thus a
sheaf supposed on a closed subset can be considered a sheaf onthat
closed subset.

Solution.(a) We have, for  V   open in
 Y ,

(i∗F )q  = lim−→q∈V 

i∗F (V ) = lim−→q∈V 

F (i−1(V )).

Since   i−1(V ) =  Z  ∩ V , which
is open in  Z , then we have two cases.
If  q  ∈  Z , thenevery open set (in
 Z ) containing  q  can be described as
 Z  ∩ V   for some  V  
open in  Y .Therefore we lose no data here, and we are
taking the colimit over (essentially) thesame diagram, whence
(i∗F )q ∼= F q. If  q /∈ Z ,
then V  ∩Z  will be empty for
sufficientlysmall V   (because Z  is
a closed set). In this case, the colimit is being taken over
emptysets at the end of it, whence (i∗F )q  must be the
final object of  Sets, i.e. a one-elementset.

(b) This is asking if the unit is a natural isomorphism. This
occurs when the left adjoint

is fully faithful, which is provable in an abstract categorical
way. To see this: let  Land R  be an adjoint pair
between C and D. If  L  is fully
faithful, then we have for anyA, B ∈ C,

MorC(A, B) ∼= MorD(L(A), L(B)) ∼= MorC(A, R ◦
L(B)),where the second isomorphism follows from adjunction. Since
this holds for all A, B ∈C, we must have  R ◦
L naturally isomorphic to 1C.In our case, we just need to show
that  i−1 is fully faithful, i.e. that the first isomorphismas
above actually holds. But in this case, since supp G  ⊂
Z , taking i−1 does not affectthe data of any ‘important’
open sets; any sheaf map φ  can only be defined in one
wayoutside of supp G  since the one-point set is final.
Therefore  i−1 is fully faithful in this

case, so we have the required natural isomorphism.

Exercise 2.6.G.Suppose  i  :  U  →
 Y   is the inclusion of an open set into
 Y . Define the  extension of   i  by
zeroi!   :  ModOU  →  ModOY   
as follows. Suppose   F   is
an OU -module. For open W  ⊂
 Y , define(ipre!   F )(W ) =  
F (W ) if   W  ⊂   U  
and 0 otherwise. This is clearly a
presheaf  OY -module.Define i !  as (i

pre!   )

sh. Note that  i!F   is an OY -module,
and that this defines a functor.
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(a) Show that  ipre!   F  need not be a
sheaf.

(b) For q  ∈ Y , show that (i!F )q
 = F q   if  q  ∈
U  and 0 otherwise.(c) Show that  i !  is an
exact functor.

(d) If   G   is an OY -module,
describe an inclusion  i !i−1G  → G .(e) Show
that (i!, i

−1) is an adjoint pair, so there is a natural bijection

HomOY  (i!F , G ) ↔ HomOU (F ,
G |U )

for any OU -module   F  
and OY -module   G .

Solution.Even though Vakil says we shouldn’t do this question
right now, it’s worth a shot.

(a) The recommendation here is to try the sheaf of continuous
functions on  R   to find acounterexample. Let
 F  be this sheaf. Let U  be the
disjoint union (0, 1) ∪ (2, 3). Thenipre!   F (1, 2) = 0.
However, we can find continuous functions on (0, 1) and (2, 3)
thatcannot be glued together, since the restriction of the gluing
on (1, 2) must be 0, whichis not necessarily true. Concretely, the
constant function 1 on (0, 1) and (2, 3) cannotbe glued
(continuously) to be 0 on (1, 2).

(b) If we don’t need this point to prove (e), then it follows
because left adjoints commutewith colimits. As it stands, however,
I think we should prove this directly. Recallingthat the stalks of
a presheaf and its sheafification are isomorphic,

(ipre!   F )q  = lim−→q∈V 

ipre!   F (V ).

If   q  ∈   U , then eventually
all open   V   with   q  ∈  
V   are also contained in   U , so thatipre!
  F (V ) =   F (V ). Then it is clear
that (i

pre!   F )q

 ∼=   F q. If  q /∈  U , then
sufficientlymany V   with q  ∈
V   yields  ipre!   F (V ) = 0 to
force   F q  = 0.

(c) (b) shows that   i!   is exact since it is easily
seen to be exact on the level of stalks. If q  ∈
 U , then it follows from the reasoning of 2.6.E.
If  q /∈  U , then the ‘sequence’ onstalks is
identically zero, which is trivially exact.

(d) We can try to define this on the level of open sets. Let
 W  ⊂ Y  be open. We have

i!i−1

G (W ) = i!G |U (W )
=G |U (W )   W  ⊂ U 

0 else

The inclusion   G |U (W ) ⊂ G (W )
or 0 ⊂ G (W ) is perfectly well defined.
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(e) We will establish this bijection as best we can. Suppose
that   φ   :   i!F  →   G  
is anOY -module homomorphism. Suppose that we have  
W  ⊂   U   open. Then we have amap

φ(W ) : i!F (W ) = F (W ) →
G (W ).Since  W 

 ⊂ U , we have   G 

|U (W ) =   G (W ), so  φ(W )
is a perfectly well defined map on

F (W ) →   G |U (W ) as well.
If  W   is not contained in  U , then
  i!F (W ) = 0. Thereforeφ(W ) must be the
(initial) zero map. But fortunately, this makes  
G |U (W ) = 0 too,so  φ(W ) :  
F (W ) →   G |U (W ) is the
(final) zero map. Therefore we have an inclusionof
HomOY  (i!F , G ) ⊂ HomOU (F ,
G |U ). The reverse inclusion follows identically. Thatwe
have a bijection follows easily as well: the
pairs i!F   and   F   and  
G   and   G |U   havethe same stalks
at the applicable open sets, so we can check to see if we get the
samemap back by checking stalks.

2.7 Recovering sheaves from a “sheaf on a base”Exercise
2.7.A.How can you recover a sheaf   F   from
the partial information on some base {Bi}   of
thetopology on X ?

Solution.We know how to recover the stalks now. The stalk
F  p  is obtained by taking the colimit overall open
sets containing  p. But we know for every arbitrary
open U   containing  p, there isa base element
 B  so that  p ∈  B ⊂  U .
Put another way, a germ over  p  can be representedby
some (f, U ), but it can also be represented as (g, B) where
 B  is a base element. This is

enough information to give us the data of the stalks. We can
reconstruct compatible germsby gluing the stalks back together for
each open  U  ⊂  X  and,
if  U   =  i ∈ IBi, using theknown data
of   F (Bi). This is probably precise enough.

Exercise 2.7.B.Verify that   F (B) →  
F (B) is an isomorphism, likely by showing that it is
injective andsurjective.

Solution.We have defined  F  to be a sheaf (of
sets) on the base {Bi}. To write back down the
formaldefinition of   F :

F (U ) := {(f  p ∈
F  p) p∈U   : ∀ p ∈ U, ∃B  with
 p ∈ B ⊂ U, s ∈ F (B),   with  sq
 = f q ∀q  ∈ B}.It is the set of all
compatible germs where we make sure that the open subset
of  U  we pickis in the base. That sentence
alone pretty much proves what we’d like.

Let us look at the natural map  F (B) →
F (B). Let us first show it is surjective. Givensome set
(f  p) of the above form, we may examine the elements
(sq) guaranteed by thedefinition. This is an element
of  F (B) for some  B ⊂  B. As such, there
is an element of F (B) which restricts down to (sq), and
this would then be a preimage of (f  p).
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Injectivity is also clear: if we have (g p) and (h p)
mapping to the same (f  p) ∈ F (B), thenwe know that
(g p) and (h p) must agree on all subbase elements
of  F (B), which (by identity)would make them the
same element. This gives us the required isomorphism.

Exercise 2.7.C.

Suppose {Bi}  is a base for the topology
of  X . A morphism F  →  G
 of sheaves on the baseis a collection of maps
 F (Bk) → G(Bk) such that the
diagramF (Bi) −−−→   G(Bi)

resBi,Bj

resBi,BjF (B j ) −−−→   G(B j)

commutes for all  B j ⊂ Bi.(a) Verify that a
morphism of sheaves is determined by the induced morphism of
sheaves

on the base.

(b) Show that a morphism of sheaves on the base gives a morphism
of the induced sheaves.

Solution.We may now assume Theorem 2.7.1, which is very good. I
think we can be very clever aboutthis. We know that  
H  om  (F , G ) is itself a sheaf on
 X , and so it is uniquely determined byits data on a
base, i.e. the restriction maps and the data of 

H  om  (F , G )(B) =
Hom(F (B), G (B)) ∼= Hom(F (B), G(B)),where the
last isomorphism comes from 2.7.B. Therefore it seems that this
proves (a) and(b) simultaneously. This might be a little too
clever, and in particular incorrect.

Exercise 2.7.D.Suppose   X   =

 U i   is an open cover of  X ,
and we have sheaves   F i   on   U i
  along with iso-

morphisms   φij   :  Fi|U i∩U j →
  F  j|U i∩U j   that agree on triple
overlaps, i.e.   φ jk ◦ φij   =   φik
  onU i ∩ U  j ∩ U k. Show that these
sheaves can be glued together into a sheaf  
F   on  X   (uniqueup to unique
isomorphism) such that F i ∼= F |U i , and the
isomorphisms over  U i ∩ U  j  are
theobvious ones.

Solution.We know that each F i  (for i ∈ I )
is determined by its information on a
base {Bi j} for  j ∈ J isome index
set. Then we claim that

B =i∈I 

 j∈J i

Bi j

is a base for  X . Indeed, let V  ∈
X  be open. Then we can write V   =
V i, where V i =  U i ∩V is
open. In turn, each  V i   =

 Bik  since each of those sets are a base for
 U i. Therefore we

haveV   =i∈I 

k∈J i

Bik,
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so we indeed have a base for  X . The conditions above
guarantee that we can come up witha well defined
sheaf  F  on the base  B. To be more
explicit, we gluability and identity holdbecause they hold on each
 U i  and they agree on double and triple
intersections. Thereforewe have a sheaf   F  
on   X   from   F   on   B.
Everything else, including unique up to uniqueisomorphism, follows
from the theorem.

Exercise 2.7.E.Suppose a morphism of sheaves
 F  →  G  on a base  Bi  is
surjective for all  Bi. Show that thecorresponding morphism of
sheaves is surjective (or more precisely, an epimorphism).
Theconverse is not true, unlike the case for injectivity.

Solution.Suppose we had some  φ(U ) :
F (U ) → G (U ) which was not surjective.
Let  q  ∈ G (U ) be anelement not in the
image of  φ(U ). Then q  ∈ G (B)
for some basis element B . As such q  is inthe
image of  φ(B). This is a flagrant contradiction.

3 Toward affine schemes: the underlying set, and topo-logical
space

3.1 Toward schemes

Exercise 3.1.A.Suppose that   π   :  
X  →   Y   is a continuous map of
differentiable manifolds (as topologicalspaces). Show that  π
  is differentiable if differentiable functions pull back to
differentiablefunctions, i.e. if pullback by  π  gives a
map OY  → π∗OX .

Solution.Since we are working with differentiable manifolds, let
 V  be an open subset of  Y  
diffeomor-phic to Rn (for whatever appropriate  n). Then
we shall construct the map  π : OY  → π∗OX on
 V , using the terminology from 3.1.1.

First, what is π∗OX (V )? It is precisely
OX (π−1(V )), π−1(V ) being (for a properly
chosenV ) a chart on  X . Therefore what is the map
 π ? Given a function  f  ∈ OY , we should
haveπ(f ) = f ◦ π. If this map is differentiable,
then we know by the chain rule that π  itself mustbe
differentiable, as

(f  ◦ π)(x) = f (π(x)) · π(x).In particular,
we can extract  π(x) using only the data from the derivatives
of  f   and  f 

 ◦π

that we are guaranteed exist. Since we have shown what we must
on a base of the topologyfor  Y , we are done because now
we need only glue everything together.

Exercise 3.1.B.Show that a morphism of differentiable manifolds
  π   :   X  →   Y   with
  π( p) =   q   induces amorphism of
stalks  π : OY,q → OX,p. Show that  π (mY,q ) ⊂
mX,p.
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Solution.Consider a germ (f, V ) ∈ OY,q . Then since
 π  is a morphism of differentiable manifolds, weare to
assume that it is a differentiable function, so we have the map
 π described above. Wesuch, we can take (f, V ) →
(f ◦π, V ). Then we know that this is a perfectly fine
differentiablemap in this neighbourhood  V  from
3.1.A, so this is how we get a map on stalks. If we had

f ( p) = 0, then we would have
 f (π(q )) = f ( p) = 0, so π(f,
V ) would also vanish. This showsthe inclusion of the maximal
ideals.

3.2 The underlying set of affine schemes

Exercise 3.2.A.(a) Describe the set Spec k[ε]/(ε2). The
ring k[ε]/(ε2) is called the ring of  dual
numbers .

You should think of  ε  as a very small number,
so small that its square is 0 (althoughit itself is not 0).

(b) Describe the set Spec k[x](x).

Solution.(a) The ring consists of all  a + bε,
where  a, b ∈ k . We know that all choices where
 b = 0

force the ideal (a + bε) = k.
If  b = 0, then we can represent (a + bε)
by (a/b + ε), sowe can just write (a + ε). We see
that

(a + ε)(b + ε) = ab + (a
+ b)ε,

since the  ε2 term vanishes. In particular, if  a
= 0, then we can choose  b  = −a so that(a
+ ε)(b + ε) ∈ k.All this is to say that the only
prime ideal seems to be (ε). Therefore Spec k[ε]/(ε2) ={(ε)}.

(b) Recall what  k[x](x)  means: we invert all
elements outside of (x), since this is a multi-plicatively closed
set. Since the only prime ideals in  k[x] were of the form (x
− a) fora ∈  k, this means the only prime ideals we have
left are (x) and (0). This spectrumtherefore also has only two
points.

Exercise 3.2.B.Show that for prime ideals in R[x] of the form
(x2 + ax + b) with that polynomial irreducible,the quotient
 R[x]/(x2 + ax + b) ∼=
C always.Solution.

Up to a linear change of variables, (in particular,  x → y
− a/2), we can rewritex2 + ax + b =  y2
+ c

for some other constant   c. This   c   will
necessarily be positive, because a linear change of variables
does not change the discriminant of the polynomial. Since ∆ =
  b − 4ac   and werequire ∆  0. We know that
 R[y]/(y2 + c) = R[

√ −c] ∼= C.Since the linear change of variables is also an
isomorphism on the quotient spaces, we aredone.
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Exercise 3.2.C.Describe the set  A1Q.

Solution.What are the prime ideals here? We are still in a PID,
so we need only find the irreducible

polynomials. We know we need only to consider monic polynomials
in  Q[x]. We know thatmonic irreducible polynomials are
completely determined by their roots. Further, we knowthat these
roots must come in Galois-conjugate (to use Vakil’s term) tuples;
e.g., we couldnot have

√ 2 a root without −√ 2 also a root.

Therefore it seems that every irreducible polynomial
f  corresponds to some set {a1, . . . , an}of
Galois-conjugate tuples of complex numbers. Further, given any
particular  ai, we canrecover the rest of the set of
conjugates because they must be the roots of the minimalpolynomial
of  ai   in  Q[x], which is the
 f  we started with.

This means we have a surjection  Q̄ →  A1Q, and
the kernel of this map is the action of the absolute Galois
group Gal(Q̄,Q). Trying to make this analogous to  A1R, in
that casewe had to glue together all complex conjugates. In this
case, we have to glue together all

Galois-conjugates. Indeed, we had

A1R =  R̄/ Gal(R̄,R) = C/(x = x̄).

This situation here is analogous.

Exercise 3.2.D.If  k   is a field, show that Spec
k[x] has infinitely many primes.

Solution.We know that prime ideals correspond to irreducible
polynomials. If   k   is a field of char-

acteristic zero, it is plain to see that (x −  p) for each
  p ∈  N   prime are an infinite set
of prime ideals. If  k  has characteristic
 p, then the existence of finite fields of order  pn for
all nguarantees irreducible polynomials of every degree in
 k[x]. These too are an infinite set of prime ideals.

Exercise 3.2.E.Show that the only prime ideals
of  C[x, y] are of the form (x − a, y − b) or (f (x,
y)) for anirreducible polynomial f  ∈ C[x, y].

Solution.We might not have a PID, but  C[x, y] is a UFD. We
know that every (f (x, y)) is a prime

ideal, so assume that  p   is an ideal that is not
principal. Suppose that no f (x, y) and g(x, y)in
 p were relatively prime. Then there would be some
highest degree polynomial h(x, y) ∈ pdividing every element
of  p, which implies that  p ⊂ ((h(x, y)). Since
 h(x, y) ∈ p, this showsthat  p   is principal, a
contradiction.

Now, let f (x, y) and g(x, y) be these relatively prime
polynomials. Then (f (x, y), g(x, y)) ⊂p. As implied by the
hint, since C[x, y] =  C[x][y], we can use obtain the
greatest commondivisor of   f (x, y) and  g(x,
y) in  C[x], which is some  h(x) = 0. Since
 h(x) ∈   p  and   p   is aprime
ideal, and because  h(x) splits over  C, some prime
divisor (i.e. irreducible factor) of 
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h(x) is contained in  p, say (x − a). The same process for
 C[x, y] = C[y][x] shows that thereis a (y − b) ∈ p. But (x −
a, y − b) is a maximal ideal, so if  p is a proper
ideal of  C[x, y] and(x − a, y − b) ⊂ p, this must
actually be an equality.

Exercise 3.2.F.

Show that the Nullstellensatz implies the Weak
Nullstellensatz

Solution.Writing down what they want, we assume that
if  k  is a field, then every maximal ideal
of k[x1, . . . , xn] has a residue field a finite extension
of  k .

Since   C   is an algebraically closed field, it has
no finite extensions. Therefore everymaximal ideal
of  C[x1, . . . , xn] must have residue field isomorphic
to  C   itself. This onlyoccurs in the stated case,
where m  = (x1 −a1, . . . , xn −an). It suffices to check
what happensif we take one generator of a maximal ideal to be a
non-linear irreducible polynomial. Inthis case, the residue field
clearly contains a nontrivial residue class for some  xi, so
it cannotbe isomorphic to  C. For example, if we had
 f (x, y) = y 2

−x3, then  x

 ∈ C[x, y]/(f (x, y)) is

nontrivial, so  C[x, y]/(f (x, y)) is not isomorphic
to  C.

Exercise 3.2.G.Prove that any integral domain  A
 which is a finite  k-algebra must be a field (not
requiringthe Nullstellensatz).

Solution.We’re almost all of our way to a field anyway. We need
only show that we are working in adivision algebra, i.e. every
element is invertible. This is implied by showing, taking the
hintthat  x  :  A → A,  y → x · y  is
an isomorphism for all nonzero  x ∈ A.

We certainly know that x is injective;
since A is an integral domain, we have
cancellation.If  x(a) = x(b), then

x(a) − x(b) = x(a − b) = x(a − b) = 0.

Since we took x = 0, then we must have a−b = 0,
i.e.   a =  b. Since x is a ring
homomorphism(not hard to see), it is a fortiori a vector space
homomorphism. An injective map betweenvector spaces of the same
dimension must be a vector space isomorphism. In particular, themap
is surjective. Therefore it is also surjective as a ring
homomorphism, and therefore aring isomorphism. This shows that
there exists c ∈ A so that x(c) = 1A for
every x ∈ A\{0}.Therefore A is a commutative
division domain, so it is a field.

Exercise 3.2.H.Describe the maximal ideal of Q[x, y]
corresponding to (

√ 2,

√ 2) and (−√ 2, −√ 2). Describe

the maximal ideal of  Q[x, y] corresponding to
(√ 

2, −√ 2) and (−√ 2, √ 2). What are theresidue
fields in both cases?

Solution.From what was discussed in 3.2.C, we know that for
 A1Q,

√ 2 and −√ 2 correspond to the

ideal generated by  x2 − 2 in  Q[x]. Similarly, the
ideal corresponding to (√ 2, √ 2) should be
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 just (xy − 2, x2 − 2), which is definitely maximal because
we see its quotient is a field. Whenwe mod out by this ideal, we
get  K  = Q(

√ 2) from the  x2 − 2 contribution, and  y
 is forced

to be√ 

2 when we let  x  =√ 

2 and −√ 2 when  x  = −√ 2.
Therefore the whole quotient is just K .

In the other case, we want to pick the maximal ideal (xy +
2, x2

−2). We get the same

field extension but  y   is forced to be the opposite
sign as  x  for the two choices of  x.

Exercise 3.2.I.Consider the map of sets  φ :  C2
→ A2Q  defined as follows: (z 1, z 2) is sent
to the prime idealof  Q[x, y] consisting of polynomials
vanishing at (z 1, z 2).

(a) What is the image of (π, π2)?

(b) Show that  φ  is surjective.

Solution.

(a) The image should be the zero ideal. It is known that  π
  is not an algebraic number.We proved above that prime ideals
of  Q[x, y] correspond to  Q̄2 under the gluing
of Galois-conjugates. Since  π /∈  Q̄, we must map
(π, π2) trivially to (0).

(b) Vakil says we need to use other machinery to solve this, but
it seems doable regardless.We know that prime ideals of Q[x,
y] are going to correspond to irreducible polynomialsin  x, in
 y, or in both. We know that every irreducible polynomial
in Q[x] has a rootin C. If we have a prime ideal of the
form (f (x), g(y)), then choosing a root z 1
 of  f (x)and a root  z 2
 of  g(y) will make a preimage (z 1, z 2)
for this ideal. This is because anypolynomial (in x) vanishing
at  z 1  must contain the factor

σ∈Gal(Q̄,Q)

(x − σ(z 1))

for all Galois conjugates of   z 1  
(without superfluous overrepresentation). This is theminimal
polynomial of  z 1, hence irreducible, so it must be
the  f (x) we started with.The same goes for
 g(y).

For ideals of the form (f (x, y)) for an irreducible
 f  with nontrivial degree in both  xand
 y , we need to be slightly more creative. Suppose that
 f (x, y) did not have a rootin  C2. Then for any
fixed b ∈  C, the (degree at least one) polynomial
 f (x, b) ∈  C[x]would have no root. But this
is a contradiction. Therefore  f (x, y) has a root (a, b)
inC2, and this root is a preimage. This is probably enough work to
satisfy the solution

at this point in time.

Exercise 3.2.J.Suppose   A   is a ring, and  
I   an ideal of   A. Let   φ   :
  A →   A/I . Show that   φ−1 gives
aninclusion-preserving bijection between primes
of  A/I  and primes of  A
 containing  I .
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Solution.This is a standard commutative algebra problem. Let
 p ∈ A/I  be a prime ideal. Then φ−1(p)is prime
for the following reason: suppose that  ab ∈
 φ−1(p). Then φ(ab) =  φ(a)φ(b) ∈  p,hence
(without loss of generality)  φ(a) ∈ p. Therefore
 a ∈ φ−1(p). Clearly φ−1(p) containsφ−1((0))
= I , so this proves one direction.

Conversely, if  q  is a prime ideal
of  A, then φ(q) is prime in A/I . This
generally holds forany surjective map. Suppose that ab ∈
 φ(q). Then φ−1(a) and  φ−1(b) are both
nonempty,since  φ  is surjective, so let  a ∈
 φ−1(a) and  b ∈  φ−1(b). Then  ab ∈  q,
so we have (withoutloss of generality)  a ∈  q, whence
 a ∈  φ(q). If  q  does not contain
 I , then taking  φ−1(φ(q))gives a prime ideal
containing  I , so we get back something different from
what we beganwith. Therefore if we demand that
 q ⊃ I , we have the required bijection. That
inclusion ispreserved is completely obvious.

Exercise 3.2.K.Suppose   S   is a multiplicative
subset of   A. Describe an order-preserving bijection of
theprimes of  S −1A  with the primes
of  A that do not meet  S .

Solution.We have a natural inclusion (though strictly speaking
it may not be injective)  φ  :  A → S −1Asuch
that  a →  a/1. Suppose that  p  is a
prime ideal of  S −1(A). Then we know that p
 doesnot contain any invertible elements. In particular,
 p  does not contain any elements of theform s/1
since these are invertible. Since every noninvertible element
of  S −1A is in the imageof  φ, we
can take φ−1(p), which (as discussed above) is a prime ideal
that necessarily avoidsS .

Now suppose that  q  is a prime ideal of  A.
If  q∩ S  = ∅, then φ(q) contains an
invertibleelement, whence the ideal generated by this set cannot be
a prime ideal. If  q∩ S  = ∅, thenwe claim the
ideal generated by  φ(q) is prime ideal. Let  φ(q)
= p. Suppose that

a

s ·  b

t ∈ p.

Then we have  st ·   as ·   bt  
= ab ∈ p. Then since  ab  is in the image
of  q, we know that (withoutloss of generality)  a ∈
q. Therefore  a/s ∈ p. This is the desired bijection.

Exercise 3.2.L.Show that (C[x, y]/(xy))x ∼= C[x]x  (in
some natural way).

Solution.

C[x]x  should have a pretty easy spectrum, since from
previous problems we know Spec C[x]xis just those prime ideals in
C[x] avoiding {1, x , x2, . . .}. Since (nonzero) prime ideals
of C[x]are of the form (x − a) for any  a ∈  C,
we just need to avoid the choice  a  = 0. Any otherchoice
of  a  gives an ideal not containing  x, for
if  x ∈ (x− a) then −a ∈ (x− a) which implies(x − a) =
C[x], so it is not a maximal ideal. Therefore we can realise Spec
C[x]x = C \ {0}.

We know from the last few problems that SpecC[x, y]/(xy) can be
viewed as a subset of SpecC[x, y], which we have discussed.
Specifically, SpecC[x, y]/(xy) ‘contains’ those primeideals of
SpecC[x, y] which contain (xy). Since prime ideals
of  C[x, y] are (by 3.2.E) just of 
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the form (x − a, y − b) or (f (x, y)), we know what to
ignore. Since  xy   is irreducible, it nevershows up in
anything of the form (f (x, y)) unless  f (x, y)
= xy, and this corresponds to thezero element in SpecC[x,
y]/(xy). Therefore the nonzero prime ideals in SpecC[x, y]/(xy)are
limited to those of the form (x − a, y − b). But we know that the
element

(x − a)(y − b) = xy − bx − ay + ab =
 ab − bx − ay ∈ (x − a, y − b).We do some more
manipulation to show

ab − bx − ay + b(x − a) + a(y − b) = −ab ∈ (x −
a, y − b).

This shows in particular that we must have  a  = 0 or
 b  = 0. Therefore we want ideals of theform (x, y − b)
or (x−a, y) for a, b ∈ C. Now, to deal with the localisation,
we need to throwout all choices of  a  = 0 and
everything of the form (x, y − b). Therefore the primes we haveleft
are of the form (x − a, y) for  a ∈ C \ {0}. That is
precisely what we concluded above,and we can see how the
correspondence works now:

SpecC[x]x  (x − a) ↔ (x − a, y) ∈ Spec(C[x, y]/(xy))x

Exercise 3.2.M.If  φ  :  B → A is
a map of rings, and  p  is a prime ideal of  A,
show that φ−1(p) is a prime idealof  B .

Solution.I’m not sure how we could’ve gotten away without
proving this by this point. See Exercise

3.2.J.

Exercise 3.2.N.Let B  be a ring.

(a) Suppose  I  ⊂  B   is an ideal.
Show that the map Spec B/I  →  Spec B   is the
inclusionmap implied by 3.2.J.

(b) Suppose S  ⊂ B  is a multiplicative set.
Show that the map Spec S −1B → Spec B  is
theinclusion implied by 3.2.K.

Solution.

I’m reasonably sure I proved this well enough above to satisfy
both myself and Vakil.

Exercise 3.2.O.Consider the map of complex manifolds sending
 C → C  via  x →  y  =
 x2. We interpret thedomain as the ‘x-line’ and the codomain
as the ‘y-line’. Interpret the corresponding map of rings
given by  C[y] → C[x] given by
 y → x2. Verify that the fibre above the point
 a ∈ C   isthe point(s) ±√ a ∈ C,
using the definition given above.
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Solution.I think I know what they’re asking for here, but I’m
unclear since this is mostly a thoughtexercise. The spectra
of  C[x] and  C[y] can be identified with  C
 (plus the mysterious (0)).Therefore looking at the map
 φ   :  C[y] →  C[x] where  y →
 x2 gives us the map on spectrawhich is the first map
described above. I’m not sure what else to write down.

Exercise 3.2.P.Suppose   k   is a field, and  
f 1, . . . , f  n  ∈   k[x1, . . . , xm] are
given. Let   φ   :   k[y1, . . . , yn] →k[x1, .
. . , xm] be the ring morphism defined by  yi →
f i.

(a) Show that  φ  induces a map Spec k[x1, . . . ,
xm]/I  → Spec k[y1, . . . , yn]/J   for any
idealsI  ⊂ k[x1, . . . , xm] and J  ⊂
k[y1, . . . , yn] such that  φ(J ) ⊂ I .

(b) Show that the map of part (a) sends the point (a1, . . . ,
am) ∈ km (i.e. (x1 −a1, . . . , xn −an) ∈ Spec k[x1, . . . , xm])
to

(f 1(a

1, . . . , a

m), . . . , f  

n(a

1, . . . , a

m))

∈kn.

Solution.

(a) This is clearly true if  I  = 0 because
we can use the canonical map. Now, we know thatprime ideals of Spec
k[x1, . . . , xm]/I  are in bijective correspondence with
prime ideals of Spec k[x1, . . . , xm]
containing I . A prime
ideal p containing I  will be mapped to a
primeideal containing φ−1(I ). For  φ−1(p) to
translate back to an ideal in  k [y1, . . . ,
yn]/J   weneed   J  ⊂   φ−1(p). This
occurs if   φ(J ) ⊂   p, which is true
because   φ(J ) ⊂   I  ⊂  
p.Therefore this map is well defined.

(b) If we think about maximal ideals as the vanishing set at a
given point (which is

the correspondence between the Spec and points of affine space),
then this shouldn’tbe too bad. If we consider an element   g
 ∈   k[y1, . . . , yn], then   φ(g(y1, . . . , yn))
=g(f 1(x1, . . . , xm), . . . , gn(x1, . . . , xm)). Therefore
if   p ⊂  k[x1, . . . , xm] is the vanishingset
of  a1, . . . , am, we would like  φ−

1(p) to be the vanishing set of the point (b1, . . . , bn)so
that

φ(g(b1, . . . , bn)) =  g(f 1(a1, . . . , am), . . . ,
f  n(a1, . . . , am)).

Therefore these  bi  should correspond to
 f i(a1, . . . , am).

Exercise 3.2.Q.

Consider the map of sets  π  :
 AnZ → SpecZ  given by the ring map
 Z → Z[x1, . . . , xn]. If  p  
isprime, describe a bijection between the fibre  π
−1([( p)]) and AnFp . Can you interpret the fibreover
[(0)] as  Ank  for some field  k?

Solution.Let φ be the ring map above. Then we have

π−1([( p)]) = {p ⊂ Z[x1, . . . , xn] : φ−1(p) =
( p)}.
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What does this mean? When we take the preimage of   p
  under   φ, all that remains arethe constant polynomials
in that prime ideal. There may not be any such; in this caseπ(p) =
(0). Otherwise, we have some minimal constant polynomial   n
  in  p. As such, theideal  nZ[x1, . . . ,
xn] ⊂ p. However, it is clear that n  must be a
prime integer: otherwise wewould have 

·m =  n

∈p for some other constant polynomials   and
 m, nullifying primeness.

Now, we know that AnFp  = SpecF p[x1, . . . , xn] =
SpecZ/pZ[x1, . . . , xn]. Since prime idealsof  Z/pZ[x1,
. . . , xn] are in bijection with ideal of  Z[x1, . . . ,
xn] containing  pZ[x1, . . . , xn], wesee the bijection
starting to emerge. An ideal  p ∈ Spec[x1, . . . ,
xn] mapping to ( p) containsthe constant polynomial   p.
Therefore   pZ[x1, . . . , xn] ⊂   p, so   p
  correspond to an ideal inZ/pZ[x1, . . . , xn] = F p[x1,
. . . , xn]. This gives us a point in finite affine space
 A

nFp

.If  p  is an ideal without any such constant
polynomial  p, as we said above it goes to the

zero ideal. We can probably picture this as a point in AnQ, and
we might even have a bijectionthere. We certainly know that for
every monic irreducible polynomial in  Q[x1, . . . , xn],
wecan associate to it an irreducible polynomial in  Z[x1, . .
. , xn] by ‘clearing denominators’.Indeed, these polynomials have
the same roots, and the association is unique. We can usethis to
come up with a bijection of closed points between  AnZ
 lying over [(0)] and  A

nQ.

Exercise 3.2.R.

(a) Show that if   I   is an ideal of
nilpotents, then the inclusion Spec B/I  →  Spec B
  is abijection.

(b) Show that the nilpotents of a ring B  form an
ideal, the  nilradical  which we denote  N.

Solution.These are pretty standard commutative algebra
exercises. It suffices to show that the nilrad-ical is the
intersection of all prime ideals for both parts. Let x

∈N, which we only assume is

a subset for now, and that xn = 0. Then we have for any
prime ideal  p  that xn = xn−1 ·x ∈ p,whence
either  xn−1 or  x ∈ p. If we then have
 xn−1 ∈  p, then we can write this  xn−2 ·
x ∈ p,whence  xn−2 or  x ∈  p. By
induction this shows x ∈  p. Therefore N ⊂
 p   for every primeideal  p, so

N ⊂p⊂B

p.

Now we need to show that this is everything. Suppose x /∈
N. Then we will show that  x /∈ pfor some prime  p. Let
 S  be the set of ideals not containing  xn for
any n ∈ N. Since (0) ∈ S this is a nonempty set which has
a partial ordering on it, hence by Zorn’s lemma  S  
has amaximal element  m.

We claim that  m  is a prime ideal. Suppose that we
have  a, b ∈ B  such that  a, b /∈ m butab ∈ m.
Then consider the ideal

a = {z  ∈ B :  a · z  ∈
B}.

Then  m a, hence  xn ∈ a  for some  n. By
the same reasoning,

b = {z  ∈ B :  xn · z  ∈
B}
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is an ideal strictly bigger than  m, so this ideal contains
some  xm. But then this implies thatxn · xm =  xn+m ∈
 m, which is a contradiction. Therefore m   is prime
and hence  x  does notbelong to some prime ideal.

Having shown this, it is clear that the inclusion above is a
bijection: since primes in  B/I correspond to primes in
 B  containing I , this is all primes. Further,
the intersection of ideals

is again an ideal, so  N  is an ideal.

Exercise 3.2.S.Prove that the nilradical is the intersection of
all prime ideals.

Solution.Oops, I didn’t read ahead. See above.

Exercise 3.2.T.Suppose we have a polynomial
 f (x) ∈ k[x]. Instead, we work in  k[x,
ε]/(ε2). What then isf (x + ε)?

Solution.Let f (x) =

ni=0 aix

i. Then we have

f (x + ε) =n

i=0

ai(x + ε)i =

ni=0

ai

  i

 j=0

i

 j

xi− j ε j

Most of those terms, however, vanish since  ε2 = 0.
Hence

=n

i=0ai(x

i + ixi−1ε) = f (x) + ε · f (x).

This looks like it will be very convenient.

3.4 The underlying topological space of an affine scheme

Exercise 3.4.A.Check that the  x-axis is contained in
 V (xy,yz ).





						
LOAD MORE                    

                                    


                
                    
                    
                                        
                

                

                        


                    

                                                    
                                Thrifty Solutions.pdf

                            

                                                    
                                Advanced Clickers: Practical Classroom Issues & Question Design David Vakil April 18, 2009 On Course National Conference Professor Vakil teaches astronomy

                            

                                                    
                                Lapauw Ironing Solutions.pdf

                            

                                                    
                                Get Personal Sanjay Vakil, PhD

                            

                                                    
                                Assignment 3 Solutions.pdf

                            

                                                    
                                Underwood Dudley - solutions.pdf

                            

                                                    
                                Partial Fractions - Solutions.pdf

                            

                                                    
                                Parametric Differentiation - Solutions.pdf

                            

                                                    
                                WAVES SOLUTIONS.pdf

                            

                                                    
                                PEC_Shell Global Solutions.pdf

                            

                                                    
                                Vakil, Kanaitalal H. - Ajanta (145p).pdf

                            

                                                    
                                Prospects of biofertilizers by Raj Vakil

                            

                                                    
                                Homework 2, Solutions.pdf

                            

                                                    
                                Vakil, Ravi--Foundations of Algebraic Geometry

                            

                                                    
                                b p lathi solutions.pdf

                            

                                                    
                                Multiple Regression Analysis Farideh H. Dehkordi-Vakil

                            

                                                    
                                Shiraz Masjed e Vakil 1

                            

                                                    
                                c250p solutions.pdf

                            

                                                    
                                Shiraz Masjed e Vakil 2

                            

                                                    
                                At Ajanta by Kanaiyalal H. Vakil

                            

                                                    
                                Presentation Virtualization Solutions.pdf

                            

                                                    
                                IP Solutions.pdf

                            

                                                    
                                Discovering and Describing Relationships Farideh Dehkordi-Vakil

                            

                                                    
                                40 Sufi Comics by: Muhammed Arif Vakil and Mohammed Ali Vakil

                            

                                                    
                                Greenberg_Advanced Engineering Mathematics - Solutions.pdf

                            

                                                    
                                Ch 4 Solutions.pdf

                            

                                                    
                                FAP0025  tutorial solutions.pdf

                            

                                                    
                                waterhammer practical solutions.pdf

                            

                                                    
                                106old exam2 solutions.pdf

                            

                                                    
                                8122417973Organic Chemistry_Problems And Solutions.pdf

                            

                                                    
                                Uniflair HD Solutions.pdf

                            

                                                    
                                Schréder - Led Lighting solutions.pdf

                            

                                                    
                                Agilent Switching Solutions.pdf

                            

                                                    
                                Midterm 2 Solutions.pdf

                            

                                                    
                                Fluid Mechanics Solutions.pdf

                            

                        
                    

                                    

            

        

    

















    
        
            
                	About us
	Contact us
	Term
	DMCA
	Privacy Policy



                	English
	Français
	Español
	Deutsch


            

        

        
            
                Copyright © 2022 VDOCUMENTS

            

                    

    










