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 Back Cover
 This is a practitioner’s book, combining theoretical and practical applications for project professionals.It is a loosely coupled work flow that takes PM’s through the most important quantitative methods,integrates them, and shows interrelationships that cannot be obtained by separate readings. Thesepractical methods can be applied easily by project practitioners who are not steeped in theory andneed to know how to make everyday use of numerical analysis in projects. This book also coversfinancial and life cycle risk as well as risk for the project itself and contains unique extensions toearned value and project initiation. This book will be of particular interest to project managers,program managers, project administrators, system engineers, cost and risk estimators, as well ascontinuing education and seminar providers.
 About the Author
 John Goodpasture is President, Square Peg Consulting, Inc., a consulting firm in the field of projectmanagement. He has an MS in Electrical Engineering and over 35 years of work experience incomplex multi-million-dollar programs and projects in the defense, intelligence, aerospace andcommercial industries. John is the author of Managing Projects for Value, has authored dozens of articles in PM Network  magazine, and has authored and presented numerous papers and severalunique quantitative techniques to PMI National Symposium. He is an experienced and sought-after
 speaker, instructor, and lecturer.
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 Preface
 This book is about quantitative methods in project management. Quantitative methods
 provide the basis for calculating value, setting up the project metrics that will be themeasures of success, and helping the project manager understand the numerical values of risks to be addressed. Quantitative Methods in Project Management  is for the projectprofessional and day-to-day practitioner. Although grounded in theory, the objective of this
 book is to convey usable concepts and techniques that are workable every day in project life.Throughout the chapters, you will find sufficient introductory material set in a projectmanager's context to understand and apply the ideas without recourse to formal instruction.In Chapter 1, the concept that business value is the motivator for projects is addressed. Aframework, called the "project balance sheet," is introduced and a loose workflow of 
 quantitative skills is described.
 Chapter 2 provides an introduction to probability and statistics. Really successful project
 managers apply these concepts routinely to set achievable expectations and manage risk.Probability and statistics are essential to "underpromising and overdelivering." Chapter 3covers estimating methods, of which there are several, and the work breakdown structure.Good estimates cover all the scope, and all the scope is defined in the work breakdownstructure. Quantitative decision making is addressed in Chapter 4. Therein, we tee-up theidea that good decisions are the outcome of decision policy implemented with rational
 decision making supported by risk-adjusted numerical analysis. Decision trees and tablesare the tools of decision analysis. Risk adjustments in budgeting are exactly the topic of Chapter 5, wherein capital budgeting is discussed. Capital budgeting is, in effect, cashbudgeting, and cash is the real source of value in business, despite the popular focus onearnings. So Chapter 5 is key material for the informed project manager.
 Most project managers face a profit and loss (P&L) statement in day-to-day life. P&Ls are
 expense statements, largely a product of the company's cost accounting system, and areprovided routinely to managers. However, the P&L does not convey value, only expense.Consequently, the P&L must be coupled with the project management "earned value"system to provide the numerical basis for understanding accumulating value. Expenseaccounting is the topic of Chapter 6. In Chapter 7, quantitative time management isaddressed. Of course, time and cost are correlated: an increase in time is often the driver for an increase in cost. However, there are many quantitative aspects to time management that
 are discussed apart from cost management. Special topics in quantitative projectmanagement are covered in Chapter 8, including hypothesis testing, regression analysis,probability-impact analysis, Six Sigma, and QFD analysis. Six Sigma is a coined term thatrefers to a determined effort to reduce errors, which is variance, in the products and servicesdelivered to customers. As some practitioners of Six Sigma like to say: "Our customers
 experience the variance, not the mean." In Chapter 9, a short treatment of project contractingis provided. Project contracting is a risk-management tool, and Chapter 9 examines thenumbers and provides insight about incentive contracts as a risk-control tool.
 Free value-added materials available from the Download Resource Center at 
 www.jrosspub.com
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  At J. Ross Publishing we are committed to providing today's professional with practical,hands-on tools that enhance the learning experience and give readers an opportunity toapply what they have learned. That is why we offer free ancillary materials available for download on this book and all participating Web Added Value™ publications. These onlineresources may include interactive versions of material that appears in the book or 
 supplemental templates, worksheets, models, plans, case studies, proposals, spreadsheetsand assessment tools, among other things. Whenever you see the WAV™ symbol in any of our publications, it means bonus materials accompany the book and are available from theWeb Added Value Download Resource Center at www.jrosspub.com.
 Downloads available for Quantitative Methods in Project Management  consist of a glossaryof terms and statistical and quantitative risk analysis charts, models, and examples for budgeting, cost analysis, and the project balance sheet.
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 Chapter 1: Project Value: The Source of all
 Quantitative Measures
 Project value is a consequence of successful application of resources to an agreed 
 scope, taking measured risks to balance expectations with capability.
 John C. Goodpasture
 Successful Projects
 Successful projects return value to the business. Successful projects are relatively easy toidentify; we usually know them when we see them. They are the projects that improveprocesses or product, reduce costs and operational inefficiencies, make contributions to thetechnical and functional competence of the organization, or add capacity and capability toserve customers and markets with greater satisfaction. They are projects that make good onthe promises of the project charter, deliver the intended scope, and deliver that scope within
 a time frame commensurate with business objectives. The value cycle of successful projectsis presented in Figure 1-1.
 Figure 1-1: The Project Cycle of Value.
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 Mindful of the fact that projects, all projects, are one-time temporary endeavors [1] burdenedwith uncertainties, and not blessed with the error-reducing opportunities of repetitive ongoingoperations, the project manager faces many risks arising from internal stresses and externaluncontrollables. The project manager's mission is then to accomplish the assigned scope
 with the available resources, taking measured risks to do so.
 More often than not, successful projects "make the numbers." In the project's valueequation, the resource commitment is to be more than paid back by the project benefits.
 That said, it might be the case that the numbers to make are spread over the life cycle of theproject from concept through implementation, deployment, operations, and retirement.Figure 1-2 illustrates the life phases of a project.
 Figure 1-2: The Project Life Cycle.
 The numbers may not be all financial; indeed, quantitative measures of resourceconsumption, customer satisfaction scores, market share, supplier value, and other business
 measures may be every bit as influential in judging project success. What would be your  judgment of New Coke® or the Edsel automobile or the Apple Newton®? Very likely, theconcept and development project efforts were sufficiently successful by conventionalmeasures to warrant production, but over the product life cycle these were not verysuccessful projects, largely due to customer dissatisfaction with feature and function, and
 perhaps inadequate product differentiation with competitors.
 Valuable projects are "instruments of strategy." [2] Project value is made traceable to
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 opportunity by means of flow down from opportunity to goals deployed through strategicplans, as illustrated in Figure 1-3. We see in Figure 1-3 that opportunity is at the head of project value. Opportunity is the untapped market value that must be processed intobusiness results. Tapping into opportunity provides the fuel to achieve goals. Goals are astate of being, quantitative and measurable, a destination to be achieved with strategy.
 Strategy is actionable steps toward the goal state. Strategy is a plan. To implement aplanning step, a project may be needed. Therein lies project value: a means to an end toexecute strategy and achieve goals. Once completed, a concept of operations employing thedeliverables becomes day-to-day organizational activity.
 Figure 1-3: Value Flow Down.
 Really valuable projects enhance core competencies; indeed, for many companies, project
 management and the ability to execute projects as envisioned is a core competency. Asdefined by Gary Hamel and C.K. Parahalad in their 1990 Harvard Business Review  article,"The Core Competence of the Corporation," [3] and subsequently expanded in their 1994book, Competing for the Future, [4] core competencies are integrated bundles of skills, oftencross-departmental, that provide business with "gateways to future opportunities." To be a
 core competency in Hamel and Parahalad's view, an integrated skill set must meet threetests. First, it must be employed to make a material contribution to customer value in theproducts and services offered by the business. Certainly, the skill set required to pull off mission-enabling projects would meet this test. Second, a core competency must be
 competitively unique and add to the differentiation in the market between the firm and itscompetitors and substitutes. For example, within the defense industry, program management
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 of complicated cost-reimbursable contracts is considered a core competency. The ability tomanage huge complexity in a semi-regulated environment — with all of the uniqueaccounting and contracting processes, procedures, and rules that are associated with thedefense industrial community — separates defense firms from their commercialcounterparts. Even within the defense community, integrated program management skills set
 apart firms into opportunity spaces by their ability to manage scope. Finally, a corecompetency enables extensions of the business into new products and services. If not for this, many companies might remain the best buggy whip manufacturers of all time.[1] A Guide to the Project Management Body of Knowledge (PMBOK® Guide) — 2000Edition, Project Management Institute, Newtown Square, PA, p. 204.
 [2]Goodpasture, John C., Managing Projects for Value, Management Concepts, Vienna, VA,2001.
 [3]Hamel, Gary and Parahalad, C.K., The core competence of the corporation, Harvard 
 Business Review , pp. 79–90, May–June 1990.
 [4]Hamel, Gary and Parahalad, C.K., Competing for the Future, Harvard Business School
 Press, Boston, MA, 1994, chap. 9.
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 Business Value is the Motivator for Projects
 The fact is, the "business of business is to increase shareholder wealth." This sentiment
 paraphrases the thinking of many executives going back all the way to Adam Smith in the
 18th century. In his well-known book, The Wealth of Nations, published in 1776, businessleader Smith wrote: "Every individual endeavors to employ his capital so that its produce
 may be of greatest value. He generally neither intends to promote the public interest, nor 
 knows how much he is promoting it. He intends only his own security, his own gain."  By all
 current measures, Mr. Smith was very self-centered and not community oriented.Nevertheless, it is as true today as it was more than two centuries ago that many businessesput financial performance at the top of the value chain.
 Insofar as projects return more in financial resources than they absorb, we could thenconclude that those projects are valuable to the business. It only remains to set up themechanisms to make effective financial measures. We will take up financial measures inlater chapters when we discuss capital budgeting and cost management. We will examine
 the concepts of sorting projects on the basis of their risk-adjusted returns calculated as either their net present value or their economic value add. Coupling scope with financial returnsleads us to the concept of earned value. Earned value is indispensable for evaluating thetrue value of a project to the business.
 Over time, several models have evolved to describe other sources of business value that areeffective tools for project managers. Project managers are often called on to contribute tothe selection of projects, to interpret the voice of the customer when setting scope, toevaluate the discretionary investments in upgrades and enhancements throughout the life
 cycle, and to assist with the rollout and deployment of the project deliverables to the endusers and customers. Familiarity with the sources of value to executives, suppliers, users,and customers only enhances the value of project management per se. These value models
 convey understanding of the hot buttons of those constituents.
 The Balanced Scorecard
 One model in current and widespread use is the balanced scorecard. The balanced
 scorecard is an idea invented by Robert S. Kaplan and David P. Norton. Writing first in theHarvard Business Review  in an article entitled "The Balanced Scorecard — Measures ThatDrive Performance," [5] Kaplan and Norton described four scoring areas for business value.One, of course, is financial performance. Financial performance is often a history of performance over the reporting period. Though historical data provide a basis to calculate
 trends, in effect indexes for forecasting future results, by and large the focus of financialperformance is on what was accomplished and the plans for the period ahead. Almost all
 projects and all project managers must respond to financial performance.
 Three other balanced scorecard scoring areas also fit well into the business of chartering,scoping, and selecting projects. These scoring areas are the customer perspective of howwell we are seen by those that depend on us for products and services, and exercise free willto spend their money with our business or not; the internal business perspective, oftenreferred to as the operational effectiveness perspective; and the innovation and learning
 perspective that addresses not only how our business is modernizing its products andservices but also how the stakeholders in the business, primarily the employees, aredeveloping themselves as well.
 For each of these scoring areas, it is typical to set goals (a state to be achieved) and develop
 strategy (actionable steps to achieve goals). The scoring areas themselves represent theopportunity space. As we saw in Figure 1-3, goal setting and strategy development in specific
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 opportunity areas lead naturally to the identification of projects as a means to strategy.Specific performance measures are established for each scoring area so that goalachievement is measurable and reportable.
 Typically, project performance measures are benefits and key performance indicators(KPIs). KPIs need not be, and most are not, financial measures. In this book, we make the
 distinction between benefits, returns, and a KPI. Benefits will be used in the narrow sense of dollar flows that offset financial investment in projects. Returns, typically expressed in ratios
 of financial measures, such as return on investment, and benefits, typically measured indollars, are sometimes used interchangeably though it is obvious that benefits and returnsare calculated differently. KPIs, on the other hand, are measures of operationalperformance, such as production errors per million, key staff turnover rate, credit memos per dollar of revenue, customer wait time in call centers, and such.
 The Treacy-Wiersema Model
 Michael Treacy and Fred Wiersema described a model of business value in their study,"Customer Intimacy and Other Value Disciplines," [6] published in the Harvard Business
 Review , and expanded further in their book, The Discipline of Market Leaders. [7] Closelyaligned with the balanced scorecard, the Treacy-Wiersema model has three focus areas.The first is customer intimacy, in which the concept of relationship management as a
 business value is foremost. Customer intimacy is characterized by a harmonious alignmentof business values in a chain that interconnects the customer and the business. Product,service, and support are more or less tailored to an individual customer. Many projects,especially in the evolving "e-business" of integrated business systems, are aimed squarely atcustomer intimacy. The objective of these e-business projects is to provide complementarycross-user functionality and shared workload across the channel, presumably doing the task
 at the most effective end of the channel at the least or most effective cost. A subtler objectiveis to raise barriers to exit of the relationship and thereby close out competitors. It is almostaxiomatic that the cost of sales to retain and nurture an existing customer is far less than thecost of marketing, selling, and closing a new customer.
 The second focus area of the Treacy-Wiersema model is product excellence or superiority.The objective is to be differentiated from competitors and create an "ah-hah!" demand.Obviously, such demand can usually command a price premium. There must be a
 dedication to innovation, upgrade, and new ideas. Risk taking, at least in product and servicedevelopment and delivery, is the norm. Naturally, this is a target-rich area for projectmanagers, and the performance measures are typically market share, customer satisfaction,revenues, and profits.
 The third area is operational excellence. Internal processes, methods, and procedures aremade as "frictionless" as possible. Repetition is exploited to reduce errors and minimize
 variance to the mean outcome. This area is taken quite broadly and would in mostbusinesses encompass some of the innovation and learning goals from the balanced
 scorecard. A good example of operational excellence exists in the back-office billing andadministration systems. As an example, health-care administrator companies strive to beoperationally excellent, providing uniformly the same service to each and all customers.
 Treacy and Wiersema make the point that it is difficult, if not out and out inconsistent, to excelin all three areas. Product excellence and operational efficiency may conflict culturally andfinancially. Customer intimacy may also conflict with operational efficiency. You would notexpect customer intimacy from your health-care administrator; you want a frictionless,
 repeatable experience with a call center if you need help. Operational efficiency could be themantra of the low-cost commodity provider, and many customers would be quite happy with
 that. Of course, for commodity providers there are few barriers to exit, and customers votewith their feet and their pocketbook.
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 The Kano Model
 The Kano model is more narrowly focused than the former two models discussed. Namedfor Dr. Noriaki Kano and widely described in the literature, [8], [9] the model is aimed atcapturing the voice of the customer for requirements for products and service. Originally
 conceived in the 1970s as a quality tool for obtaining a good match of customer need andproduct feature and function, project managers can apply this tool not only for gradingrequirements but also for evaluating budget allocations and priorities, and for assessingqualitative risks. In this regard, Kano models are quite useful for project managers who mustmake dollar decisions about where discretionary funds can be best leveraged for business
 value.
 Kano really only addresses two of the focus areas already described: customer perspective
 and product excellence. The Kano model pretty much ignores operational effectiveness,except as operational effectiveness is reflected in product or service quality that influencescustomer satisfaction. Of the three models, the Kano model is very tactical and appliesreadily to projects.
 The Kano model is most often represented as a graph, with two axes as shown in Figure 1-4.The vertical axis is the customer satisfaction scale, reaching from very satisfied, to indifferentin the center, to very dissatisfied. Although a numeric scale is not often used, project
 managers seeking more quantification could apply a scale. [10]
 Figure 1-4: Kano Graph.
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 The horizontal axis is product or service functionality or performance. To the right is desired
 or available functionality or performance, with stronger desire or need represented by afarther distance outward from the center. To the left is missing functionality or poor performance. Again, the same ideas of numeric scaling could be applied to this axis. In thecenter is a neutral area in which functionality is unevaluated, but also this is where the center 
 of the customer satisfaction axis crosses.
 Of course, the axes are laid out on a graph to cross at the center and provide an orthogonalspace in four quadrants suitable for plotting. In this space, a set of curves is plotted. Let us
 consider the first quadrant in the upper left of the plotting space. We see this illustrated onthe Kano graph. In this quadrant, customer satisfaction is increasing, but there is littleexpectation for functionality. In this space are latent, or unspoken, requirements — missingfunctionality but also unknown or unappreciated by the customer. In the upper left quadrantthere is little or no impact on customer satisfaction. From the project managementperspective, this space means that no investment need go into filling the missing functions
 since they have little impact. However, there is opportunity insofar as a function or featuremight be "promoted" from the upper left quadrant to the upper right quadrant.
 The upper right quadrant is the "ah-hah!" space where the customer recognizes increasing,available, or known functionality as real value add. Kano calls this the customer delightquadrant. In the upper right quadrant are functions and features that the customer did notknow were wanted until the functions were revealed. This is the quadrant of "home runs" andnew-to-the-world product risks. Spending is discretionary in the upper right quadrant. For the
 project manager, requirements plotted in the upper right quadrant carry above-average risk,increasingly so as the plot moves farther from the center origin. The impacts on costmanagement and schedule are more probable, making their risks rise to the top of the list of risks to be watched.
 Moving to the lower half of the plotting space, we next consider the lower right quadrantshown on the Kano graph. This is an area of distress. The customer is not satisfied in spite of function, feature, or service that is provided. The project manager is compelled to addressthese requirements, dedicating resources to their fix. Resource allocation to this quadrant
 competes with the resources that might or should go into the upper right quadrant. Theproject manager, along with other team members, particularly whomever holds the bestrelationship with the customer, must make the call about resource contention between theupper and lower right spaces.
 Finally we come to the lower left quadrant. This quadrant is the flip side of its cousin above. If functionality is missing or poorly provided, the customer is unhappy, perhaps very unhappy.This quadrant consumes resources for the needed fix, competing with the other two (upper 
 and lower right) as shown on the Kano graph.
 There is actually a fifth space, really only a line: the horizontal axis. Along this axis, functionand feature may be provided, as on the right side, or not provided at all, as on the left side,but the customer cares not one way or the other. This is the line of total indifference on thepart of the customer. In fact, we plot the first of our curves along this axis and label it the "I"curve for indifference.
 What may lie along this axis? Actually, quite a lot usually goes here. Project managers put allthe regulatory requirements, whether internal or external, on this axis. What about risk? Well,some of these requirements may carry quite a lot of risk but add nothing to customer 
 satisfaction, at least as perceived by the customer. Certainly the project manager shouldtake no more risk than necessary and challenge any new additions to the "I" requirements.
 There are three other curves that are more interesting. [11] The first is the "L" curve, or thelinear line that extends from the lower left to the upper right through the center. This is the"more is better" line. For features represented on this line, providing "more" simply increases
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 customer satisfaction. A good example is computer memory: more is better, always!Correspondingly, a lack of memory will upset the customer, and the more missing the worsewill be the effect. From the point of view of meeting the competition, it is almost mandatory tofund these requirements, at least to some degree, to stay in the race. Commensurate risksmust be taken, or else product obsolescence will doom all future sales.
  A third curve is the "M" curve, which stands for "must be there." The "M" curve is shown inFigure 1-5. Running along the horizontal axis on the right side, and dipping into the lower left
 quadrant, the "M" curve is appropriate where the presence of a function raises little reactionwith the customer, but if the function is missing, then there is customer dissatisfaction. Withrequirements of this type, the project manager should take no risks and invest only thatwhich is necessary to maintain the function without adding to it. Now, there is opportunity to"promote" from "M" to "I". Did Apple make this move when it dropped the floppy disk drive inits desktop computers?
 Figure 1-5: Kano Curves.
 Perhaps of most interest is the "A" curve, which stands for the "ah-hah!" reaction. It is themirror image of the "M" curved flipped around so that it runs along the horizontal axis on theleft side and then rises into the upper right quadrant. Requirements along the "A" line do notupset the customer if missing but engender a very favorable reaction if present. If acted on,"A"s are the requirements of greatest risk, perhaps new to the world. "A"s require the most
 attention in terms of funding, risk management, and performance measurement.
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 Table 1-1 provides a summary of a potential product analyzed with the Kano model. Here wesee a list of requirements that are characterized by their funding need, risk potential, and fitto the Kano plot space.
 Table 1-1: Kano Example, Personal Computer 
 Requirement Funding Risk
 Packaging and eye
 appeal
 Discretionary investment
 targeted for high returns
 Take all necessary risks to
 assure success
 Faster CPU andlarger memory
 Constant refreshmentrequired; reserve funds tomeet needs
 Take prudent risks tomaintain market acceptance
 FCC compliance Mandatory funding to meetminimum requirements
 Take no risks not essentialto meeting compliance
 specification
 Floppy disk drive If market demands, fundlowest cost supplier 
 Take no risks; mature device
 CD-RW drive Initially, discretionaryinvestment targeted for highreturns
 CD-RW decays to M quickly;minimize risk to balancerewards
 [5]Kaplan, Robert S. and Norton, David P., The balanced scorecard — measures that driveperformance, Harvard Business Review , pp. 71–79, January–February 1992.
 [6]Treacy, Michael and Wiersema, Fred, Customer intimacy and other value disciplines,Harvard Business Review , pp. 84–93, January–February 1993.
 [7]Treacy, Michael and Wiersema, Fred, The Discipline of Market Leaders: Choose Your Customers, Narrow Your Focus, Dominate Your Market , Perseus Books, Cambridge, MA,
 1996.
 [8]Kano, Noriaki, Attractive quality and must-be quality, Journal of the Japanese Society for 
 Quality Control , pp. 39–48, April 1984.
 [9]Shiba, Shoji, Graham, Alan, and Walden, David, A New American TQM: Four Practical 
 Revolutions in Management , Productivity Press, Portland, OR, 1993, pp. 221–224.
 [10]The scales applied to the Kano model need not be linear. Indeed, a logarithmic scalegoing from the center origin toward the outer reaches of satisfaction, both positive andnegative, could be quite helpful if there is great range to be plotted. Or, the logarithmic scalecould be applied to product functionality, left and right. Applying a scale to one or the other of 
 the axes creates a "log-linear" plotting space. Of course, project managers familiar withlogarithmic scales will know that a straight line plotted on a log scale will be a curve.
 [11]In the original Kano model, which grew out of work in the 1970s for the camera company
 Konica, there were in fact only three curves. The "I" curve along the axis was not included.Kano named his three curves a little differently than as presented here. Kano's names were:"excitement" for the curve this book calls the "ah-hah!" reaction, "performance" for "more isbetter," and "threshold" for "must have." Many references in the literature use the originalnames. Dr. Kano's research objective was to model "attractive quality" and distinguish thatfrom "must-be" quality. "Must-be" quality was seen as a minimum or threshold to customer 
 satisfaction. Below this threshold, customers would object; at the threshold, customers wouldnot notice or would not make a competitive buying decision one way or the other.
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 A Framework for Value, Risk, and Capability: The ProjectBalance Sheet
 Over a number of years of working with project teams and executive sponsors, this author has conceived and evolved the concept of the project balance sheet. [12], [13] The projectbalance sheet is a conceptual and quantitative model suitable for relating business value withproject capability and risk. To this point, we have discussed three well-known models of 
 business value and customer expectation. Now it remains to couple these models toprojects. Coupling to projects also provides a means to relate the numerical expressions of business value with the numerical measures of project capability and performance.
 We begin with this premise: project sponsors and business executives who charter projectsand invest in their success have an expectation of results, more often than not results thatexceed the project investment, and for these investment gains, they are willing to acceptsome risk. These expected results support directly the goals and strategies that back up the
 value models we have discussed.Project managers, on the other hand, accept the charter as their marching orders,
 developing a scope statement and an estimate of resources that corresponds. Now it oftencomes to pass that the project manager discovers that the available investment comes upshort of the resources estimated, given that the full scope is embraced. Negotiations begin,but in the final analysis there usually remains a gap between capability and capacity on theproject side and the value imperatives on the business side. What to do? The answer is: takea risk. How much risk? Only as much risk as is necessary to balance business needs and
 values on the one side with project abilities and needs on the other side. Who takes this risk?The project manager; the project manager is the ultimate risk manager. [14]
 Financial Accounting An understanding of balance sheet math is needed in order to proceed. For projectmanagers not familiar with the balance sheet idea from the domain of financial accounting,here is a quick overview. First, the balance sheet is nothing more than a graphical or tabular 
 way to show a numerical relationship: y = a + b. However, this relationship is not functionalsince all three of the variables are independent and, because of the equality sign, arelationship exists among the three that makes them interdependent as well. Thus, a changein one requires a change in another to maintain equality among the three. This equality iscalled "balance" in the accounting world, and the process by which if one variable changes
 then another must change in a compensating way to maintain balance is called "double entryaccounting."
 Second, accountants would understand the equation this way: assets ("y") = liabilities ("a") +equities ("b"). That is their "accounting equation." If assets increase, then so must either or both liabilities and equity increase in order to maintain balance. In fact, any change in thevariables must be compensated by a change in one or two of the other two variables.
 There is an important business concept to go along with the math: assets are property of thecompany put in the custody of the company managers to employ when they execute thebusiness model. Assets are among the resources to be used by project managers to execute
 on projects. Assets are paid for by liabilities (loans from outsiders) and capital, also calledequity. Equity is the property of the owners and liabilities are the properties of the creditors of the company. Thus, some stakeholders in the project arise naturally from the accountingequation: the financiers of the assets! As noted, these are the suppliers (accounts payable
 liabilities), creditors (long-term and short-term notes), and owners or stockholders (equityowners).
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  An asset cannot be acquired — that is, its asset dollar value increased — without consideringhow its acquisition cost is to be paid (increase in liability or capital, or sale of another asset). An asset cannot be sold — that is, its dollar value decreased — without accounting for the
 proceeds. Typical assets, liabilities, and equity accounts are shown in Table 1-2. A balancesheet for a small company is shown in Table 1-3.
 Table 1-2: Balance Sheet Example
 Assets Liabilities and Capital Employed
 Current Assets Current Liabilities
 Cash on hand $10,000 Vendor payables $3,000
 Receivables $40,000 Short-term notes $35,000
 Finished inventory $15,500  
 Work in process $5,500  
 Long-Term Assets Long-Term Liabilities
 Buildings $550,000 Mortgages $200,000
 Software andequipment
 $250,000  
 Supplier loan $35,000  
 Equities or Capital Employed
   Capital paid in $400,000
   Retained earnings $170,000
   Stock ($1 par) $98,000
 Total Assets Total Liabilities and Equities
   $906,000   $906,000
 Notes Cash on hand  is moneyin the bank.
 Receivables are moniesowed to the business oninvoices.
 Finished inventory  is
 tangible product ready tosell.
 Work in process isincomplete inventory thatcould be made available
 to sell within one year.
 Buildings, equipment ,and software are fixed
 assets that are less liquidthan current assets.
 Notes Vendor payablesare invoices from
 vendors that mustbe paid by thebusiness, in effectshort-term loans tothe business.
 Short-term notes
 are loans due inless than a year.
 Mortgages arelong-term loans
 against the long-term assets.
 Capital paid in is
 cash paid into thebusiness by the
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 Software is usuallyconsidered an assetwhen the capitalizeddevelopment,purchasing, or licensingcost exceeds certain
 predeterminedthresholds.
 The supplier loan ismoney loaned to asupplier to finance its
 operations.
 stockholders inexcess of the par value of the stock.
 Retained earningsare cumulative
 earnings of thebusiness, less anydividends to thestockholders.
 Stock  is the paid-in
 par value, usuallytaken to be $1 per share, of theoutstanding stock.In this case, there
 would be 98,000shares in thehands of owners.
 Table 1-3: Balance Sheet Accounts
 Assets Liabilities and Capital Employed
 Current Assets Current Liabilities
 Cash in checking and savings
 accounts
 Monies owed to suppliers
 Monies owned by customers(receivables)
 Short-term bonds or other short-termdebt
 Inventory that can be sold immediately  
 Long-Term Assets Long-Term Liabilities
 Overdue receivables Mortgages
 Loans to suppliers Long-term bonds
 Investments in notes, real estate, other companies
 Overdue payables
 Plant and equipment Equity
 Software (large value) Cash paid in by investors for stock
   Retained earnings from operations andinvestments
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 Notes Current assets are
 generally thoseassets that can beturned into cash
 within one year.Some companies
 may assign a shorter period.
 Long-term assets
 are less liquid thancurrent assets, but
 nevertheless have acash value in themarketplace.
 The dollar value of all accounts on the
 left side must equal 
 the dollar value of 
 the accounts on the
 right side.
 Notes Current liabilities are
 generally those dueand payable within oneyear. Some companies
 may assign a shorter period.
 Long-term liabilities are
 less liquid than currentliabilities, butnevertheless have acash value in the
 marketplace.
 Equity  is the moniespaid in by owners or 
 monies earned fromoperations and
 investments. Thesefunds finance theassets of the business,along with the liabilities.
 Debits and Credits
  Accountants have their own curious methods for referring to changes on each side of the
 balance sheet. Traditionally, assets are shown on the left and liabilities and capital are on the
 right. Dollar increases on the left side are called debits. Increases on the right side are calledcredits. Debits and credits are only allowed to be positive numbers; that is, one does think of recording a negative debit. Debiting an asset always means increasing its dollar value. Toreduce an asset's dollar value, it is credited. No particular connotation of good or bad should
 be assigned to the words debit and credit; they are simply synonyms for dollar increases leftand right.
 There may be a question at this point. If negative numbers are not used on the balancesheet, how do we keep track of things that have balances that go up and down? Enter the"T" chart. We set up a "T" chart for a specific asset, like cash, defining both a right and leftside on the cash "T" chart. (Refer to Figure 1-6 for an illustration.) We can then record allcredits on the right side of the "T" chart and then net them with the starting balance and
 subsequent debits on the left side. Then, when it is time to compute a new balance sheet, werecord the new net amount on the left side of the balance sheet for cash. "T" charts are notmini-balance sheets. They do not convey an equation. Their left and right sides do not needto balance. They are simply a recording mechanism, in chart form, for individualtransactions, debits and credits.

Page 23
                        

7/24/2019 J Ross Publishing Quantitative Methods In Project Management Ebook-Lib.pdf
 http://slidepdf.com/reader/full/j-ross-publishing-quantitative-methods-in-project-management-ebook-libpdf 23/279
 Figure 1-6: "T" Chart for Cash.
 However, if cash has been credited, we also need a second change, a debit, on the balancesheet to maintain the balance. If cash is to be credited, then a liability must be debited(decreased) or another asset is debited (increased). For example, we could use the cash tobuy an asset and all would be in balance. Again refer to Figure 1-6 to see how this is done.
 Project managers in some companies are asked to review the monthly "trial balance." Thetrial balance is a listing of all the debits and credits recorded in a period. Naturally, theyshould balance. Of course, a debit or credit could have been made to a wrong account and
 the trial balance still balance. That is where the project manager can add value: by
 determining that all the project debits and credits have been applied to the proper accounts.
 Here is an important point: balance sheets do not record flows, that is, a change in dollarsover a period. They show only the balance in accounts on a specific date, like apples in abarrel. To see a flow, two balance sheets — one at period beginning and one at periodending — need to be compared.
 How about your ATM or "debit" card that you carry around? Is it correctly named? Yes it is;let us see why. The money in your checking account is a short-term liability on the bank'sbalance sheet. It is money owned by outsiders (you) and thus it conforms to the definition of a liability. It finances or pays for an asset of equal amount, the bank's cash on hand.
 Everything is in balance. Suppose you want to take some of your money out of the bank. This
 will decrease the bank's liability to you. Recall that transactions to liabilities are credits(increases), so in order to decrease a liability we record a debit to the liability. To wit: a
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 decrease of a liability is a debit to the liability; thus the "debit card." Now, of course, we stillneed the second transaction to the balance sheet to maintain the balance. If the liability is tobe debited, then an asset must be credited (decreased), like the bank's cash on hand, or another liability is credited (increased), like a short-term note, to obtain the money to pay you.
 Now that we understand a little bit about how accountants do their math, let us get back to
 project management.
 The Project Balance Sheet
 We now consider the insights about the business learned from the accounting balance sheet
 that will provide a quantitative framework for the project manager. First we direct our attention to the three elements that are necessary to form a balance sheet. To charter theproject, business sponsors assign resources and state the required project returns neededfor the business. Project returns are both functional and financial. Any one of the businessvalue models we have discussed could be used to form the sponsor's view of the project.
 Sponsor-invested resources correspond roughly to the capital or equity investments on theaccountant's balance sheet. As many companies are measured by the returns earned on thecapital employed, so it is with projects. We will discuss in subsequent chapters that a projectmetric in wide use is the concept of economic value add (EVA). In effect, EVA demandspositive returns on capital employed.
 Second, the project manager is entrusted with resources owned by the business to carry outthe project. These resources correspond roughly to the company-owned assets of the
 accountant's balance sheet. Like company managers who are often measured on their ability to create a return on the assets entrusted to them, so it is with project managers.Project managers are always judged on their ability to employ successfully the sponsor'sresources to achieve the project objectives.
 Third, there is the gap between the investment made available and the resources required.
 On the accountant's balance sheet, this gap between investment and resources is filled withloans from outsiders: suppliers and creditors. On the project balance sheet, the gap is filledwith risk! Risk is taken, or assumed, to fill the gap between expectations and capabilities,
 between sponsor investment and project estimates of resources. Figure 1-7 illustrates thetool we have been discussing.
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 Figure 1-7: The Project Balance Sheet.
 We now have the elements for the "project equation," a direct analog to the accountingequation: "Value delivered from resources invested = project capability and capacity plus
 risks taken."  [15]
 For project managers, their mission is now defined: "The project manager's mission is to
 manage project capability and capacity to deliver expected value, taking measured risks to
 do so." [16] [17]
 Project Balance Sheet Details
 The project balance sheet seeks to make a quantitative and qualitative connection between
 the business and the project. On the left side, the business side, is the sponsor's view of the
 project. The sponsor's view is conceptual and value oriented, nearly void of facts, or at leastvoid of the facts as the project manager would understand them. Often the sponsor has nospecific understanding of project management, of cost and schedule estimating for researchand development, or of statistical analysis of risk, and does not seek to acquire anunderstanding. In system engineering parlance, the project sponsor sees the project as a
 "black box." However, the sponsor knows what the business requires and knows how muchinvestment can be made toward the requirements.
 The project manager has the facts about the project, even if they are only rough estimates.The project manager knows and understands the scope, even if the scope has "knownunknowns" that require more investigation and definition. [18] We have already made thepoint that risk balances the facts with the concepts. However, a bridge is needed to couple
 unambiguously the sponsor's understanding and the project manager's understanding of thesame project. That bridge between project manager and business manager is a common
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 understanding of scope. Even with language and experience barriers, scope is the translator.The test for the project manager is then to ensure that there is good understanding of scopeand then to convey the risks in business terms. This done, the project charter can be signedwith expectation of good results to come.
 Now what about debits and credits? Where do they come into the project balance sheet?
 Like the accounting equation, the project equation is not a functional equation of the form y  =f ( x ) + c  that specifies y  to be functionally dependent on x . Indeed, the left and right sides are
 pretty much independent, just like in the financial domain. By independent, we mean that theestimates of cost and schedule done by the project manager are based on the factsdeveloped by the project team for the work specified in the work breakdown structure (WBS).Those project team estimates are not, or should not be, dependent on the business valueestimate developed by the project sponsor. However, once the charter is set, a change inone of the three elements (business value on the left side, risk or project capability on the
 right side) requires that another of the three elements must correspondingly change tomaintain balance.
 If, for instance, we continue to say debits are increases to the left and credits are increases to
 the right, then a debit of scope by the sponsor (that is, an increase in scope) must have acorresponding credit on the right or else balance is violated. By way of another example, if the situation were that the project manager had to credit the capability, [19] and no debit wasavailable from the sponsor, then the required debit must go to risk in order to restore
 balance.
 But is balance really all that important? Yes. The interpretation of imbalance is that there is
 not a meeting of the minds regarding the value demanded (left side) and the likelihood of successful delivery (right side). Consequently, the project may not be sustained, sponsor confidence in results may be challenged, and the project team may not be supportedadequately during execution.
 Integrating the Project Balance Sheet and Business ValueModels
 Now let us integrate the concepts discussed in this chapter to complete the framework onwhich we hang quantitative analysis to be discussed in the remainder of this book. Thebusiness models drive the left side of the project balance sheet. The model results, workingthrough the value flow-down process, frame opportunity (new products, new markets and
 customers, operational and organizational needs) and quantify goals. Goals, deployedthrough strategy, lead to identified projects. It remains to select among the identified projectsthose that are affordable, most beneficial, or of highest priority to the business. We willdiscuss decision making in quantitative terms in Chapter 4. Suffice it to say there is a meansto make these selections and charter the project. The generally accepted definition of theproject charter is "a document issued by senior management that formally authorizes the
 existence of a project ..." [20] More about the charter can be found in the literature, primarily A
 Guide to the Project Management Body of Knowledge. [21] With charter in hand, the projectsponsor conveys the project requirements and investment allocation to the project manager.Doing so completes the chain from business executive to project sponsor, thence to projectmanager through the connectivity of the project charter and the left-to-right-side bridging
 effect of scope on the project balance sheet, as illustrated in Figure 1-8.
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 Figure 1-8: Business Models and Project Balance Sheet.
 We now have a consistent and traceable path to and from the source of business value for numbers from the right side of the project balance sheet representing capability and risk. Atraceable path is needed, after all, because projects draw their value only from the business.
 On the right side of the balance sheet we have two elements: (1) project capability andcapacity and (2) risk. A well-accepted method to express capability and capacity is with theso-called "iron triangle" of scope, time, and cost. Since there is interdependency among
 these three, it is traditionally to set the one of highest priority, optimize the second highestpriority element, and the third becomes what is necessary to close the triangle. This author prefers the "project four-angle" of scope, schedule, resources, and quality as shown inFigure 1-9. The set-and-optimize process is about the same as in the iron triangle, exceptthat two elements could be involved in the setting or optimizing.
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 Figure 1-9: The Project Four-Angle.
 We will see in Chapter 3 that the best quantification tool for scope is the WBS. Time and costcan be estimated for the scope on the WBS somewhat independently, but ultimately they aretied together through the concept of value. Earned value is the preferred numerical analysistool, and that will be discussed in Chapter 6. There are numerous ways to evaluate quality.One we will address in Chapter 8 is Six Sigma.
 Finally, there is risk. Risk in quantitative terms is expressed in the same units as the relateditem in the project capability and capacity. The risk component of the right side of the
 balance sheet holds the variance to the mean that must be managed in order not to
 endanger the business investment.
 Figure 1-10 illustrates the points discussed.
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 Figure 1-10: Right Side Project Balance Sheet.
 [12]Goodpasture, John C. and Hulett, David T., A balance sheet for projects: a guide to risk-based value, PM Network , May (Part 1) and June (Part 2) 2000.
 [13]Goodpasture, John C., Managing Projects for Value, Management Concepts, Vienna, VA,2001, chap. 3.
 [14]The author is indebted to Lou Lavendol, Senior Systems Engineer at Harris Corporation,Melbourne, Florida, for his insightful discourse with the author regarding risk taking andbusiness value in the context of proposing on defense industry programs. In thosediscussions in the early 1990s, the tension was between marketing (sales) that representedthe voice of the customer and system engineering that represented the project. Often, therewas a gap between marketing and engineering, a gap that could only be filled by someone
 taking a risk.
 [15]Goodpasture, John C., Managing Projects for Value, Management Concepts, Vienna, VA,2001, chap. 3., p. 46.
 [16]Goodpasture, John C., Managing Projects for Value, Management Concepts, Vienna, VA,2001, chap. 3., p. 46.
 [17]The author has paraphrased slightly the project equation and the project manager'smission from the text given in the reference (also the author's work).
 [18]"Known unknowns" is a concept from risk management. The idea is simply that in framingthe scope, there may be many unknowns, but the fact that there are undefined elements of 
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 scope is itself known.
 [19]Recall that we are using the word "capability" to stand in for the set (scope, cost, time, andquality). To credit capability means that either cost or time has increased, scope has
 expanded without corresponding relief from the project sponsor, or there is a greater demand on quality. A greater demand on quality usually means tighter tolerances, less scrap
 and rework, fewer functional or performance errors in the production deliverable, or perhapslesser life cycle investment forecast for service and maintenance after delivery.
 [20] A Guide to the Project Management Body of Knowledge (PMBOK® Guide) — 2000Edition, Project Management Institute, Newtown Square, PA, p. 204.
 [21] A Guide to the Project Management Body of Knowledge (PMBOK® Guide) — 2000Edition, Project Management Institute, Newtown Square, PA, p. 54.
  

Page 31
                        

7/24/2019 J Ross Publishing Quantitative Methods In Project Management Ebook-Lib.pdf
 http://slidepdf.com/reader/full/j-ross-publishing-quantitative-methods-in-project-management-ebook-libpdf 31/279
  
 Summary of Important Points
 Table 1-4 provides the highlights of this chapter.
 Table 1-4: Summary of Important Points
 Point of 
 Discussion
 Summary of Ideas Presented
 Successfulprojects Successful projects return value to the business.
 Successful projects improve processes or product,reduce costs and operational inefficiencies, makecontributions to the technical and functional competenceof the organization, or add capacity and capability to
 serve customers and markets with greater satisfaction.
 They are projects that make good on the promises of theproject charter and deliver the intended scope within atime frame commensurate with business objectives.
 Valuable projects are "instruments of strategy."
 Really valuable projects enhance core competencies or benefit directly from them.
 Business valuemotivates
 projects
 Insofar as projects return more in financial resources than
 they absorb, then those projects are valuable to thebusiness.
 Balancedscorecard Four scoring areas seek to balance the goals and
 resource commitments of the business: financial,customer, internal operations, and innovation andlearning.
 Treacy-Wiersemamodel
 Business takes on a persona, seeking customer intimacy,operational effectiveness, or product superiority.
 It is difficult if not impossible to be all three; more likelythe best success is found in optimizing one.
 Kano modelThe Kano model is most useful in representing customer preferences compared to the product and servicefeatures offered by the business.
 The Kano model focuses on customers and products.
 The Kano model can be used by the project manager for resource allocation and risk assessment planning.
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  Accountingbalance sheet  Assets are property of the company put in the custody of 
 the company managers to employ when they execute onthe business model.
  Assets are among the resources to be used by projectmanagers to execute on projects.
  Assets are paid for by liabilities (loans from outsiders) andcapital.
 Capital is the property of the owners.
 Project balancesheet The project equation: Value delivered from resources
 invested = project capability and capacity plus risks
 taken.
 The project manager's mission: "...is to manage project capability and capacity to deliver expected value, taking 
 measured risks to do so." 
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 Chapter 2: Introduction to Probability and
 Statistics for Projects
 Lies, damned lies, and statistics! 
 "Nothing in progression can rest on its original plan." 
 Thomas Monson
 There are No Facts about the Future
 "There are no facts about the future!" This is a favorite saying of noted risk authority Dr.David T. Hulett that sums it up pretty well for project managers. [1] Uncertainty is present inevery project, every project being a unique assembly of resources and scope. Every projecthas its ending some time hence. Time displaces project outcomes from the initial estimates;time displacement introduces the opportunity for something not to go according to plan.Perhaps such an opportunity would actually have an upside advantage to the project, or 
 perhaps not. Successful project managers are those quick to grasp the need for the meansto evaluate uncertainty. Risk management is the process, but probability and statisticsprovide the mathematical underpinning for the quantitative analysis of project risk. Probabilityand statistics for project managers are the subjects of this chapter.[1]The author has had a years-long association with Dr. Hulett, principal at Hulett Associates
 in Los Angeles, California. Among many accomplishments, Dr. Hulett led the project teamthat wrote the "Project Risk Management" chapter of the 2000 edition of A Guide to the
 Project Management Body of Knowledge, published by the Project Management Institute®.
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 Probability ... What Do We Mean by It?
 Everyone is familiar with the coin toss — one side is heads, the other side is tails. Flip it often
 enough and there will be all but an imperceptible difference in the number of times heads
 comes up as compared to tails. How can we use the coin toss to run projects? Let usconnect some "dots."
 Coin Toss 101
  As an experiment, toss a coin 100 times. Let heads represent one estimate of the duration of 
 a project task, say writing a specification, of 10 days, and let tails represent an estimate of duration of 15 days for the same task. Both estimates seem reasonable. Let us flip a coin tochoose. If the coin were "fair" (that is, not biased in favor of landing on one side or the other),we could reasonably "expect" that there would be 50 heads and 50 tails.
 But what of the 101st toss? What will it be? Can we predict the outcome of toss 101 or knowwith any certainty whether the outcome of toss 101 will be heads or tails, 10 days duration or 15? No, actually, the accumulation of a history of 50 heads and 50 tails provides noinformation specifically about outcome of the 101st toss except that the range of possible
 performance is now predictable: toss 101 will be either discretely heads or tails, and theoutcome of toss 101 is no more likely to come up heads than tails. So with no other information, and only two choices, it does not matter whether the project manager picks 10or 15 days. Both are equally likely and within the predicted or forecast range of performance.However, what of the next 100 tosses? We can reasonably expect a repeat of results if no
 circumstances change.
 The phenomenon of random events is an important concept to grasp for applications to
 projects: the outcome of any single event, whether it be a coin toss or a project, cannot be
 known with certainty, but the pattern of behavior of an event repeated many times ispredictable.
 However, projects rarely if ever repeat. Nonrepetitiveness is at the core of their uncertainty.So how is a body of mathematics based on repetition helpful to project managers? Theanswer lies in how project managers estimate outcomes and forecast project behavior. Wewill see the many disadvantages of a "single-point" estimate, sometimes called thedeterministic estimate, and appreciate the helpfulness of forecasting a reasonable range of 
 possibilities instead. In the coin toss, there is a range of possible outcomes, heads or tails. If we toss the coin many times, or simulate the tossing of many times, we can measure or observe the behavior of the outcomes. We can infer (that is, draw a conclusion from the factspresented) that the next specific toss will have similar behavior and the outcome will lie within
 the observed space. So it is with projects. From the nondeterministic probabilistic estimatesof such elements as cost, schedule, or quality errors, we can simulate the project behavior,drawing an inference that a real project experience would likely lie within the observedbehavior.
 Calculating Probability
 Most people would say that the probability of an outcome of heads or tails in a fair coin tossis 50%; some might say it is half, 0.5, or one chance in two. They all would be correct. There
 is no chance (that is, 0 probability) that neither heads nor tails will come up; there is 100%probability (that is, 1) that either heads or tails will come up.
 What if the outcome was the value showing on a die from a pair of dice that was rolled or tossed? Again most people would say that the probability is 1/6 or one chance in six that a
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 single number like a "5" would come up. If two dice were tossed, what is the chance that thesum of the showing faces will equal "7"? This is a little harder problem, but craps playersknow the answer. We reason this way: There are 36 combinations of faces that could comeup with the repetitive roll of the die, like a "1" on both faces (1,1) or a "1" on one face and a"3" on the other (1,3). There are six combinations that total "7" (1,6; 6,1; 2,5; 5,2; 3,4; 4,3) out
 of a possible 36, so the chances of a "7" are 6/36 or 1/6.
 The probability that no combination of any numbers will show up on a roll of the dice is 0; the
 probability that any combination of numbers will show up is 36/36, or 1. After all, there are 36ways that any number could show up. Any specific combination like a (1,6) or a (5,3) willshow up with probability of 1/36 since a specific combination can only show up one way.Finally, any specific sum of the dice will show up with probability between 1/36 and 6/36.Table 2-1 illustrates this opportunity space.
 Table 2-1: Roll of the Dice
 Combination Number Face Value#1
 Face Value#2
 Sum of FaceValues
 1 1 1 2
 2 2 1 3
 3 3 1 4
 4 4 1 5
 5 5 1 6
 6 6 1 7
 7 1 2 3
 8 2 2 4
 9 3 2 5
 10 4 2 6
 11 5 2 7
 12 6 2 8
 13 1 3 4
 14 2 3 5
 15 3 3 6
 16 4 3 7
 17 5 3 8
 18 6 3 9
 .... .... .... ....
 36 6 6 12
 Notes: The number "7" is the most frequent of the "Sum of Face Values," repeatingonce for each pattern of 6 values of the first die, for a total of 6 appearances in 36combinations.
  Although not apparent from the abridged list of values, the number "5" appearing inthe fourth-down position in the first pattern moves up one position each patternrepetition and thus has only 4 total appearances in 36 combinations.
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 Relative Frequency Definitions
 The exercise of flipping coins or rolling dice illustrates the "relative frequency" view of 
 probability. Any specific result is an "outcome," like rolling the pair (1,6). The six pairs thattotal seven on the faces are collectively an "event." We see that the probability of the event
 "7" is 1/6, whereas the probability of the outcome (1,6) is 1/36. All the 36 possible outcomesare a "set," the event being a subset. "Population" is another word for "set." "Opportunityspace" or sometimes "space" is used interchangeably with population, set, subset, andevent. Context is required to clarify the usage.
 The relative frequency interpretation of probability leads to the following equation as thegeneral definition of probability:
 p(A ) = N(A )/N(M )
 where p(A ) is probability of outcome (or event) A , N(A ) = number of times A  occurs in the
 population, and N(M ) = number of members in the population.
 AND and OR
 Let's begin with OR. Using the relative frequency mathematics already developed, what isthe probability of the event "5"? There are only four outcomes, so the event "5" probability is
 4/36 or 1/9.
 To make it more interesting, let's say that event "5" is the desired result of one of two study
 teams observing the same project problem in "dice rolling." One team we call study team 5;the other we call study team 7. We need to complete the study in the time to complete 36rolls. Either team finishing first is okay since both are working on the same problem. The
 probability that study team 5 will finish its observations on time is 4/36. If any result other than"5" is obtained, more time will be needed.
 Now let's expand the event to a "5" or a "7". Event "7" is our second study team, with on-timeresults if it observes a "7". Recall that there are six event "7" opportunities. There are ten
 outcomes between the two study teams that fill the bill, giving either a "5" or a "7" as the sumof the two faces. Then, by definition, the probability of the event "5 OR 7" is 10/36. Theprobability that one or the other team will finish on time is 10/36, which is less risky thandepending solely on one team to finish on time. Note that 10/36 is the sum of theprobabilities of event "7" plus event "5": 6/36 + 4/36 = 10/36. [2]
 It is axiomatic in the mathematics of probability that if two events are mutually exclusive, thenwhen one occurs the other will not:
 p(A  OR B ) = p(A ) + p(B )
 Now let's discuss AND. Consider the probability of the schedule event "rolling a 6 on oneface AND rolling a 1 on the other face." The probability of rolling a "6" on one die is 1/6, as isthe probability of rolling a "1" on the other. For the event to be true (that is, both a "6" and a"1" occur), both outcomes have to come up. Rolling the first die gives only a one-in-six
 chance of a "6"; there is another one-in-six chance that the second die will come up "1",altogether a one-in-six chance times a one-in-six chance, or 1/36. Of course 1/36 is verymuch less than 1/6. If the outcomes above were about our study teams finishing on time, oneobserving for a "6" on one die and the other observing for a "1" on the other die, then theprobability of both finishing on time is the product of their individual probabilities. Requiring
 them both to finish on time increases the risk of a joint on-time finish event. We will study this"merge point" event is more detail in the chapter on schedules.
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  Another axiom we can write down is that if two events are independent, in no way dependenton each other, then:
 p(A  AND B ) = p(A  * B ) = p(A ) * p(B )
 AND and OR with Overlap or CollisionsWe can now go one step further and consider the situation where events A  and B  are notmutually exclusive (that is, A  and B  might occur together sometimes or perhaps overlap insome way). Figure 2-1 illustrates the case. As an example, let's continue to observe pairs of dice, but the experiment will be to toss three die at once. All die remain independent, but theoccurrence of the event "7" or "5" is no longer mutually exclusive. The event {3,4,1} might be
 rolled providing the opportunity for the (3,4) pair of the "7" event and the (4,1) pair of the "5"event. However, we are looking for p(A ) or p(B ) but not p(A  * B ); therefore, those tosses likeevent {3,4,1} where "A  and B " occur cannot be counted, thereby reducing the opportunitiesfor either A  or B . Throwing out the occurrence of "A  and B " reduces the chances for "A  or B " alone to happen. From this reasoning comes a more general equation for OR:
 p(A  OR B ) = p(A ) + p(B ) - p(A  * B)
 Figure 2-1: Overlapping Events.
 Notice that if A  and B  are mutually exclusive, then p(A  * B ) = 0, which gives a resultconsistent with the earlier equation given for the OR situation.
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 Looking at the above equation, the savvy project manager recognizes that risk has increasedfor achieving a successful outcome of either A  or B  since the possibility of their jointoccurrence, overlap, or collision of A  and B  takes away from the sum of p(A ) + p(B ). Such a
 situation could come up in the case of two resources providing inputs to the project, but if they are provided together, then they are not useful. Such collisions or race conditions (a
 term from system engineering referring to probabilistic interference) are common in manytechnology projects.
 Conditional Probabilities
 When A  and B  are not independent, then one becomes a condition on the outcome of the
 other. For example, the question might be: What is the probability of A  given the conditionthat B  has occurred? [3]
 Consider the situation where there are 12 marbles in a jar, 4 black and 8 white. Marbles aredrawn from the jar one at a time, without replacement. The p(black marble on first draw) =4/12. Then, a second draw is made. Conditions have changed because of the first draw.
 There are only 3 black marbles left and only 11 marbles in the jar. The p(black marble onthe second draw given a black marble on the first draw) = 3/11, a slightly higher probability
 than 4/12 on the first draw. The probability of the second draw is conditioned on the results of the first draw.
 The probability of a black marble on each of the first two draws is the AND of theprobabilities of the first and second draw. We write the equation:
 p(B  and A ) = p(B ) * p(A  | B )
 where B  = event "black on the first draw," A  = event "black on second draw, given black on
 first draw," and the notation "|" means "given." Filling in the numbers, we have:
 p(B  and A ) = (4/12) * (3/11) = 1/11
 Consider the project situation given in Figure 2-2. There we see two tasks, Task 1 and Task2, with a finish-to-start precedence between them. [4] The project team estimates that the
 probability of Task 1 finishing at the latest finish of "on time + 10 days" is 0.45. Task 1finishing is event A . The project team estimates that the probability of Task 2 finishing ontime is 0.8 if Task 1 finishes on time, but diminishes to 0.4 if Task 1 finishes in "on time + 10days." Task 2 finishing is event B . If event A is late, it overlaps the slack available to B . Wecalculate the probability of "A  * B " as follows:
 p(A10 * B 0) = p(B 0 | A10) * p(A 10) = 0.4 * 0.45 = 0.18
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 Figure 2-2: Conditions in Task Schedules.
 where A 10 = event of Task 1 finishing "on time + 10 days" and B 0 = event of Task 2 finishing
 on time if Task 1 finishes "on time + 10 days." Conclusion: there is less than one chance in
 five that both events A10 and B 0 will happen. The project manager's risk management focusis on avoiding the outcome of B  finishing late by managing Task 1 to less than "on time + 10days."
 There is a lot more to know about conditional probabilities because they are very useful tothe project manager in decision making and planning. We will hold further discussion untilChapter 4, where conditional probabilities will be used in decision trees and tables.
 The (1-p) Space
 To this point, we have been using a number of conventions adopted for probability analysis:
  All quantitative probabilities lie in the range between the numbers 0 (absolute certaintythat an outcome will not occur) and 1 (absolute certainty that an outcome will occur).
 The lower case "p" is the notation for probability; it stands for a number between 0 and 1inclusively. Typically, "p" is expressed as a decimal.
 If "p" is the probability that project outcome A  will happen, then "1-p" is the probabilitythat project outcome A  will not occur. We then have the following equation: p + (1-p) = 1
 at all times. More rigorously, we write: p(A ) + [1-p(A )] = 1, where the notation p(A )means "probability that A  will occur."
 "1-p" is the probability that something else, say project outcome B , will happen insteadof A . After all, there cannot be a vacuum in the project for lack of outcome A .Sometimes outcome B  is most vexing for project managers. B  could well be a "known
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 unknown." To wit: Known...A  may not happen, but then unknown...what will happen,what is B ?
 Sometimes it is said: B  is in the (1-p) space of A , or the project manager might ask hisor her team: "What is in the (1-p) space of A?"
 Project managers must always account for all the scope and be aware of all theoutcomes. Thus: p(A ) + p(B ) = 1. A common mistake made by the project team is to notdefine or identify B , focusing exclusively on A .
 Of course, there may be more possibilities than just B  in the (1-p) space of A . Instead of justB , there might be B , C , D , E , and so forth. In that case, the project manager or risk analystmust be very careful to obey the following equation:
 [1-p(A )] = p(B ) + p(C ) + p(D ) + p(E ) + ...
 The error that often occurs is that the right side sums up too large. That is, we have thecondition:
 p(A ) + p(1-A ) > 1
 On the right side, there are either too many possibilities identified, their respectiveprobabilities are too large, or on the left side, the probabilities of A  are misjudged. It is left tothe project team to recognize the error of the situation and take corrective measures.
 Subjective Probability
 What about statements like "there is a 20% chance of rain or snow today in the higher 
 elevations"? A statement of this type does not express a relative frequency probability. We donot have an idea of the population (number of times it rains or snows in a time period), sothere is no way to see the proportionality of the outcome to the total population. Statements
 of this type, quite commonly made, express a subjective notion of probability. We will see thatstatements of this type express a "confidence." We arrive at "confidence" by accumulatingprobabilities over a range. We discuss more about "confidence" later.[2]In the real world, events "5" and "7" could be the names given to two events in a "tree" or hierarchy of events requiring study. For example, events "5" and "7" could be error conditionsthat might occur. Rolling the dice is equivalent to simulating operational performance. Dr.David Hulett suggested the fault tree to the author.
 [3]A  might be one approach in a project and B  might be another approach. Such a situationcomes up often in projects in the form of "if, then, else" conditional branching.
 [4] A finish-to-start precedence is a notation from precedence diagramming methodology. It
 denotes the situation that the finish of the first task is required before the start of the second(successor) task can ensue. It is often referred to as a "waterfall" relationship because, whendrawn on paper, it gives the appearance of a cascade from one task to the other. More oncritical path scheduling can be found in Chapter 6 of  A Guide to the Project Management 
 Body of Knowledge. [5]
 [4] A Guide to the Project Management Body of Knowledge (PMBOK® Guide) — 2000Edition, Project Management Institute, Newtown Square, PA, chap. 6, p. 69.
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 f (X  | value) = p(X  = some condition or value)
 f (X  | a) = p(X  = a), where the "|" is the symbol used to mean "evaluated at" or "given a value
 of the number "a". Example: f (H  | true) = 0.5 from the coin toss.
 Discrete Random VariablesSo far, our examples of random variables have been discrete random variables. H  or T  couldonly take on discrete values on any specific toss: 1 or 0. On any given toss, we have no wayof knowing what value H  or T  will take, but we can estimate or calculate what the probableoutcomes are, and we can say for certain, because the random variables are discrete, that
 they will not take on in-between values. For sure, H  cannot take on a value of 0.75 on anyspecific toss; only values of 1 (true) or 0 (false) are allowed. Sometimes knowing what valuescannot happen is as important as knowing what values will happen.
 Random variables are quite useful in projects when counting things that have an atomic size.People, for instance, are discrete. There is no such thing as one-half a person. Manyphysical and tangible objects in projects fit this description. Sometimes actions by others are
 discrete random variables in projects. We may not know at the outset of a project if aregulation will be passed or a contract option exercised, but we can calculate the probabilitythat an action will occur, yes or no.
 Many times there is no limit to the number of values that random variables can take on in theallowed range. There is no limit to how close together one value can be to the next; valuescan be as arbitrarily close together as required. The only requirement is that for any and allvalues of the discrete random variable, the sum of all their probabilities of occurrencesequals 1:
   all f i (X  | ai) = 1, for i = 1 to "n"
 where f i(X ) is one of "n" probability functional values for the random variable, there being one
 functional value for each of the "n" values that X  can take on in the probability space, and "ai"is the ith probable value of X .
 In the coin toss experiment, "n" = 2 and "a" could have one of two values: 1 or 0. In the diceroll, "n" = 36; the values are shown in Table 2-1.
 Continuous Random Variables
  As the number of values of X  increases in a given range of values, the spacing betweenthem becomes smaller, so small in the limit that one cannot distinguish between one uniquevalue and another. So also do the value's individual probabilities become arbitrarily small inorder not to violate the rule about all probabilities adding up to 1. Such a random variable iscalled a continuous random variable because there is literally no space between one value
 and another; one value flows continuously to the next. Curiously, the probability of a specificvalue is arbitrarily near but not equal to 0. However, over a small range, say from X 1 to X 1 +dX , the probability of X  being in this range is not necessarily small. [8]
  As the number of elements in the probability function becomes arbitrarily large, themorphs smoothly to the integral : a-b all f (X ) dX  means integrate over all continuous valuesof X  from values of alower  to bupper 
   a-b all f (X ) dX  = 1
 There are any number of continuous random variables in projects, or random variables that
 are so nearly continuous as to be reasonably thought of as continuous. The actual costrange of a work breakdown structure work package, discrete perhaps to the penny but for 
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 summation with arbitrarily small separation between values.[6]Italicized bold capital letters will be used for random variables.
 [7]The probability function is often called the "probability density function." This name helps
 distinguish it from the cumulative probability function and also fits with the idea that theprobability function really is a density, giving probability per value.
 [8]"dX " is a notation used to mean a small, but not zero, value. Readers familiar with
 introductory integral calculus will recognize this convention.
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 Probability Distributions for Project Managers
 If we plot the probability (density) function (PDF) on a graph with vertical axis as probability
 and horizontal axis as value of X, then that plot is called a "distribution." The PDF is aptly
 named because the PDF shows the distribution of value according to the probability that thatvalue will occur, as illustrated in Figure 2-3. [9] Although the exact numerical values maychange from one plot to the next, the general patterns of various plots are recognizable andhave well-defined attributes. To these patterns we give names: Normal distribution, BETA
 distribution, Triangular distribution, Uniform distribution, and many others. The attributes alsohave names, such as mean, variance, standard distribution, etc. These attributes are alsoknown as statistics.
 Figure 2-3: Probability Distribution.
 Uniform Distribution
 The discrete Uniform distribution is illustrated in Figure 2-4. The toss of the coin and the rollof the single die are discrete Uniform distributions. The principal attribute is that each value of 
 the random variable has the same probability. In engineering, it is often useful to have arandom number generator to simulate seemingly totally random events, each event beingassigned a unique number. It is very much desired that the random numbers generatedcome from a discrete Uniform distribution so that no number, thus no event, is more likelythan another.
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 Figure 2-4: Common Distributions in Projects.
 If the random variable is continuous, or the values of the discrete random variable are so
 close together so as to be approximately continuous, then, like all continuous distributions,
 the vertical axis is scaled such that the "area under the curve" equals 1. Why so? This is justa graphical way of saying that if all probabilities for all values are integrated, then the total willcome to 1.
 Recall: a-b all f (X ) dX  = 1
 where dX  represents an increment on the horizontal axis and f (X ) represents a value on thevertical axis. Vertical * horizontal = area. Thus, mathematical integration is an areacalculation.
 Triangular Distribution
 The Triangular distribution is applied to continuous random variables. The Triangular distribution is usually shown with a skew to one side or the other. The Triangular distributionportrays the situation that not all outcomes are equally likely as was the case in the Uniformdistribution. The Triangular distribution has finite tails that meet the horizontal value axis atsome specific value.
 There is little in nature that has a Triangular distribution. However, it is a good graphical andmathematical approximation to many events that occur in projects. Project management, likeengineering, relies heavily on approximation for day-to-day practice. For instance, the
 approximate behavior of both cost work packages and schedule task durations can bemodeled quite well with the Triangular distribution. The skew shows the imbalance inpessimism or optimism in the event.
 The BETA Distribution

Page 48
                        

7/24/2019 J Ross Publishing Quantitative Methods In Project Management Ebook-Lib.pdf
 http://slidepdf.com/reader/full/j-ross-publishing-quantitative-methods-in-project-management-ebook-libpdf 48/279
 The BETA distribution is a distribution with two parameters, typically denoted "a" and "b" in itsPDF, that influence its shape quite dramatically. Depending on the values of "a" and "b", theBETA distribution can be all the way from approximately Uniform to approximately Normal.[10] However, forms of the BETA distribution that are most useful to projects are
 asymmetrical curves that look something like rounded-off triangles. Indeed, it is not incorrect
 to think that the Triangular distribution approximates the BETA distribution. But for therounded-off appearance of the BETA distribution, it appears in many respects the same asthe Triangular distribution, each having a skew to one side or the other and each having finitetails that come down to specific values on the horizontal value axis. Events that happen in
 nature rarely, if ever, have distinct endpoints. Mother Nature tends to smooth things out.Nevertheless, the BETA distribution approximates many natural events quite well.
 The Normal Distribution
 The Normal distribution is a well-known shape, sometimes referred to as the "bell curve" for its obvious similarity to a bell. In some texts, it will be referred to as the Gaussian distributionafter the 19th century mathematician Carl Friedrich Gauss. [11] The Normal distribution is very
 important generally in the study of probability and statistics and useful to the project manager for its rather accurate portrayal of many natural events and for its relationship to somethingcalled the "Central Limit Theorem," which we will address shortly.
 Let's return to the coin toss experiment. The values of H  and T  are uniformly distributed: H  or T  can each be either value 1 or value 0 with equal probability = 0.5. But consider this: thecount  of the number of times T  comes up heads in 100 tosses is itself a random variable. LetCT  stand for this random variable. CT  has a distribution, as do all random variables. CT 'sdistribution is Normal, with the value of 50 counts of T  at the center. At the tails of the Normal
 distribution are the counts of T  that are not likely to occur if the coin is fair.
 Theoretically, the Normal distribution's tails come asymptotically close to the horizontal axis
 but never touch it. Thus the integration of the PDF must extend to "infinite" values along thehorizontal axis in order to fully define the area under the curve that equals 1. As a practicalmatter, project managers and engineers get along with a good deal less than infinity alongthe horizontal axis. For most applications, the horizontal axis that defines about 99% of thearea does very nicely. In the "Six Sigma" method, as we will discuss, a good deal more of the
 horizontal axis is used, but still not infinity.
 Other Distributions
 There are many other distributions that are useful in operations, sales, engineering, etc. Theyare amply described in the literature, [12] and a brief listing is given in Table 2-3.
 Table 2-3: Other Distributions
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 Distribution General Application
 PoissonThe Poisson distribution is used for counting the randomarrival or occurrence of an event in a given time, area,
 distance, etc. For example, the random clicks of a Geiger counter or the random arrival of customers to a store or website is generally Poisson distributed.
 The Poisson distribution has a parameter, for arrival rate. As becomes large, the Poisson distribution is
 approximately Normal with µ = .
 BinomialThe Binomial distribution applies to events that have two
 outcomes, like the coin toss, where the outcomes aregenerally referred to as success or failure, true or false. If Xis the number of successes, n, in a series of repeated trials,
 then X will have a Binomial distribution.
  As n becomes large, the Binomial distribution is
 approximately Normal.
 The number of heads in a coin toss is Binomial for small n,becoming all but Normal for large n.
 RayleighThe Rayleigh distribution is an asymmetrical distribution of allpositive outcomes. It approximates outcomes that tend tocluster around a most likely value, but nonetheless have afinite probability of great pessimism.
 The Rayleigh has a single parameter, "b", that is the mostlikely value of the outcome.
 Student's tThe Student's t, or sometimes just t-distribution, is used inestimating confidence intervals when the variance of thepopulation is unknown and the sample size is small.
 The Student's t is closely related to the Normal distribution,being derived from it.
 The Student's t has a parameter v, for "degrees of freedom."For large values of v, the Student's t is all but Normal.
 Chi-squareThe distribution of random variables of the form 2 is oftenthe Chi-square, named after the Greek letter chi .
 The Chi-square distribution is always positive and highlyasymmetrical, appearing like a decaying exponential when aparameter, n, for degrees of freedom, is small.
 The Chi-square finds application in hypothesis testing and indetermining the distribution of the sample variance.
 [9]The probability function is also known as the "distribution function" or "probability
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 distribution function."
 [10]If the sum of "a" and "b" is a large number, then the BETA will be more narrow andpeaked than a Normal; the ratio of a/b controls the asymmetry of the BETA.
 [11]Carl Friedrich Gauss (1777-1855) in 1801 published his major mathematical work,
 Disquisitiones Arithmeticae. Gauss was a theorist, an observer, astronomer, mathematician,and physicist.
 [12]Downing, Douglas and Clark, Jeffery, Statistics the Easy Way , Barrons EducationalSeries, Hauppauge, NY, 1997, pp. 90–155.
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 There are a couple of key things of which to take note. E(X ) is not a random variable. Assuch, E(X ) will have a deterministic value. E(X ) does not have a distribution. E(X ) can bemanipulated mathematically like any other deterministic variable; E(X ) can be added,subtracted, multiplied, and divided.[16]
 Transforming a space of random variables into a deterministic number is the source of power and influence of the expected value. This concept is very important to the projectmanager. Very often, the expected value is the number that the project manager carries to
 the project balance sheet as the estimate for a particular item. The range of values of thedistributions that go into the expected value calculation constitutes both an opportunity(optimistic end of the range) and a threat (pessimistic end of the range) to the success of theproject. The project manager carries the risk element to the risk portion of the projectbalance sheet.
 If X  is a continuous random variable, then the sum of all values of X  morphs into integrationas we saw before. We know that pi is the shorthand for the probability function f (X | X i), so theexpected value equation morphs to:
 E(X ) = X  * f (X  | X i) dX , integrated over all values of " X " 
 Fortunately, as a practical matter, project managers do not really need to deal with integralsand integral calculus. The equations are shown for their contribution to background. Most of the integrals have approximate formulas amenable to solution with arithmetic or tables of 
 values that can be used instead.
 Mean or "µ"
 Expected value is also called the "mean" of the distribution. [17] A common notation for meanis the Greek letter "µ,". Strictly speaking, "µ" is the notation for the population mean when allvalues in the population range are known. If all the values in a population are not known, or 
 cannot be measured, then the expected value of those values that are known becomes anestimate of the true population mean, µ. As such, the expected value calculated from only asample of the population may be somewhat in error of µ. We will discuss more about thisproblem later.
 Variance and Standard Deviation
 Variance and standard deviation are measures of the spread of values around the expected
 value. As a practical matter for project practitioners, the larger the spread, the lessmeaningful is the expected value per se.
 Variance and standard deviation are related functionally:
 SD = sqrt(VAR) = v VAR
 where VAR (variance) is always a positive number and so, therefore, is SD (standarddeviation). Commonly used notation is s  = SD, s 2 = VAR.
 Variance is a measure of distance or spread of a probable outcome from the expected valueof the outcome. Whether the distance is "negative" or "positive" in some arbitrary coordinate
 system is not important for judging the significance of the distance. Thus we first calculatedistance from the expected value as follows:
 Distance2 = [X i - E(X )]2
 The meaning of the distance equation is as follows: the displacement or distance of aspecific value of X , say for example a value of "X i", from the expected value is calculated as
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 The mode of a random outcome is the most probable or most likely outcome of any singleoccurrence of an event. If you look at the distribution of outcome values versus their probabilities, the mode is the value at the peak of the distribution curve. Outcomes tend tocluster around the mode. Many confuse the concept of mode, the most likely outcome of anysingle event, with expected value, which is the best estimator of outcome considering all
 possible values and their probabilities. Of course, if the distribution of values is symmetricalabout the mode, then the expected value and the mode will be identical.
 Median
 The median is the value that is half the distance between the absolute value of the mostpessimistic value and the most optimistic value.
 Median = 1/2 * | (optimistic value - pessimistic value)[13]Balsley, Howard, Introduction to Statistical Method , Littlefield, Adams & Co., Totowa, NJ,1964, pp. 3–4.
 [14]
 Schyuler, John R., Decision Analysis in Projects, Project Management Institute, NewtownSquare, PA, 1996, chap. 1, p. 11.
 [15]"Best" may not be sufficiently conservative for some organizations, depending on riskattitude. Many project managers forecast with a more pessimistic estimate than the expectedvalue.
 [16]
 Caution Strictly speaking, arithmetic operations on the expected value depend onwhether or not only linear equations of probability were involved, likesummations of cost or schedule durations. For example, nonlinear effects arisein schedules due to parallel and merging paths. In such cases, arithmetic
 operations are only approximate, and statistical simulations are best.[17]You may also hear the term "moment" or "method of moments." Expected value is a"moment of X "; in fact, it is the "first moment of X ." E(X n) is called the "nth moment of X ."  Anin-depth treatment of moments requires more calculus than is within the scope of this book.
 [18]"s " is the lower case "s" in the Greek alphabet. It is pronounced "sigma."
 [19] An exception to the idea that variance has no physical meaning comes from engineering.The variance of voltage is measured in power: VAR(voltage) = watts.
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 The Arithmetic of Operations on Statistics and RandomVariables
 When it comes to arithmetic, random variables are not much different than deterministicvariables. We can add, subtract, multiply, and divide random variables. For instance, we candefine a random variable Z  = X  + Y , or W  = X 2. We can transform a random variable into adeterministic variable by calculating its expected value. However, many functional and logical
 operations on random variables depend on whether or not the variables are mutuallyexclusive or independent. As examples, the functional operation of expected value does notdepend on independence, but the functional operation of variance does.
 Similarly, there are operations on statistics that both inherit their properties from deterministicvariables and acquire certain properties from the nature of randomness. For instance, thevariance of a sum is the sum of variances if the random variables are independent, but thestandard deviation of the sum is not the sum of the standard deviations.
 Table 2-4 provides a summary of the most important operations for project managers.
 Table 2-4: Operations on Random Variables and Statistics
 Item AllArithmeticOperations
 All FunctionalOperations with
 Random
 Variables asArguments
 Limiting Conditions
 Randomvariables
 Yes Yes  
 Probabilitydensity functions
 Yes Yes  
 Cumulativeprobabilitydensity functions
 Yes Yes If a random variable isdependent uponanother, the functional
 expression is usuallyaffected.
 Expected value,or mean, or sample average,or arithmetic
 average
 Yes Yes  
 Variance Yes Yes If the random variablesare not independent,then a covariance mustbe computed.
 Standard
 deviation
 Cannot add
 or subtract
 Yes To add or subtract
 standard deviations,first compute the sumof the variances andthen take the square
 root.
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 Median No No Median is calculated onthe population or sample population of the combined random
 variables.
 Mode or mostlikely
 No No Most likely is takenfrom the populationstatistics of thecombined randomvariables.
 Optimistic andpessimisticrandom variables
 Yes Yes None
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 Probability Distribution Statistics
 Most often we do not know every value and its probability. Thus we cannot apply the
 equations we have discussed to calculate statistics directly. However, if we know the
 probability distribution of values, or can estimate what the probability function might be, thenwe can apply the statistics that have been derived for those distributions. And, appropriatelyso for project management, we can do quite nicely using arithmetic approximations for thestatistics rather than constantly referring to a table of values. Of course, electronic
 spreadsheets have much better approximations, if not exact values, so spreadsheets are auseful and quick tool for statistical analysis.
 Three-Point Estimate Approximations
 Quite useful results for project statistics are obtainable by developing three-point estimatesthat can be used in equations to calculate expected value, variance, and standard deviation.
 The three points commonly used are:
 Most pessimistic value that yet has some small probability of happening.
 Most optimistic value that also has some small probability of happening.
 Most likely value for any single instance of the project. The most likely value is themode of the distribution.
 It is not uncommon that the optimistic and most likely values are much closer to each other than is the pessimistic value. Many things can go wrong that are drivers on the pessimisticestimate; usually, there are fewer things that could go right. Table 2-5 provides the equationsfor the calculation of approximate values of statistics for the most common distributions.
 Table 2-5: Statistics for Common Distributions
 Statistic Normal[*]
 BETA[**] Triangular Uniform[***]
 Expected
 value or mean
 O + [(P -
 O)/2]
 (P + 4 * ML +
 O)/6
 (P + ML + O)/3 O + [(P - O)/2]
 Variance,  2
 (P -O)2/36
 (P - O)2/36 [(O - P)2 + (ML -O) * (ML - P)]/18
 (P3 - O3)/ [3 *(P - O)] - (P -O)2/4
 Standarddeviation,
 (P - O)/6 (O - P)/6 Sqrt(VAR) Sqrt(VAR)
 Mode or most likely
 O + [(P -0)/2]
 By observationor estimation,the peak of thecurve
 By observationor estimation,the peak of thecurve
 Not applicable
 Note: O optimistic value, P = pessimistic value, ML = most likely value.
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 Figure 2-6: Statistical Comparison of Distributions.
 In addition to the estimates given above, there are a couple of exact statistics about the
 Normal distribution that are handy to keep in mind:
 68.3% of the values of a Normal distribution fall within ±1s  of the mean value.
 95.4% of the values of a Normal distribution fall within ±2s  of the mean value, and this
 figure goes up to 99.7% for ±3s  of the mean value.
  A process quality interpretation of 99.7% is that there are three errors per thousand
 events. If software coding were the object of the error measurement, then "three errorsper thousand lines of code" probably would not be acceptable. At ±6s , the error rate isso small, 99.9998%, it is more easily spoken of in terms of "two errors per millionevents," about 1,000 times better than "3s ". [20]
 [20]The Six Sigma literature commonly speaks of 3.4 errors per million events, not 2.0 errorsper million. The difference arises from the fact that in the original program developed at
 Motorola, the mean of the distribution was allowed to "wander" ±1.5s  from the expectedmean of the distribution. This "wandering" increases the error rate from 2.0 to 3.4 errors per million events. An older shorthand way of referring to this error rate is "five nines and aneight" or perhaps "about six nines."
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 The practical effect of being unbiased is that as more and more observations are added tothe sample, the expected value of the estimator becomes ever increasingly identical with the
 parameter being estimated. If there were a bias, the expected value might "wander off " withadditional observations. [22]
 Working the problem the other way, if the project manager knows expected value from a
 calculation using distributions and three-point estimates, then the project manager candeduce that a sample might contain the X i. In fact, using Chebyshev's Inequality we find thatthe probability of an X i straying very far from the mean, µ, goes down by the square of thedistance from the mean. The probability that the absolute distance of sample value X i  from
 the population mean is greater than some distance, y, varies by 1/y2:
 p(|X i - µ | = y) = s2/y2
 Sample Variance and Root-Mean-Square Deviation
 There is one other consequence of the Law of Large Numbers that is very important in bothrisk management and rolling wave planning: the variance of the sample average is 1/nsmaller than the variance of the population variance:
 s 2[a (x )] = (1/n) * s 2(X )
 s 2[a (x )] = (1/n) * [X  - a (x )]2
 Notice that even though the expected value of the sample average is approximately thesame as the expected value of the population, the variance of the sample average isimproved by 1/n, and of course the standard deviation of the sample average is improved byv (1/n). The standard deviation of the sample variance is often called the root-mean-square
 (RMS) deviation because of the fact that the standard deviation is the square root of themean of the "squared distance."
 In effect, the sample average is less risky than the general population represented by therandom variable X , and therefore a ( x ) is less risky than a single outcome, X i , of the general 
  population.
 For all practical purposes, we have just made the case for diversification of risk: a portfolio is
 less risky than any single element, whether it is a financial stock portfolio, a project portfolio,or a work breakdown structure (WBS) of tasks.
 Central Limit Theorem
 Every bit as important as the Law of Large Numbers is to sampling or diversification, theCentral Limit Theorem helps to simplify matters regarding probability distributions to the pointof heuristics in many cases. Here is what it is all about. Regardless of the distribution of the
 random variables in a sum or sample — for instance, (X 1 + X 2 + X 3 + X 4 + X 5 + X 6 + ...) withBETA or Triangular distributions — as long as their distributions are all the same, thedistribution of the sum will be Normal with a mean "n times" the mean of the unknownpopulation distribution!
   (X 1 + X 2 + X 3 + X 4 + X 5 + X 6 + ...) = S 
 S  will have a Normal distribution regardless of the distribution of X :
 E(X 1 + X 2 + X 3 + X 4 + X 5 + X 6 + ...) = E(S ) = n * E(X i) = n * µ
 For n = i
 "Distribution of the sum will be Normal" means that the distribution of the sample average, as
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 an example, is Normal with mean = µ, regardless of the distribution of the X i. We do not haveto have any knowledge whatsoever about the population distribution to say that a "large"sample average of the population is Normal. What luck! Now we can add up costs or 
 schedule durations, or a host of other things in the project, and have full confidence that their 
 sum. or their average is Normal regardless of how the cost packages or schedule tasks are
 distributed.
  As a practical matter, even if a few of the distributions in a sum are not all the same, as they
 might not be in the sum of cost packages in a WBS, the distribution of the sum is so close toNormal that it really does not matter too much that it is not exactly Normal.
 Once we are working with the Normal distribution, then all the other rules of thumb andtables of numbers associated with the Normal distribution come into play. We can estimatestandard deviation from the observed or simulated pessimistic and optimistic values withoutcalculating sample variance, we can work with confidence limits and intervals conveniently,and we can relate matters to others who have a working knowledge of the "bell curve."[21]Chebyshev's Inequality: probability that the absolute distance of sample value X i from the
 population mean is greater than some distance, y, varies by 1/y2: p(X i - µ | = y) = s2/y2.
 Markov's Inequality applies to positive values of y, so the absolute distance is not a factor. Itsays that the probability of an observation being greater than y, regardless of the distance tothe mean, is proportional to 1/y: p(X  = y) = E(X ) * (1/y).
 [22]Unlike the sample average, the sample variance, (1/n) [X i - a (x )]2, is not an unbiasedestimator of the population variance because it can be shown that its expected value is notthe variance of the population. To unbias the sample variance, it must be multiplied by thefactor [n/(n-1)]. As "n" gets large, you can see that this factor approaches 1. Thus, for large
 "n", the bias in the sample variance vanishes and it becomes a practical estimator of thepopulation variance.
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 Confidence Intervals and Limits for Projects
 The whole point of studying statistics in the context of projects is to make it easier to forecast
 outcomes and put plans in place to affect those outcomes if they are not acceptable or 
 reinforce outcomes if they present a good opportunity for the project. It often comes down to"confidence" rather than a specific number. Confidence in a statistical sense means "withwhat probability will the outcome be within a range of values?" Estimating confidencestretches the project-forecasting problem from estimating the probability of a specific value
 for an outcome to the problem of forecasting an outcome within certain limits of value.
 Mathematically, we shift our focus from the PDF to the cumulative probability function.
 Summing up or integrating the probability distribution over a range of values produces thecumulative probability function. The cumulative probability equals the sum (or integral) of theprobability distribution over all possible outcomes.
 The "S" CurveRecall that the cumulative probability accumulates from 0 to 1 regardless of the actualdistribution being summed or integrated. We can easily equate the accumulating value as
 accumulating from 0 to 100%. For example, if we accumulate all the values in a Normaldistribution between ±1s  of the mean, we will find 68.3% of the total value of the cumulativetotal. We can say with 68.3% "confidence" that an outcome from a Normal distribution willfall in the range of ±1s  of the mean; the corollary is that with 31.7% confidence, an outcomewill lie outside this range, either more pessimistic or more optimistic.
 Integrating the Normal curve produces an "S" curve. In general, integrating the BETA andTriangular curves will also produce a curve of roughly an "S" shape. [23] Figure 2-7 shows
 the "S" curve.
 Figure 2-7: Confidence Curve for the Normal Distribution.
 Confidence Tables
  A common way to calculate confidence limits is with a table of cumulative values for a"standard" Normal distribution. A standard Normal distribution has a mean of 0 and a
 standard deviation of 1. Most statistics books or books of numerical values will have a tableof standard Normal figures. It is important to work with either a "two-tailed" table or double
 your answers from a "one-tail" table. The "tail" refers to the curve going in both directionsfrom the mean in the center.
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 For p(-y < X i < y) where X i  is a standard normal random variable of mean 0 andstandard deviation of 1.
 For nonstandard Normal distributions, look up y = a/s , where "a" is the value from anonstandard distribution with mean = 0 and s  is the standard deviation of that
 nonstandard Normal distribution.
 If the mean of the nonstandard Normal distribution is not equal to 0, then "a" isadjusted to "a = b - µ," where "b" is the value from the nonstandard Normaldistribution with mean µ: y = (b - µ)/s .
 [23]For a normal curve, the slope changes such that the curvature goes from concave to
 convex at exactly ±1s  from the mean. This curvature change will show up as an inflection onthe cumulative probability curve.
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 Table 2-7-B Cost Calculations
 Work PackageCost, $C 
 p(C ) of a Cost Outcome, GivenAll Schedule Possibilities
 E(C ),$
 s 2 Variance
 $10 0.32 $3.2 62.7 = 0.32(10
 - 24)2
 $20 0.5 $10 8 = 0.5(20 -24)2
 $60 0.18 $10.8 233.2 =
 0.18(60 - 24)2
   1 $24.00 s C2 = 304
 s C2 = $17.44
 Table 2-7-C Duration Calculations
 Work PackageDuration, D 
 Value
 p(D ) of a ScheduleOutcome, Given All Cost
 Possibilities
 E(D ),months
 s 2 Variance andStandardDeviation
 2 months 0.3 0.6 0.2 = 0.3(2 -2.82)2
 3 months 0.58 1.74 0.018 = 0.58(3 -2.82)2
 4 months 0.12 0.48 0.17 = 0.12(4 -2.82)2
   1 2.82 s D2 = 0.39
 s D = 0.62 month
 COV(D,C ) = E(DC ) - E(D ) * E(C )
 COV(D,C ) = 69.2 - 2.82 * 24 = 1.52
 Meaning: Because of the positive covariance, cost and schedule move in the same
 way; if one goes up, so does the other.
 r(DC ) = COV(D,C )/(s D * s C) = 1.52/(0.62 * $17.44) = 0.14
 Meaning: Judging by a scale of -1 to +1, the "sensitivity" of cost to schedule is weak.
 If the covariance of two random variables is not 0, then the variance of the sum of X  and Y 
 becomes:
 VAR(X  + Y ) = VAR(X ) + VAR(Y ) + 2 * COV(X ,Y )
 The covariance of a sum becomes a governing equation for the project managementproblem of shared resources, particularly people. If the random variable X  describes theavailability need for a resource and Y  for another resource, then the total variance of theavailability need of the combined resources is given by the equation above. If resources arenot substitutes for one another, then the covariance will be positive in many cases, thereby
 broadening the availability need (that is, increasing the variance) and lengthening theschedule accordingly. This broadening phenomenon is the underlying principle behind the
 lengthening of schedules when they are "resource leveled."[24]
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 Correlation
 Covariance does not directly measure the strength of the "sensitivity" of X  on Y ; judging thestrength is the job of correlation. Sensitivity will tell us how much the cost changes if theschedule is extended a month or compressed a month. In other words, sensitivity is always a
 ratio, also called a density, as in this example: $cost change/month change. But if cost andtime are random variables, what does the ratio of any single outcome among all the possible
 outcomes forecast for the future? Correlation is a statistical estimate of the effects of sensitivity, measured on a scale of -1 to +1.
 The Greek letter rho, , used on populations of data, and "r", used with samples of data,stand for the correlation between two random variables: r(X ,Y ). The usual way of referring to"r" or "  " is as the "correlation coefficient." As such, their values can range from -1 to +1. "0"value means no correlation, whereas -1 means highly correlated but moving in oppositedirections, and +1 means highly correlated moving in the same direction.
 The correlation function is defined as the covariance normalized by the product of thestandard deviations:
 r(X ,Y ) = COV(X ,Y )/(s X  * s Y )
 We can now rewrite the variance equation:
 VAR(X  + Y ) = VAR(X ) + VAR(Y ) + 2 * (s X  + s Y )
 Table 2-7 provides a project example of correlation.[24] A Guide to the Project Management Body of Knowledge (PMBOK® Guide) — 2000Edition, Project Management Institute, Newtown Square, PA, chap. 6, p. 76.
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 Random variablesIf the outcome of a specific event has a numerical
 value, then the outcome is a variable, and because itsvalue is not known with certainty before the fact, andcould take on more than one value from event to event,
 it is a random variable.
 Random variables can be discrete or continuous over a
 range.
 The probability function, or probability distribution,
 relates the functional mathematical relationshipbetween a random variable's value and the probabilityof obtaining that value. Summing or integrating the
 probability function over the range gives the cumulative
  probability function. The cumulative probability functionranges over 0 to 1.
 Probabilitydistributions for 
 projects
 There are four probability distributions commonly usedin projects: Normal, BETA, Triangular, and Uniform.Other distributions are helpful in estimating statisticalparameters relevant to projects, but are usually left to
 statisticians.
  
 BETA and Triangular are often employed at the work
 package level in the WBS. The Normal distribution isoften employed in summary results.
 Useful statistics
 for projectmanagers
 Statistics are data; data do not have to be analyzed tobe statistics.
 Statistical methods are by and large methods of 
 approximation and estimation.
 Expected value is the most important statistic for 
 project managers. It is the single best estimator of thetrue mean of a random variable.
 Other useful statistics include: arithmetic average,sample average, variance, standard deviation, mean,
 mode, and median.
 Statistics of distributions For the same range of value of a random variable, the
 expected value becomes more pessimistic moving
 from BETA to Triangular to Normal.
  Approximations to all the major statistics are availablein simple arithmetic form for the most used distributionsin projects.
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 Chapter 3: Organizing and Estimating the
 Work
 Overview
 There likely is no factor that would contribute more to the success of any project than
 having a good and complete definition of the project's scope of work.
 Quentin Fleming and Joel Koppelman
 Earned Value Project Management 
 In the normal course of project events, business leaders develop the need for a project after recognizing opportunity that can be transformed into business value. Such a project is
 defined on the business side of the project balance sheet. Although the business and theproject team may have differences about resources and schedule, the common conveyanceof ideas across the project balance sheet is scope. Understand the scope clearly and theproject management team should be able to then estimate required resources, schedule,and quality. Defining scope and estimating the work are inextricably tightly coupled.
 The Department of Defense, certainly a proponent of rigorous project management, seesthe benefit of having a structured approach to organizing the project scope when it says thatsuch a structure: [1]
 "Separates (an)...item into its component parts, making the relationships of the partsclear and the relationship of the tasks to be completed — to each other and to the end
 product — clear.
 Significantly affects planning and the assignment of management and technical
 responsibilities.
  Assists in tracking the status of...(project) efforts, resource allocations, cost estimates,
 expenditures, and cost and technical performance."
 Helps ensure that contractors are not unnecessarily constrained in meeting item
 requirements.[1]Editor, MIL-HDBK-881, OUSD(A&T)API/PM, U.S. Department of Defense, Washington,D.C., 1998, paragraph 1.4.2.
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 Organizing the Scope of Work
 Organizing and defining the project scope of work seems a natural enough step and a
 required prerequisite to all analytical estimates concerning projects. Though constructing the
 logical relationships among the deliverables of the project scope appears straightforward, inpoint of fact developing the scope structure is often more vexing than first imagined becausetwo purposes are to be served at the same time: (1) provide a capture vessel for all thescope of the project and (2) provide quantitative data for analysis and reporting to project
 managers and sponsors.
 Work Definition and Scoping Process
 The general process (input, methods, output) for scope or work definition and organization isgiven in Figure 3-1. Inputs to the process are assembled from all the ideas and prerequisiteinformation from the business side of the project balance sheet that describe the desired
 outcomes of the project, including constraints, assumptions, and external dependencies.Methods are the steps employed in the scope definition process to organize this information,decompose the given material into a finer granularity of functional and technical scope, andrelate various elements of the project deliverables to each other. The outcome of the workdefinition and scoping process is an "organization of the deliverables" of the project, often inhierarchical list or chart form, or in relational form that supports multiple views.
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 only all of, the lower level elements that connect to it. For example, "bicycle" is an abstract of lower level items such as frame, handlebar, seat, wheels, etc. all related to and connected to"bicycle," but on the other hand "bicycle" consists of only  lower level items such as frame,handlebar, seat, wheels, etc. all related to and connected to "bicycle."
  At the highest level of the WBS is simply "Project," an abstract of everything in the project.
 Typically, "Project" is called level 1. At the next level is the first identification of distinctdeliverables, and subsequent levels reveal even more detail. The next level is called level 2.
 Of course alpha characters could also be used, or alpha and numeric characters could becombined to distinctly identify levels and elements of the WBS. A couple of schemes aregiven in Figure 3-3.
 Figure 3-3: WBS Numbering Schemes.
 Deliverables are typically tangible, measurable, or otherwise recognizable results of project
 activity. In short, deliverables are the project "nouns."  The project nouns are what are left
 when the project is complete and the team has gone on to other things. Of course, materielitems that make up an item, like nuts and bolts, are typically not identified as deliverablesthemselves. Following this line of thinking, project activities (for example, design,construction, coding, painting, assembling, and so forth) are transitory and not themselves
 deliverables. However, the project activities required to obtain the deliverables are identifiedand organized by the scoping process. Activities are the actions of the project process;activities are the project "verbs. "  The syntax of the WBS is then straightforward: associatewith the "nouns" the necessary "verbs" required to satisfy the project scope.
  Apart from showing major phases or rolling waves, the WBS is blind to time. [5] In fact, auseful way to think of the WBS is that it is the deliverables on the schedule all viewed inpresent time. It follows that all nouns and verbs on the WBS must be found in the project
 schedule, arranged in the same hierarchy, but with all the time-dependent durations anddependencies shown.
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 Figure 3-4: WBS Components.
 The RAM is where the analytical aspects of the WBS come into play. At each node of theRAM where there is an intersection of the OBS and WBS, the resource commitment of theorganizations is allocated to the WBS. From the RAM, the resources can be added verticallyinto the WBS hierarchy and horizontally into the OBS hierarchy. Such an addition is shown inFigure 3-5. Note that the following equation holds:
   (All WBS resources) = (All OBS resources) = Project resources
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 Figure 3-7: Chart of Accounts and the WBS.
 We see also on the chart of accounts a place for capital accounts. From Chapter 1, we know
 that capital accounts represent asset values that have not yet been "expensed" into thebusiness expense accounts. Capital purchases made on behalf of projects are usually notrecorded as project expenditures at the time the purchases are made. Rather, the practice isto depreciate the capital expenditure over time and assign to the project only the depreciationexpense as depreciation is recorded as an expense in the chart of accounts. As capital is
 depreciated from the capital accounts, depreciation becomes expense in the expenseaccounts, flowing downward through the WBS to the RAM where depreciation expense isassigned to a work package.
 In the foregoing discussion we established an important idea: the WBS is an extension of the
 chart of accounts. Just as a WBS element can describe a small scope of work, so also can aWBS element account for a small element of cost or resource consumption (hours, facilitiesusage, etc.).
 Of course, not only is the budget distributed among the work packages on the RAM, but soalso are the actual performance figures gathered and measured during project execution.Thus, work package actuals can be added across the OBS and up the WBS hierarchy all the
 way to the level 1 of the WBS or Organization of the OBS. The variance to budget is alsoadditive across and up the WBS. In subsequent chapters, we will discuss earned value as aperformance measurement and forecasting methodology. Within the earned value
 methodology is a concept of performance indexes, said indexes computed as ratios of important performance metrics. Indexes per se are not additive across and up the WBS.
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 Indexes must be recomputed from summary data at each summarization level of the WBSor the OBS.
 Work Breakdown Structure Dictionary
 We add to our discussion of the WBS with a word about the WBS dictionary. It is commonpractice to define the scope content, in effect the statement of work, for each element of theWBS in a WBS dictionary. We see that this is an obvious prerequisite to estimating any
 specific element of the WBS. Typically, the WBS dictionary is not unlike any writtendictionary. A dictionary entry is a narrative of some form that is explanatory of the work thatneeds to be done and the expected deliverable of the work package. For all practicalpurposes, the dictionary narrative is a scope statement for the "mini-project" we call the workpackage.
 The total scope assigned to a cost account manager is then defined as the sum of the scopeof each of the related work packages defined in the WBS dictionary. Though cost, facility
 requirements, skills, hours, and vendor items are not traditionally contained or defined in thedictionary, the total resources available to the cost account manager for the scope in theWBS dictionary are those resources assigned to each of the constituent work packages.
 Work Breakdown Structure Baseline
 For quantitative estimating purposes, we need a target to shoot at. It is better that the targetbe a static target, not moving during the time of estimation. The scope captured on the WBS
 at the time estimating begins is the project "baseline scope." Baselines are "fixed" until theyare changed. Changing the baseline is a whole subject unto itself. Suffice to say that onceresources are assigned to a baseline, and then that baseline is changed, the task of theproject manager and project administrator is to map from the RAM in the baseline to theRAM of the changed baseline. A common practice is to consider all resource consumption
 from initial baseline to the point of rebaseline to be "sunk cost," or actuals to date (ATD), notrequiring mapping. Expenditures going forward are either mapped from the initial baseline, or the WBS of the subsequent baseline is re-estimated as "estimate to complete" (ETC). Totalproject cost at completion then becomes:
 Cost at completion = ATD of WBS Baseline-1 + ETC of WBS Baseline-2
 The practical effect of rebaselining is to reset variances and budgets on the WBS. The WBSdictionary may also be modified for the new baseline. Considering the need for cost andperformance history, and the connection to the chart of accounts, there are a couple of approaches that can be taken. To preserve history, particularly valuable for future andsubsequent estimations, WBS Baseline-1 may be given a different project account number 
 on the chart of accounts from that assigned to the WBS Baseline-2. The cost history of WBS
 Baseline-1 and the WBS Baseline-1 dictionary can then be saved for future reference.
  A second and less desirable approach from the viewpoint of preserving history is to make alump sum entry into the chart of accounts for the ATD of WBS Baseline-1. Then WBSBaseline-2 is connected to the chart of accounts in substitution for WBS Baseline-1 and workbegins anew.[2]There is no single "right way" for constructing a WBS of a given project, though there may
 be policies and standard practices in specific organizations or industries that govern the WBSapplied therein. The only rule that must be honored is that all the project scope must appear on the WBS.
 [3] A brief but informative history of the development of the WBS, starting as an adjunct to the
 earliest development of the PERT (Program Evaluation Review Technique) planning andscheduling methodology in the late 1950s in the Navy, and then finding formalization in the
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 Department of Defense in 1968 as MIL-STD-881, subsequently updated to MIL-HDBK-881 in1998, can be found in Gregory Haugan's book, Effective Work Breakdown Structures. [4]
 [3]Haugan, Gregory T., Effective Work Breakdown Structures, Management Concepts,
 Vienna, VA, 2001, chap. 1, pp. 7–13.
 [5]Rolling waves is a planning concept that we discuss more in subsequent chapters. In short,the idea is to plan near-term activities in detail, and defer detailed planning of far-future
 activities until their time frame is more near term.
 [6]The WBS is covered extensively in publications of the Department of Defense (MIL-HDBK-881) and the National Aeronautics and Space Administration (Work Breakdown Structure
 Guide, Program/Project Management Series, 1994) as well as A Guide to the Project 
 Management Body of Knowledge, [7] among others.
 [6] A Guide to the Project Management Body of Knowledge (PMBOK® Guide) — 2000Edition, Project Management Institute, Newtown Square, PA, chap. 5.
 [8]
 Editor, MIL-HDBK-881, OUSD(A&T)API/PM, U.S. Department of Defense, Washington,D.C., 1998, paragraph 1.6.3.
 [9] A Guide to the Project Management Body of Knowledge (PMBOK® Guide) — 2000Edition, Project Management Institute, Newtown Square, PA, chap. 2.
 [10]See A Guide to the Project Management Body of Knowledge [11] for a discussion of project management organizing ideas and matrix management. For a strongly "projectized"approach, the cost accounts will be in the project view, summed vertically, with "project"managers assigned. For an organizational approach to the project, the cost accounts will bein the organizational view, summed horizontally, with an "organizational" manager assigned.
 [10] A Guide to the Project Management Body of Knowledge (PMBOK® Guide) — 2000Edition, Project Management Institute, Newtown Square, PA, chap. 2.
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 Estimating Methods for Projects
 There is no single method that applies to all projects. Estimating is very domain specific. Constr
 pharmaceuticals, packaging, and services, just to name a few of perhaps hundreds if not thous
 unique and specific estimating methodologies. Our intent is to discuss general principles that apmanagers are in the best position to adapt generalities to the specific project instance.
 Estimating Concepts
 The objectives of performing an estimate are twofold: to arrive at an expected value for the item
 be able to convey a figure of merit for that estimate. In this book we will focus on estimating delifigure of merit we will use is the confidence interval that is calculable from the statistical data ofof the expected value of the estimate.
 Most estimating fits into one of four models as illustrated in Figure 3-8:
 Top-down value judgments from the business side of the project balance sheet conveyed
 Similar-to judgments from either side of the project balance sheet, but most often from the
 Bottom-up facts-driven estimates of actual work effort from the project side of the projectto the project sponsor 
 Parametric calculations from a cost-history model, developed by the project team, and cosponsor 
 Figure 3-8: Estimating Concepts.
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 Naturally, it is rare that a project would depend only on one estimating technique; therefore, it isspecific project team will use all the estimating methods available to it that fit the project context.
 them one by one.
 Top-Down Estimates
 Top-down estimates could be made by anyone associated with the project, but most often top-dfrom the business and reflect a value judgment based on experience, marketing information, bconsulting information, and other extra-project information. Top-down estimates rarely have conof the type needed by the project team to validate the estimate with the scope laid out on the W
 Working with top-down estimates requires the steps shown in Table 3-3. Project risks are great
 methodology, and overall cost estimates are usually lowest. In its purest form, top-down estimatquantitative information that could be developed by the project team regarding the project cost.
 independent input to cost developed by the project team, the purpose of such an independent iis to provide comparative data with the top-down estimate. Such a comparison serves to establiof the risks of being able to execute the project for the top-down budget. Because risks are greaestimating, the risks developed in response to top-down budgets require careful identification,
 estimation before the project begins. Risks are quantified and made visible on the project side osheet.
 Table 3-3: Top-Down Estimates
 Step Description
 Receive estimates from thebusiness
 Estimates from the business reflect a judgment on the investmthe intended scope and value to the business.
 Interview business leadersto determine the intended
 scope
 Scope is the common understanding between the business anInterviews provide the opportunity to exchange information vital
 success.
 Verify assumptions andvalidate sources, if any
 The business judgment on investment and value is based on cassumptions of the business managers and may also includeinformation that is useful to the project manager.
 Develop WBS from scope WBS must contain all the scope, but only the scope required b
 sponsors.
  Allocate top-downresources to WBS
  Allocation is a means of distributing the investment made possibusiness to the elements of scope on the WBS.
 Cost account managersidentify risks and gaps
 Cost account managers have responsibility for elements of theassess the risk of performance based on the allocation of invesmade by the project manager.
 Negotiate to minimize risksand gaps
 Once the risks are quantified and understood, a confidence estmade of the probability of meeting the project scope for the avNegotiations with the business sponsors narrow the gap betweexpected cost.
 Top-down estimate to thebusiness side of project
 balance sheet
 The business makes the judgment on how much investment toinvestment goes on the business side of the project balance sh
 Expected value estimateand risks to project side of balance sheet
 Once the allocation is made to the WBS, there is opportunity fomanager to develop the risks to performance, the expected valconfidence of meeting the sponsor's objectives.
  A common application of the top-down methodology is in competitive bidding to win a project op
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 to the project sponsor. In this scenario, the top-down estimate usually comes from a marketingwhat the market will bear, what the competition is bidding, and in effect "what it will take to win."  is the figure offered to the customer as the price, then the project manager is left with the task operformance and developing the risk management plan to contain performance cost within the
 Top-down offer to do business = Independently estimated cost of performance offered + Risk t
 offer 
 From the steps in Table 3-3, we see that the project manager must allocate the top-down budginvolves the following quantitative steps:
 Develop the WBS from the scope statement, disregarding cost.
 By judgment, experience, prototyping, or other means, determine or identify the deliverabledeliverable that represents the smallest "standard unit of work." Give that deliverable a nuand call it the "baseline" deliverable, B. This procedure normalizes all costs in the WBS to tdeliverable.
 Estimate the normalized cost of all other deliverables, D , as multiples, M , of the baseline d
 where M  is a random variable with unknown distribution and "i" has values from 1 to n. "n" ideliverables in the WBS.
 Sum all deliverable weights and divide the sum into the available funds to determine an ab
 least costly deliverable.
 ($Top-down budget)/(  M i) = Allocated cost of baseline task B
  A "sanity check" on the cost of B is now needed. Independently estimate the cost of B to deminus, between the allocated cost and the independent estimate. This offset, O, is a bias to
 deliverable in the WBS. The total bias in the WBS is given by:
 Total cost bias in WBS = n * O
 Complete the allocation of all top-down budgets to the deliverables in the WBS according t
 It is helpful at this point to simplify the disparate deliverables on the WBS to an average deliWe know from the Central Limit Theorem that the average deliverable will be Normal distrithe Normal distribution will be helpful to the project manager:
  Average deliverable cost = a d = (1/n) * [D i + (M i  *  O)]
 s 2 of average deliverable = (1/n) * [(D i + O) - a d]2, and
 s  of average deliverable = v (1/n) * [(D i  + O) - a d]2
 It is easier to calculate these figures than it probably appears from looking at the formulas. Tablnumerical example. In this example, a $30,000 top-down budget is applied to a WBS of seven destimated at 23% of the allocated cost. Immediately, it appears that there may be a $6,900 risk$30,000). However, we see from the calculations employing the Normal distribution that the condown budget is only 24%, and with the $6,900 risk included, the confidence increases to only 50
 the level needed for many firms to do fixed price bidding, the risk increases significantly. Clearlyreduced, then the scope will have to be downsized or the budget increased, or more time givenin order for this project to go forward.
 Table 3-4: Top-Down Allocation to WBS
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 WBS Element Weight, M i
 Allocated Budget,D i
 Allocated Budget +(M i * O)
 Dista
 a b c d
 1  
 1.1.1 8 $10,435 $12,835
 1.1.2 5 $6,522 $8,022
 1.1.3 1 $1,304 $1,604
 1.2.1 2 $2,609 $3,209
 1.2.2 2.5 $3,260 $4,010
 1.3.1 1.5 $1,957 $2,407
 1.3.2 3 $3,913 $4,813
 Totals: 23 $30,000 $36,900
 Given: Top-down budget = $30,000
 Evaluated least costly baseline deliverable, B = $1,304.35
 Estimated independent cost of B = $1,604.35
 Calculated baseline offset, O, = $300 = $1,604.35 - $1,304.35
 n = 7
   M i = 23
   D i = (M i *  B) = $30,000
  Average deliverable, average d , with offset = $36,900/7 = $5,271
 Variance, s 2 = 92,479,890/7 = 13,211,413
 Standard deviation, s  = $3,635
 Confidence calculations:
 Total standard deviation of WBS = v 7* s2 = v 92,479,890 = $9,616
 24% confidence: WBS total = $30,000 [*]
 50% confidence: WBS total = $36,900
 68% confidence: WBS total = $36,900 + $9,616 = $46,516[*]From lookup on single-tail standard Normal table for probability of outcome = ($36,900 -$30,below the mean value. Assumes summation of WBS is approximately Normal with mean = $36
 $9,616.
 Once the risks are calculated, all the computed figures can be moved to the right side of the prorecap what we have so far. On the business side of the project balance sheet, we have the top-
 project sponsors. This is a value judgment about the amount of investment that can be affordeddesired. On the right side of the balance sheet, the project manager has the following variables:
 The estimated "fixed" bias between the cost to perform and the available budget. In the exa
 The average WBS for this project and the statistical standard deviation of the average WBS
 average WBS is $36,900 (equal to the budget + bias) and the standard deviation is $9,616.
  And, of course, the available budget, $30,000.
  As was done in the example, confidences are calculated and the overall confidence of the proje
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  Average deliverable from BETA = $32,591/7 = $4,656
 Variance, s 2 = 1,653, 124/7 = 236,161
 Standard deviation, s  = $486
 Confidence calculations:
 Total standard deviation of WBS = v 1, 653,124 = $1,286
 50% confidence: WBS total = $32,591 [*]
 68% confidence: WBS total = $32,591 + $1,286 = $33,877[*] Assumes approximately Normal distribution of WBS summation with mean = $32,594 and s  
 Parametric Estimating
 Parametric estimating is also called model estimating. Parametric estimating depends on cost hsimilarity between that project history available to the model and the project being estimated. Paemployed widely in many industries, and industry-specific models are well published and suppo
 many practitioners. [12] The software industry is a case in point with several models in wide use.industry that builds hardware, as well as the construction industry, environmental industry, pharothers have many good models in place. The general characteristics of some of these models a
 Table 3-7: Parametric Estimating Models
 EstimatingApplication
 ModelIdentification
 Key Model Parameters andCalibration Factors
 Model
 Construction PACES 2001 Covers new construction, renovation,and alteration
 Covers buildings, site work, area work
 Regression model based on cost historyin military construction
 Input parameters (abridged list): size,building type, foundation type, exterior closure type, roofing type, number of floors, functional and utility spacerequirements
 Media/waste type: cleanup facilities andmethods
 Specific(not avspecifieaccordi
 Project
 Life cyc
 Environmental RACER Handles natural attenuation, free
 product removal, passive water 
 treatment, minor field installation, O&M,and phytoremediation
 Technical enhancements to over 20technologies
  Ability to use either system costs or user-
 defined costs
 Professional labor template that createstask percentage template
 Progra
 budget
 remediprojects
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 Hardware Price H® Key parameters: weight, size, andmanufacturing complexity
 Input parameters: quantities of equipment to be developed, designinventory in existence, operating
 environment and hardwarespecifications, production schedules,
 manufacturing processes, labor attributes, financial accounting attributes
 Cost es
 Other p
 SEER H® WBS oriented
 Six knowledge bases support the WBSelements: application, platform, optionaldescription, acquisition category,standards, class
 Cost estimates are produced for development and production costactivities (18) and labor categories (14),as well as "other" categories (4)
 Productestimatand riskhardwa
 and acq
   NAFCOM (NASA
  Air Force CostModel)
  Available to
 qualifiedgovernmentcontractors andagencies
 WBS oriented
 Subsystem oriented within the WBS
 Labor rate inputs, overhead, and G&Acosts
 Integration point inputs
 Test hardware and quantity
 Production rates
 Complexity factorsTest throughput factors
 Integrates with some commercialestimating models
 Estimat
 developevaluatiunit, pr(DDT&costs
 Software COCOMO 81(waterfallmethodology)
 Development environment: detached,embedded, organic
 Model complexity: basic, intermediate,detailed
 Parameters used to calibrate outcome
 (abridged list): estimated delivered
 source lines of code, product attributes,computer attributes, personnelattributes, project attributes (withbreakdown of attributes, about 63
 parameters altogether)
 Effort ahours o
 Other p
 COCOMO II(object oriented)
 Development stages: applicationscomposition, early design, postarchitecture (modified COCOMO 81)
 Parameters used to calibrate outcome(abridged list): estimated source lines of code, function points, COCOMO 81
 parameters (with some modification),productivity rating (Stage 1)
 Effort ahours o
 Other p
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   Price S Nine categories for attributes: projectmagnitude, program application,productivity factor, design inventory,utilization, customer specification and
 reliability, development environment,
 difficulty, and development process
 Effort ahours o
 Other p
 SEER-SEM Three categories for attributes: size,knowledge base, input
 Input is further subdivided into 15parameter types very similar to the other models discussed
 Effort ahours o
 Other p
 Most parametric models are "regression models." We will discuss regression analysis in Chapte
 require data sets from past performance in order that a regression formula can be derived. Theused to predict or forecast future performance. Thus, to employ parametric models they first muhistory. Calibration requires some standardization of the definition of deliverable items and item
 specific to the model or to the technology or process being modeled is a good device for obtainicomplete history records. For instance, to use a software model, the definition of a line of code iattributes of complexity or difficulty require definitions. In publications, the page size and compos
 well as the type of original material that is to be received and published. Typically, more than teobtain good calibration, but the requirements of cost history are model specific.
 Once a calibrated model is in hand, to obtain estimates of deliverable costs the model is fed witproject being estimated. Model parameters are also set or adjusted to account for similarity or diproject being estimated and the project history. Parameter data could be the estimated numberto be written and their appropriate attributes, such as degree of difficulty or complexity. Usually,incorporated into the model. That is to say, if the methodology for developing software involves
 development, prototyping, code and unit test, and system tests, then the model takes this metho
 Some models also allow for specification of risk factors as well as the severity of those risks.Outcomes of the model are applied directly to the deliverables on the WBS. At this point, outcobottom-up estimates. Ordinarily, these outcomes are expected values since the model will haverisk factors and methodology to arrive at a statistically useful result. The model may or may notinformation, such as the variance, standard deviation, or information about any distributions emexpected value is provided, then the project manager must decide whether to use some indepedevelop statistics that can be used to develop confidence intervals. The model outcome may als
 dependencies accounted for in the result; as we saw in the discussion of covariance, dependenfactors.
 Table 3-8 provides a numerical example of parametric estimating practices in the WBS.
 Table 3-8: Parametric Estimating
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 Estimating "Completion" versus "Level of Effort"
 In almost every project there are some WBS elements for which the tasks and activities of a
 deliverable cannot be scoped with certainty. Estimates for cost accounts of this type are
 called "level of effort." Level of effort describes a concept of indefinite scope and applicationof "best effort" by the provider. How then to contain the risk of the estimate? We call onthree-point estimates, a sober look at the most pessimistic possibilities, and the use of statistical estimates to get a handle on the range of outcomes.
 Completion estimates are definitive in scope, though perhaps uncertain in total cost or schedule. After all, even with a specific scope there are risks. Nevertheless, completion
 estimates have a specific inclusion of tasks, a most likely estimate of resource requirement,and an expectation of a specific and measurable deliverable at the end. In the examplespresented in this chapter, the underlying concept is completion.
 Let us consider a couple of examples where level of effort is appropriate. Project
 management itself is usually assigned to a WBS cost account just for management tasks. Although there are tangible outcomes of project management, like plans, schedules, andbudgets, the fact is that the only real evidence of successful completion of the cost account
 is successful completion of the project. Work packages and cost accounts of this type areusually estimated from parametric models and "similar-to" estimates, but the total scope isindefinite.
 Research and development efforts for "new to the world" discoveries are an obvious case for level of effort, particularly where the root problem is vague or unknown or where the finaloutcome is itself an "ah-hah!" and not specifically known in advance. In projects of this type,it is appropriate to base funding on an allocation of total resources available to the business,set somewhat short-term milestones for intermediate results, and base the WBS on level of 
 effort tasks. If prior experience can be used to establish parameters to guide the estimating,then that is all to the advantage of the project sponsor and the project manager.
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 Summary of Important Points
 Table 3-9 provides the highlights of this chapter.
 Table 3-9: Summary of Important Points
 Point of 
 Discussion Summary of Ideas Presented
 Work definitionand scoping Organizing and defining the project scope of work is a
 required prerequisite to all analytical estimatesconcerning projects.
 The WBS serves two purposes: (1) organizing thework and (2) providing data on the project deliverables.
 The WBS is not a project organization chart or aproject schedule.
 The WBS may support more than one view of theproject: sponsor's view, developer's view, operations
 and maintenance view.
 Most often, the WBS is a hierarchical structure of theproject deliverables.
 The OBS andRAM The people who work on projects may be assigned
 exclusively to the project or participate in the projectand a "home" organization. The "home" organizationbreakdown structure is called the OBS.
 The OBS maps to the WBS by means of the RAM.
 Work packagesand cost accounts The work package is the lowest level of work identified
 with cost on the WBS.
 The cost account is a summation of subordinate workpackages.
 Chart of accountsThe chart of accounts is a WBS of the businessorganized by financial accounts like expense accounts,capital accounts, and equity accounts.
 The WBS is typically an extension of the chart of 
 accounts structure, touching expense and capitalaccounts most often.
 WBS dictionaryThe WBS dictionary of a set of definitions of the workpackages and cost accounts on the WBS.
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 WBS baselineThe WBS baseline is the scope and cost decided on at
 the outset of the contract. The baseline is managed asa fixed set of numbers until changed through a changemanagement process.
 Project estimatesThe objectives of performing an estimate are twofold:to arrive at an expected value for the item beingestimated and to be able to convey a figure of merit for that estimate.
 Top-downestimates Top-down value judgments from the business side of 
 the project balance sheet conveyed to the project
 team.
 Similar-toestimates Similar-to judgments from either side of the project
 balance sheet, but most often from the other businessside.
 Bottom-upestimates Bottom-up facts-driven estimates of actual work effort
 from the project side of the project balance sheetconveyed to the project sponsor.
 Parametricestimates Parametric calculations from a cost-history model,
 developed by the project team, and conveyed to theproject sponsor.
 Confidence
 intervals inestimates
 Every estimate should include some assessment of the risk of completing the project for the estimatedfigures.
 The Normal distribution is invoked by means of the
 Central Limit Theorem to describe the project outcomedistribution probabilities.
 Cumulative probabilities from statistical distributionsprovide the data to assess the confidence of meetingthe project outcome.
 Confidence intervals can be estimated for any WBSregardless of the estimating methodology.
 Completion andlevel of effortestimates
 Level of effort is appropriate where the scope isindefinite.
 Completion should be used whenever it is possible tomake the scope definitive.
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 Table 4-1 summarizes the rational decision-making discussion.
 Table 4-1: Decision Policy Elements
 Policy Element Policy Justification
 Projectalternativestraceable to
 business goalsand strategies
 Project choices are most supported and more likely to result inrecognizable business results when the choices have clear links to the business goals and strategies. Such linkage is all
 the more important when the project's resources arechallenged for reassignment elsewhere, or when project riskscall into question the wisdom of proceeding to invest in theproject's progress.
 Financialadvantage is a tie
 breaker 
  Almost all projects have some functional benefit to thebusiness. The only common denominator universally
 recognized and understood by all business managers is thedollar value returned to the business for having done theproject. In the face of essentially equal functional benefit to the
 business, the tie breaker is always the financial advantagebrought to the business by the project. The project with
 greatest advantage is selected.
 Hard benefitstrump softbenefits
 Hard benefits are measurable and tangible and have clear cause-effect relationships to the project; hard benefits aremost often measured in dollars and are therefore most easilyunderstood and evaluated by business leaders. Soft benefitshave uncertain cause-effect and the benefits to the business
 are largely functional. Soft benefits are often difficult to reduceto dollars. The "before and after" principle can be invoked toobtain dollars, but the cause-effect ambiguity discounts the
 dollars calculated in such a method.
 Mission trumps
 financial whendirected by senior authority
 Sometimes "we have to do it" and the dollars are much less
 important. Technically speaking, such a decision is not"rational" based on the definition used in this book, but thedecision is most certainly rational considered in a larger contextoften not involving the project manager or sponsor.
 The least riskyproject trumps a
 more risky project
  All else being equal, a project of lesser risk is always chosenover one with more risk.
  All alternatives
 are legal, ethical,and incompliance with
 regulation andpolicy
 Project choices should reflect the standards of conduct of the
 organization. American business usually adopts a standardthat prohibits behavior that would jeopardize the business andobviate any benefits returned from the project.
 A Context for Quantitative Decisions
 Figure 4-1 illustrates the space containing policy, method, inputs, and outcomes. Policy wehave discussed. Specific methods will be discussed in subsequent sections, but methods arethe tools and processes we apply to input to generate outcomes. Processes can invoke or be
 constrained by policy, such as applying the hurdle rate for internal rate of return (IRR) andbeing held to the number of years that go into the calculation. Such policies may be project
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 specific or project portfolio specific, with different figures for each. We will discuss IRR andother financial measures in another chapter.
 Figure 4-1: Context for Decisions.
 Inputs are all the descriptions, data, assumptions, constraints, and experience that can be
 assembled about a prospective project, event, or alternative that is to be decided. Project
 managers should have wide latitude to bring any and all relevant material to the decisionprocess. Policy will control the application of input to method, so there is no need tootherwise constrain the assembling of input. The first bit of input needed is a description of the scope of the thing being decided: Is it a choice among projects; a choice amongimplementation alternatives; a choice of tools, staff, or resources to be applied in a project;
 or just what? Decisions, by their very nature, are choices among competing alternatives, so afull and complete scope statement of each choice is required. The second component of input is all the attributes of the alternatives. Attributes could include cost, availability, time todevelop or deliver, size, weight, color, or any number of other modifiers that distinguish onealternative from another. Third, of course, if there are any constraints (whether physical,
 logical, mathematical, regulatory, or other), then whatever constraints apply should bescoped and given a full measure of attributes as well.
 Once all the inputs, assumptions, experience, and constraints are assembled and organizedinto separable choices, then a decision methodology can be applied. The fact is that manyproject managers have trouble organizing the choices and fail to resolve the "if, and, or but"problems of presenting alternatives. However, assembling the choices is the place to stop if the team cannot decide what the alternatives are. If the choices are ambiguous, there is no
 point in expending the energy to make a decision.
 The Utility Concept in Decision Making
 When the project manager begins to apply the decision policy to the project situation, the riskattitudes of the decision makers need to be taken into account. If the decision maker is risk
 neutral, then the decisions will be based on the risk-adjusted estimates without regard to theaffordability of the downside or the strategy to exploit the opportunities of the upside.
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 The Decision Tree
 The decision tree is a tool to be applied in a decision methodology. In effect, the decision
 tree, and its cousin the decision table, sums up all the expected values of each of the
 alternatives being decided and presents those expected values to the decision maker. At theroot of the tree is the decision itself. Extending out from the root is the branch structurerepresenting various paths from the root (decision) to the choices. For those familiar with the"fishbone" diagram from the Total Quality Management toolkit, the decision tree will look very
 familiar. Along the pathways or branches of the decision tree are quantitative values that aresummed along the way at summing nodes. Normally, the project manager makes thedecision by following the organization's decision policy in favor of the most advantageousquantitative value. In some cases, deciding most advantageously means picking the larger value, but sometimes the most advantageous value is the smaller one.
 The Basic Tree for Projects
 Figure 4-3 shows the basic layout. It is customary, as described by John Schuyler in his book,Risk and Decision Analysis in Projects, Second Edition, [3] to show the tree laying on its sidewith the root to the left. Such an orientation facilitates adding to the tree by adding paper tothe right. We use a somewhat standard notation: the square is the decision node; thedecision node is labeled with the statement of the decision needed. Circles are summing
 nodes for quantitative values of alternatives or of different probabilistic outcomes. Diamondsare the starting point for random variables, and the triangle is the starting point for deterministic variables.
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 Figure 4-3: Decision Tree.
 In Figure 4-3, the decision maker is trying to decide between alternative "A" and alternative"B". There are several components to each decision as illustrated on the far right of the
 figure. Summing nodes combine the disparate inputs until there is a value for "A" and a valuefor "B". An example of a decision of this character is well known to project managers: "makeor buy a particular deliverable."
 Since our objective is to arrive at the decision node with a quantitative value for "A" and "B"so that the project manager can pick according to best advantage to the project, we applyvalues in the following way:
 Fixed deterministic values, whether positive or negative, are usually shown on theconnectors between summing nodes or as inputs to a summing node. We will showthem as inputs to the summing node.
 Random variable values are assigned a value and a probability, one such value-probability pair on each connector into the summing node. The summing node then
 sums the expected value (value * probability) for all its inputs. Naturally, the probabilitiesof all random variables leading to a summing node must sum to 1. Thus, the projectmanager must be cognizant of the 1-p space as the inputs are arrayed on the decisiontree.
 Figure 4-4 shows a simple example of how the summing node works. Alternative "A" is arisky proposition: it has an upside of $5,000 with 0.8 probability, but it has a downsidepotential of -$3,000 with a 0.2 probability. "A" also requires a fixed procurement of $2,000 in
 order to complete the scope of "A". The expected value of the risky components of "A" is$3,400. Combined with the $2,000 fixed expenditure, "A" has an expected value of $5,400 at
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 this node. The most pessimistic outcome of "A" at this node is -$1,000: $2,000 - $3,000; themost optimistic figure is $7,000: $2,000 + $5,000. These figures provide the range of threatand opportunity that make up the risk characteristics of "A".
 Figure 4-4: Summing Node Detail.
 Now, let's add in the possibility of event "A 4". The situation is shown in Figure 4-5. If the
 project team estimates the probability of occurrence of "A 4" as 0.4, then the probability of theevents on the other leg coming into the final summing node becomes equal to the "1-p" of "A4", or 0.6. Adding risk-weighted values, we come to a final conclusion that the expectedvalue of "A " is $4,840.
 Figure 4-5: Summing Node A.
 The most pessimistic outcome of "A" at this node remains -$1,000 since if "A 2" should occur,
 "A1" and "A4" will not; the most optimistic figure remains $7,000 since if "A1" occurs, then theother two will not. If "A4" should occur, then "A 1" and "A2" will not. However, "A3" isdeterministic; "A3" always occurs. So the optimistic value with "A 4" is $6,000: $2,000 +$4,000. Obviously, $6,000 is less than the outcome with "A1".
 If the analysis of "B" done in similar manner to that of "A" should result in "B" having a valueless than $4,840, the decision would be to pick "A". Of course, the risk tolerance of thebusiness must be accommodated. At the decision node there will be an expected value for 
 "A" and another of "B". The project manager can follow the tree branches and determine the
 most pessimistic outcomes. If the most pessimistic outcomes fit within the risk tolerance of the business, then the outcome, "A" or "B", is decided on the basis of best advantage to the
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 project and to the business. If the most pessimistic outcomes are not within the risk toleranceof the business, and if there is not a satisfactory plan for mitigating the risks to a tolerablelevel, then the choice of project defaults to the decision policy element of picking on the basisof the risk to the business. Risk managing the most pessimistic outcome is a subject untoitself and beyond the scope of this book.
 By now you may have picked up on a couple of key points about decision trees. First, all theA is and B is must be identified in order to have a fair and complete input set to the
 methodology. The responsibility for assembling estimates for the A is and B is rests with theproject manager and the project team. Second, there is a need to estimate the probability of an occurrence for each discrete input. Again, the project team is left with the task of comingup with these probabilities. The estimating task may not be straightforward. Delphitechniques [4] applied to bottom-up estimates or other estimating approaches may berequired. Last, the judgment regarding risk tolerance is subjective. The concept of tolerance
 itself is subjective, and then the ability of the project team to adequately mitigate the risk is a judgment as well.
 A Project Example with Decision TreeLet's see how a specific project example might work with the decision tree methodologylearned so far. Here is the scenario:
 You are the project manager making a make or buy decision on a particular item on thework breakdown structure (WBS). Alternative "A" is "make the item" and alternative "B"
 is "buy the item."
 There are risks in both alternatives. The primary risk is that if the outcome of either "A"
 or "B" is late, the delay will cost the project $10,000 per day.
 If you decide to make the item, alternative "A", then there is a fixed materials and labor 
 charge of $125,000. If you decide to buy the item, alternative "B", there is a fixedpurchase cost of $200,000. Putting risks aside, "A" seems to be the more attractive by awide margin.
  Although manufacturing costs are fixed, your team estimates there is a 60% chance the"make" activity will be 20 days late. Your judgment is that you simply do not have a lot of control over in-house resources that do not report to you. However, your team's estimateis that there is only a 20% chance the "buy" activity will be late 20 days, and thepurchase price is fixed.
 What is your decision? Figure 4-6 shows the decision tree for this project scenario. Thedecision node is the decision you are seeking: "make or buy." The tree branches lead back
 through each of the two alternatives. Inputs to the decision-making process are both
 quantitative and qualitative or judgmental. You know the manufacturing cost, the alternativeprocurement cost, and the cost of a day's delay in the project. You make judgments aboutthe performance expectations of your in-house manufacturing department and about theperformance of an alternative vendor. Perhaps there is a project history you can access of 
 former "similar-to" projects that provide the data for the judgments.
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 1 is honored.
 Now you may recognize this discussion as similar to the discussion in the chapter on
 statistics regarding the morphing of the discrete probability distribution into the continuousprobability function. Obviously, the values at the input of the summing node are the valuesfrom the discrete probability function of the random variable or event that feeds into the
 summing node. There is no reason that the random variable could not be continuous rather than discrete. There is no reason that the discrete probability function cannot be replaced
 with a single continuous probability function for the event.
 Suppose the inputs to the summing nodes are replaced with continuous probability functions
 for a continuous random variable. Figure 4-7 shows such a case. Now comes the task of summing these continuous functions. We know we can sum the expected values, and if theyare independent random variables, we know we can sum the variances with simplearithmetic. However, to sum the distribution functions to arrive at a distribution function at thedecision square is another matter. The mathematics for such a summing task is complex.The best approach is to use a Monte Carlo simulation in the decision tree. For such a
 simulation you will need software tools, but they are available.
 Figure 4-7: Decision Tree with Continuous Distribution.[3]Schuyler, John, Risk and Decision Analysis in Projects, Second Edition, ProjectManagement Institute, Newtown Square, PA, 2001, chap. 5, p. 59.
 [4]The Delphi technique refers to an approach to bottom-up estimating whereby independentteams evaluate the same data, each team comes to an estimate, and then the projectmanager synthesizes a final estimate from the inputs of all teams.
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 Decisions with Conditions
 It would be nice if, but it is rare that, project managers can make decisions without consideration
 in the project. Other activities that bear on the decision complicate matters somewhat on the de
 decision. Generally, conditions are of two types: independent conditions that establish prerequisiperformance thereafter, and dependent conditions that do affect performance. An example of asponsor deciding whether or not to exercise a scope option, and then a make-buy decision by ththe sponsor's decision to buy or not.
 On the other hand, dependent conditions affect performance or value. That is to say, the perforconditioned on the first decision made. Using the foregoing example, if the sponsor's decision in
 the maker or provider decision, then the project decision is dependent on the sponsor's decision
 Decisions with Independent Conditions
 Let us first discuss the project situation of a decision to be made conditioned on the prior or prerpackage or some other external event. However, let us say that the alternatives we are decidingprerequisite; just our ability to make decisions about the alternatives is affected.
 For illustrating decision making in the context of independent conditions, we will continue with thdeveloping in this chapter. The matter before the project team for decision is whether or not tous impose a condition that is independent of the performance of the in-house manufacturing or
 selected:
 The make or buy decision is conditioned on whether or not the project sponsor exercises a
 project deliverables. That is to say, the WBS item in question is optional with the sponsor. Itis to be delivered.
 The sponsor's decision is a random variable, S , with values 1 or 0. S  = 1 means the item wil= 0 means it will not be included. Once this prerequisite is satisfied, then the project team c
 The performance, D , of the subsequent make or buy is independent of the sponsor's decisiexercise the option for the item. In that case, there would be no subsequent make or buy.
 Our account manager dealing with the sponsor estimates that there is a 75% chance the spoption for the item. Probability of S  = 1 is 0.75. In the "1-p" space there is a 25% chance theitem: probability of S  = 0 is 0.25.
 Under these new circumstances, what is the decision of the project team, what is the expecteddownside considerations? We proceed as follows: We must add columns to the decision table tthe sponsor's decision, S , about adding the item to the project deliverables. We then recalculate
 account for all events in the "1-p" spaces. Table 4-3 illustrates the results.
 Table 4-3: Decision with Independent Conditions
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 AlternativeID Description
 Probability
 Sponsor ExercisesOption
 Sponsor'sDecisionValue, S 
 Probability
 of 20-DayScheduleOverrun
 FaceValue of Delay,D , @$10,000per Day
 ED
 (pOof 
 O$FVa
 SpDVa
  
  A MAKE 0.75 Yes
 0.75 Yes
 1
 1
 0.6 Yes
 0.4 No
 $200,000
 Yes
 $0 No
 $9
 0.$2
  A MAKE 0.25 No
 0.25 No
 0
 0
 0.6 Yes
 0.4 No
 $200,000
 Yes$0 No
 $0
 B BUY 0.75 Yes
 0.75 Yes
 1
 1
 0.2 Yes
 0.8 No
 $200,000
 Yes
 $0 No
 $3
 0.$2
 B BUY 0.25 No
 0.25 No
 0
 0
 0.2 Yes
 0.8 No
 $200,000Yes
 $0 No
 $0
 Following the mathematics through the table row by row, you can see that the probability of the
 probability of a subsequent delay and weights the acquisition cost. By this we mean that there cdecides favorably to go forward and include the item in the project deliverables. Overall, the prosponsor makes the decision favorably times the probability of delay given that the decision is favunfavorably, S  = 0, so that there is to be no item in the project deliverables, and there is no chan
 Summing the buy and the make from Table 4-3:
 Expected value (buy) = $0 + $180,000 = $180,000
 Expected value (make) = $0 + $183,750 = $183,750
 Under the conditions of the scenario in Tables 4-2 and 4-3, we see that the decision is not chanexpected value of the final decision, $180,000, has a higher unbudgeted downside risk compare
 Downside risk (make) = $183,750 - ($125,000 acquisition + $200,000 delay) = -$141,250
 Upside (make) = $125,000, the acquisition cost without delay
 Downside risk (buy) = $180,000 - ($200,000 acquisition + $200,000 delay) = -$220,000
 Upside (buy) = $200,000, the acquisition cost without delay
 The decision tree or table provides the project manager with the expected value of the decision-previous discussion, expected value is the best single-number representation of a range of uncecould fall anywhere in the range. Understanding the range is the purpose of the upside and dow
 Furthermore, the acquisition cost of either alternative ($125,000 for "make" or $200,000 for "bu
 deterministic to random by the dependency acquired from the effect of the sponsor's decision. Iacquire the item is the random variable, S , with discrete density function S 0 = 0, p = 0.25 and S 1 
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 in which p(A  | B ) is read as "probability of A  given B ." Rearranging terms, Bayes' Theorem is alp(A  | B ) * p(B ) and p(B ) = p(A  and B )/p(A  | B ).
 If A and B are independent, then:
 p(A  | B ) = p(A ) * p(B )/p(B ) = p(A )
 because
 p(A  and B ) = p(A ) * p(B )
 Let's try Bayes' Theorem in natural language with the project examples we have studied so far:
 "The probability of a 20-day delay, D , given a "make" decision, M  = 1, is 0.6." In equation fosolving for p(M 1), we would have to estimate p(D  and M 1).
 "The probability of a 20-day delay, D , given a sponsor's decision, S , to include the item in thS  are independent.
 "The probability of a 'make' decision, M , given a sponsor's decision, S  = 1, to include the iteand S 1). We have no other information about p(M 1 | S 1) unless we independently measure
 Decision Trees with Dependent Conditions
 With Bayes' Theorem in hand, we can proceed to project decisions that are interdependent. Let'is an item on the WBS that may or may not be included by the sponsor's decision in the final pro
 buy decision for satisfying the acquisition to be made by the project team. However, let's changedecision by the sponsor affects the subsequent performance of either make or buy:
 Let SD  be the random variable that represents a sponsor's decision that may or may not beaffects subsequent make or buy performance or value. In this example, we will say that ourdecision is 70%, 0.7. In that event, using our "1-p" analysis, we have p(SD  late) = 0.3, 30%.
 If SD  is on time, then the situation reverts to a case of independent conditions.
 The problem at hand is to determine what is p(Make or Buy performance given SD  late). In othe
 p(Make performance given SD  late) = p(Make performance and SD  late/p(SD  late)
 and
 p(Buy performance given SD  late) = p(Buy performance and SD   late)/p(SD  late)
 where performance can be on time or late.
 Table 4-4 arrays the scenarios that fall out of the situation in this project. Looking at this table ca
 six probabilities since "late or on time" is a shorthand notation for two distinctly different probabili
 Table 4-4: Dependent Scenarios
 Project Situation: MAKE
 MAKE 1:
 p[MAKE late (or on time) given SD  late] = p[MAKE late (or on time) AND SD   late]/p(SD  late)
 MAKE 2:
 p[MAKE late (or on time) given SD  on time] = p[MAKE late (or on time)]
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 Project Situation: BUY
 BUY 1:
 p[BUY late (or on time) given SD  late] = p[BUY late (or on time) AND SD   late]/p(SD  late)
 BUY 2:
 p[BUY late (or on time) given SD  on time] = p[BUY late (or on time)]
 Now we come to a vexing problem: to make progress we must estimate the joint probabilities of"buy late (or on time) and late SD ." We have already said that we have pretty high confidence th
 probability involving "SD  late" will be a pretty small space. We do know one thing that is very uslate" have to fit in the space of 30% confidence that SD  will be late:
 p(Make late and SD  late) + p(Make on time and SD  late) = p(SD  late) = 0.3, or 
 p(Buy late and SD  late) + p(Buy on time and SD  late) = p(SD  late) = 0.3
 We now must do some estimating based on reasoning about the project situation as we know it.
 probabilities of 0.4 and 0.6, respectively. If these were independent of "SD  late," then the joint prmultiples of the probabilities:
 Make on time and SD  late = 0.4 * 0.3 = 0.12
 and
 Make late and SD  late = 0.6 * 0.3 = 0.18
 However, in our situation "SD  late" conditions performance, so the probabilities are not independon time should be more pessimistic (smaller) since the likelihood of the joint event is more pessiindependently. In that case, the joint probability of being late is more optimistic (more likely to ha
 p(Make on time and SD  late) = p(Make on time) * p(SD  l
 Estimate: p(Make on time and SD  late) = 0.1
 and then:
 Estimate: p(Make late and SD  late) = 0.2 = 0.3 - 0.1
 We can make similar estimates for the "buy" situation. Multiplying probabilities as though they w
 p(Buy late and SD  late) = 0.2 * 0.3 = 0.06
 and
 p(Buy on time and SD  late) = 0.8 * 0.3 = 0.24
 Following the same reasoning about pessimism as we did in the "make" case:
 p(Buy on time and SD  late) = p(Buy on time) * p(SD  lat
 Estimate: p(Buy on time and SD  late) = 0.23
 and then:
 Estimate: p(Buy late and SD  late) = 0.07 = 0.3 - 0.23
 We now apply Bayes' Theorem to our project situation and calculate the question we started toperformance given SD  late) is given in Table 4-5 and Table 4-6:
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 p(Make performance given SD  late) = p(Make performance and SD   late)/p(SD  late)
 p(Make 20 days late given SD  late) = 0.2/0.3 = 0.67
 p(Make 0 days late given SD  late) = 0.1/0.3 = 0.33, and
 p(Buy performance given SD  late) = p(Buy performance and SD   late)/p(SD  late),
 p(Buy 20 days late given SD  late) = 0.07/0.3 = 0.23
 p(Buy 0 days late given SD  late) = 0.23/0.3 = 0.77
 Table 4-5: Buy Calculations with Dependent Conditions
 Project Situation: BUY Probab
 20 days and late SD  decision
 0 days and late SD  decision
 Total LATE SD decision
 20 days and on-time SD  decision [*]
 0 days and on-time SD  decision[*]
 Total ON-TIME SD  decision
 Total SD  decision
 20 days given SD  late = (20 days and SD  late)/SD  late
 0 days given SD  late = (0 days and SD  late)/SD  late
 Total given SD  late
 20 days given SD  on time = 20 days
 0 days given SD  on time = 0 days
 Total given SD  on time[*]These events are independent so the joint probabilities are the product of the probabilities.
 Table 4-6: Make Calculations with Dependent Conditions
 Project Situation: MAKE Probab
 20 days and late SD  decision
 0 days and late SD  decision
 Total LATE SD  decision
 20 days and on-time SD  decision [*]
 0 days and on-time SD  decision[*]
 Total ON-TIME SD  decision
 Total SD  decision
 20 days given SD  late = (20 days and SD  late)/SD  late
 0 days given SD  late = (0 days and SD  late)/SD  late
 Total given SD  late
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 20 days given SD  on time = 20 days
 0 days given SD  on time = 0 days
 Total given SD  on time[*]These events are independent so the joint probabilities are the product of the probabilities.
 Notice the impact on the potential for being late with a buy. The probability of a 20-day delay haconditions to 0.23 with dependent conditions. Correspondingly, the on-time prediction dropped f
 probability of delay went from 0.6 to 0.67.
 Let us now compute the dollar value of the outcomes of the decision tables. Table 4-7 provides
 Take care when looking at this table. The acquisition costs of the make, $125,000, or of the buyon-time decision, SD , of the sponsor. Acquisition costs are only affected by the sponsor's decisiThe value of the delay, if any, is taken care of with the value of the timeliness of the decision, S   S .
 Table 4-7: Decision with Dependent Conditions
 AlternativeID Description
 ProbabilitySponsor ExercisesOption
 Probabilityof Sponsor Decision,SD , Late
 Probabilityof 20-DayScheduleDelay
 Face
 Value of Delay,D , @$10,000per Day
 EDD  S   oD$V
  
  A MAKE   0.3 Late
 0.3 Late
 0.67 Yes
 0.33 No
 $200,000Yes
 $0 No
 $$
  
 0.75 Yes  
  A MAKE   0.7 On time
 0.7 On time
 0.6 Yes
 0.3 No
 $200,000Yes
 $0 No
 $$
  
  A MAKE 0.25 No
 0.25 No
   0.6 Yes
 0.4 No
 $200,000Yes
 $0 No
 $
 B BUY
  
 0.3 Late0.3 Late
 0.23 Yes0.77 No
 $200,000Yes
 $0 No
 $1$
  
 0.75 Yes  
 B BUY   0.7 On time
 0.7 On time
 0.2 Yes
 0.8 No
 $200,000Yes
 $0 No
 $$
  
 B BUY 0.25 No
 0.25 No
   0.2 Yes
 0.8 No
 $200,000Yes
 $0 No
 $
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 Note further that the decision to make or buy is not changed by the effect of a late decision of thadvantageous in the face of a dependent condition with the sponsor's decision. The upside andare:
 Upside of an on-time sponsor's decision is the "Buy" acquisition cost = $200,000
 Downside of late sponsor's decision = $181,350 - ($200,000 + $200,000) = -$218,650
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 Summary of Important Points
 Table 4-8 provides the highlights of this chapter.
 Table 4-8: Summary of Important Points
 Point of 
 Discussion Summary of Ideas Presented
 Project policy for decisions Quantitative decision making is most useful when there
 is a rational policy for obtaining the outcomes.
 Rationality, used in this sense, means that the decisionis a consequence of all the inputs having been appliedsystematically to a decision-making methodology.
 Decision treesThe decision tree is a decision tool to be applied in adecision methodology.
 The decision tree, and its cousin the decision table,sums up all the expected values of each of thealternatives being decided and makes available theexpected values to the decision maker.
 In applying the decision tree to decision making, theproject manager gives consideration to risk byconsidering both the upside opportunity and the
 downside risk as well as the expected values of thealternatives.
 Decisions with
 independentconditions
 It is rare that project managers can make decisionswithout consideration for other activities or constraintsgoing on in the project.
 Independent conditions establish prerequisites but donot in and of themselves affect performance thereafter.
 Decisions withdependent
 conditions
 Dependent conditions affect performance or value.
 That is to say, the performance in a project workpackage is conditioned on the first decision made.
 Bayes' Theoremp(A  | B ) = p(A  and B )/p(B ).
 The project manager usually is given or can estimatedirectly one of the three probabilities in Bayes'Theorem. To obtain the other two probabilities, usually
 another estimate or measurement must be made.
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 Chapter 5: Risk-Adjusted Financial
 Management
 Overview
 Value increases when the satisfaction of the customer augments and the expenditure
 of resources diminishes.
 Robert Tassinari
 Le Rapport Qualite/Prix , 1985
 In Chapter 1, we discussed the idea of the balanced scorecard as one of the businessscoring models driving the selection and funding of projects. On every scorecard there arequantitative financial measures that set the bar for project selection and for project successor failure. It is inescapable that project managers will be involved in financial measures andin the financial success of projects. Financial performance in projects, like every other aspect
 of project performance, is subject to uncertainty: uncertainty of performance by the projectteam; uncertainty of performance by vendors, suppliers, and partners; and ultimately,uncertainty of financial performance by project deliverables in the marketplace. Uncertainty,we know, is risk. In this chapter, we introduce the financial concepts most important to theproject manager, but we introduce them in the context of risk adjustments that are made to
 provide a more realistic context for measurement and evaluation.
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 Financial Statements
 Finance officers have long-established standards for reporting the numbers. The general
 body of knowledge for accounting standards is contained in the Generally Accepted 
  Accounting Principles (GAAP), published and maintained by the accounting industry. Withinyour business, the controller (comptroller, if you are in the government) is the chief accountant. The controller interprets and applies the GAAP to the specifics of your company.
 Financial information is more often than not presented on a set of "financial statements." Wewill discuss three of those statements that are of most use to the project manager. Thestatements are:
 The expense statement: Often called the "profit and loss" or "P&L" statement, theexpense statement is where project financial expenses are "recognized" by thecontroller and recorded each period. We will learn that not all expenses on the expense
 statement are cash expenses, so to keep the books on the expense statement meanskeeping track of more than just the checks that are written. A common refrain is: "Cashis a fact, but profit is an opinion." [1] This reflects the thought that the expense statementis subject to much interpretation of the GAAP, whereas cash is tangible and wellunderstood without ambiguity.
 The balance sheet: The balance sheet is a two-sided ledger that we studied in Chapter 3. It is a recording of a snapshot in time of the dollar value of all the assets, liabilities,and capital employed on the project.
 The cash flow statement: Actual cash going into or out of the company or project is
 recorded on the cash flow statement. It is on the cash flow statement that we actuallysee "sources and uses" of cash in the project.
 The neat thing about these statements is that they actually all play together, somethingengineers and project professionals would call system integration, but accountants wouldcall "balance" or "reconciliation." Even though one statement may measure flow and another may measure a value at a point in time, over the life of the project an entry on any one of these statements has a corresponding response on another statement. Collectively, and with
 their risk-adjusted partners, net present value and economic value add, the project financialstatements provide a rich source of information about the performance of projects.
 The chart of accounts was discussed in the chapter on the work breakdown structure (WBS).The chart of accounts is the controller's WBS of the business. The WBS of the project is just
 an extension of the WBS of the business, i.e., the chart of accounts. In this chapter, we willdiscuss the "trial balance" as a reporting tool for financial and project managers that isclosely tied to the chart of accounts and the financial statements.
 The Expense Statement
 The expense statement, sometimes known as the income or P&L (profit and loss) statement,is an ordered list of the revenue and expense items for the project. The item categories andordering of the categories is by account from the chart of accounts. Typically, there areaccounts listed and expense entries for labor and labor benefits, purchased materials, travel,training, facility supplies and consumables, information services for data processing,
 networks and computer environments, vendor charges, facility rent and utilities, freight andfuel, capital depreciation expenses, general and administrative (G&A) expenses, sales andmarketing expenses, legal and contract management expenses, taxes, and perhaps others,

Page 126
                        

7/24/2019 J Ross Publishing Quantitative Methods In Project Management Ebook-Lib.pdf
 http://slidepdf.com/reader/full/j-ross-publishing-quantitative-methods-in-project-management-ebook-libpdf 126/279

Page 127
                        

7/24/2019 J Ross Publishing Quantitative Methods In Project Management Ebook-Lib.pdf
 http://slidepdf.com/reader/full/j-ross-publishing-quantitative-methods-in-project-management-ebook-libpdf 127/279

Page 128
                        

7/24/2019 J Ross Publishing Quantitative Methods In Project Management Ebook-Lib.pdf
 http://slidepdf.com/reader/full/j-ross-publishing-quantitative-methods-in-project-management-ebook-libpdf 128/279
 Figure 5-1: Expense Statement Mapping to the WBS.
 Most large companies run their business accounting on an "accrual basis," rather than on acash basis. The consequence of the accrual method is that expenses can be reserved or recognized before any cash changes hands. Accrual accounting thus leads us to the factthat not all expenses are actually cash; they may only be an accrual that is being"recognized" in a particular period. For example, taxes are typically accrued each month as a
 recognized expense on the expense statement, but they are paid each April. The cash flowwill be seen on the April cash flow statement even though "expenses" have been seen eachperiod on the expense statement. In April, the cash flow will reconcile or balance with the
 cumulative expense statement insofar as taxes are concerned. Similarly, benefits, likevacation, are accrued as expenses each period. Sometimes the project manager sets up anaccrual for a vendor or subcontractor's expenses so that their expenses are "smoothed" into
 each period. Then, when the vendor invoice is paid, the cumulative expense statement andthe cash flow statements will reconcile and balance. Figure 5-2 shows an example of theprocess described.
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 and then put the truck into service in September when depreciation begins? Obviously thework package schedule would show the purchase activity in June and the service activitybeginning in September. Regarding the financial part of the transaction, a common practiceis for the project manager to maintain a capital budget for the capital items, like a truck, thatare to be purchased for the project and for the work package manager to maintain an
 expense budget. (We will discuss some of the special factors in capital budgeting insubsequent paragraphs of this chapter.) The capital budget would have the schedule andrecord of the cash purchase; the expense budget would begin in September for the truckand show the depreciation expense in the work package. Each period, the balance sheetwould be reduced by the amount depreciated onto the expense statement. Whendepreciation is completed, the sum of the depreciation expenses should equal the initial cash
 purchase.
 The Cash Flow Statement
 Now we come to the cash and to the flow of cash. As described by Robert Higgins in hisbook, Analysis for Financial Management , [2] the cash flow statement is commonly thought of 
 as the place to put down the sources of cash and uses of cash in the project. Viewed thisway as a double entry system, the sources ought to balance the uses. Flow refers to achange over time. As such, a cash flow statement is not a statement of cash on hand, butrather the change in cash over the reporting period.
 There are only two ways a company can generate cash: decrease an asset or increase aliability. Decreasing the accounts receivable asset account brings cash into the company thatis recorded on the P&L as revenue; selling a building or a truck brings cash into a business.Taking cash out of a checking account brings cash into a company. This last example isoften confusing. How can reducing the cash balance of a company's checking account be a
 source of cash for the company? Think of it this way: reducing the balance in the assetaccount puts cash in the hands of the company's management just as if you had cashed acheck on your personal account at a bank. The cash value of the checking account is nomore actual cash than the cash value of the truck.
 Correspondingly, the only two uses of cash are to increase an asset or decrease a liability.Paying vendors reduces the accounts payable liability account, as does paying off a loan. Adding to the cash balance of a checking account or acquiring a capital asset, like a truck,
 increases assets and is a use of cash.
 Table 5-2 shows an example of a cash flow statement presented as sources and uses.
  Another form of the cash flow statement arranges the items into three categories: cash fromoperations; cash from investments in property, plant, and equipment; and cash fromfinancing activities like stock sales. Even so, the sum of the total uses must balance the sumof the total sources.
 Table 5-2: Sources and Uses
 Sources of Project Cash $000
 Reductions in checking cash $38.5
 Increase notes (debt) from project investor $5
 Increase current accounts payable for project purchases $4
 Increase accrued benefits on project staff $35
 TOTAL sources of CASH $82.5
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 Capital Budgeting
 Capital budgeting is about how to budget and spend cash for the big-ticket items on the
 project. Spending cash creates cash flow. The cash flow statement is one of the important
 tracking tools for the capital budget. Capital budgeting is closely related to the concept of discounted  cash flow (DCF), a methodology to assign risk (that is, a discount) to cash flowsthat will occur in the future. In this section we address the capital budgeting per se andaddress its close cousin, DCF, in the next section.
 Capital Budgeting for Projects
 Capital budgets refer to those project budgets for which cash is paid out now, in the presentduring the project execution, but for which the expense will be recognized in the future whenthe item is put into use. The principle at work is "alignment": use and the cost of use shouldalign in the same period. Expensing could begin during project execution if the capital
 purchase is to be used for the project itself, or expensing could be deferred until the capitalitem is to be used for operations after project completion. Expensing the capital item"relieves" the balance sheet amount for the item each time an expense is recorded on theexpense statement. When the balance sheet amount is fully relieved (that is, the amount onthe balance sheet is $0), then expensing ends. Table 5-4 provides an example. Thecontroller will make the decision about what project items to make capital purchases and
 when the expensing of those items will begin.
 Table 5-4: Expensing the Balance Sheet
 Item Year 0 Year 1 Year 2 Year 3 Year 4
 Balance
 sheet capitalemployed,crane with
 truck
 $500,000 $375,000 $250,000 $125,000 $0
 Depreciationto the P&Lstatement,
 straight line
 method* 
 $0 $125,000 =$500,000/4
 $125,000 =$500,000/4
 $125,000 =$500,000/4
 $125,000$500,000/4
 Balance
 sheet capital
 employed,softwarelicense
 $500,000 $300,000 $150,000 $50,000 $0
 Depreciationto the P&Lstatement,sum of years
 method  (4 +
 3 + 2 + 1 =10) [*]
 $0 $200,000 =(4/10) *$500,000
 $150,000 =(3/10) *$500,000
 $100,000 =(2/10) *$500,000
 $50,000 =(1/10) *$500,000
 [*]Notes: In the straight line method, an equal amount is expensed to the P&L each period,
 In the sum of years method, the number of years is added cumulatively to find thedenominator; the numerator is the "year number."
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 So far, our discussion has been about paying cash for a capital item. It is possible to lease acapital item and thereby create a "capital lease." A capital lease shows up on the balancesheet as a liability, just like a purchased item would show as an asset. The lease paymentsare expensed, thereby relieving the balance sheet liability. There are several tests thecontroller applies to determine if a lease is a capital lease or an "operating lease." The latter 
 is expensed just like a rental item or an item bought on credit. The controller is the ultimatedecision maker on whether a lease is a capital lease or an operating lease.
 Capital Structure and Projects
 Going back to the discussion of the balance sheet in Chapter 3, we know that assets on theleft side are "paid for" or "financed" by liabilities on the right side. Owners, shareholders, debtholders, and suppliers are the creditors of the business. The relative weight of debt and
 owner capital paid in is called the "capital structure" of the company. Generally speaking, thelong-term debt (like capital leases, notes and bonds, and capital paid in for stock or partnership) finances the long-term capital purchases; short-term debt (such as accountspayable to suppliers) finances the short-term assets (like accounts receivables).
 For project managers, the importance of the capital structure is this: there is a "cost of capital" that is passed along to the project. For the most part, the cost of capital is not a realexpense that shows up on an expense statement, but it is an "opportunity cost" that creates
 competition for capital. If the project loses out in the capital competition, the project is starvedof the resources it needs or the project is never approved in the first place.
 Opportunity Cost for Projects
 The opportunity cost works as follows for projects: If a company has investment dollars thatcan be made available to projects, which projects should get what amounts? The decision isusually made on the basis of benefit returns to the company. The ratios in play are the ROI
 (return on investment), the net present value (NPV), and the economic value add (EVA). Wewill define these for the project manager and demonstrate their application to projects insubsequent paragraphs.
 Suffice it to say, benefit returns are risky because they are earned in the future. Therefore,benefit returns must be risk adjusted before they are plugged into the formula. Theopportunity cost is then the difference in returns, after risk adjustment, between one projectopportunity and the next most favorable opportunity that is competing for the same capital.
 The role of project managers in the capital competition is twofold: provide risk managementso that the returns are maximized to the extent possible, and manage capital budgets to
 minimize capital expenditures. Those two activities will maximize the returns and minimize
 the opportunity cost of the project.
 Consider an example project situation as shown in Table 5-5. There we see two projects,each with different demands on capital and expense, but each with an equal face-valueopportunity for net benefits, $175,000. If not for considering the confidence of obtaining thereturns, there is no opportunity cost between these two projects. However, our confidence inone project's return is higher than the other. On a risk-adjusted basis, there is a "cost" of selecting the more risky project. The cost we speak of is an opportunity cost of picking one
 over the other. To ensure the selection of the more favorable project, the decision policymust embrace the concept of opportunity cost. The objective of the project team is to makethe risk factors as favorable as possible in order to create the greatest competitive advantagefor the project.
 Table 5-5: Opportunity Cost for Projects
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 Discounted Cash Flow
 The concept of DCF for projects often governs whether or not a project will be selected to go fo
 scope requiring new resources will be approved. Those are two good reasons why project man
 concept. The controller's office usually makes the DCF calculations for the project manager. Hinfluences the risk factors that go into determining the discount rate. Thus, the project manager ithe DCF deliberations.
 The Discount Rate
 The discount rate, sometimes called an interest rate, but also called the cost of capital rate or fafuture cash flows to account for the risk that those flows may not happen as planned or to creatinvestment opportunity. [4] Discounting gives us a present-time feel for the value of future flows,opportunities into account.
 Many things can be considered in determining the discount rate: real interest that could be earnrisk of inflation, the risk that the market will not be accepting of the project deliverables, the riskcapacity to pay in the future because of some mishap in the economy, the risk that the projectto exploit a market opportunity, or that the project will consume more capital than planned.
 It is not uncommon for different discount rates to be applied to different projects in the same cofactors faced by each project. Ordinarily, to make discounting practical, all projects of similar typ
 factor, such as all pharmaceutical projects discounted at one rate and all real estate projects di
 Net Present Value and Net Future Value
 You may recognize that discounting is the inverse of the familiar idea of compounding. Compouand forecasts a future value based on an interest rate or capital factor rate. Discounting beginswhich a discount factor is applied to obtain a present value of the amount. In the same project, tdiscount rate are the same rate. Therefore, it is relatively easy to work from the present to the fu
 present.
 Most of us who have had a savings or investment account are familiar with the compounding for
 compounding as a lead-in to discounting. Let's use "k" as the compounding (or discounting factend  of the compounding period:
 Future value (FV) = Present value (PV) * (1 + k) N
 where N is the number of periods to be compounded. N takes on values from N = 0 to some val
 To take a simple numerical example, if "k" = 8% and "N" = 3, then we can calculate the future v
 FV = PV * (1 + 0.08)3
 FV = PV * 1.2597
 Thus, if we had an opportunity to invest $10,000 for three years, we have an expectation that $1end of three years, given that the compounding factor is 8%. The return on our investment is thereturn: $12,597 - $10,000 = $2,597.
 If we had other opportunities to evaluate, the opportunity costs would be the difference in returnfactor 1.2597 is called the future value factor. Future value factors are distinguished by always
 than 1. Future value factors are easily calculated in Excel® using the "power" function or they c
 finance books. Table 5-6 is an abridged collection of future value factors.
 Table 5-6: Future Value Factors
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 Defined as above, if BCR > 1, then the project has greater inflow than outflow, the NPV will be pequal, the project should be on a list of good candidates:
 Decision policy: The project is acceptable if BCR > 1.
 Break-Even PointUsing the DCFs, the break-even point is when the cumulative project DCFs go from cash negatiform, the break-even point occurs when:
 S PV of discounted cash outflows = S PV of discounted cash infl
 Economic Value Add
 EVA is a risk-adjusted quantitative measure of project performance. Unlike the previous measurThe idea of EVA is that a project should earn more in profits than the cost of the project's capita
 employed is the liability or equity (resources "owned" by creditors and owners) that finances theproject were less profitable than the cost paid for its capital employed, then the creditors and otheir capital elsewhere. Such a competitive rationale should be a component of any rational deci
 When working with EVA we use the same risk factors and notation as already developed. The cdiscount rate, "k":
 The cost of capital employed ($CCE) = k * $Capital employe
 Thus, if a project absorbs $100,000 in capital for a year, and the risk factor, CCF, is 8%, then thearnings must exceed $8,000 or else more is being spent on capital than is being earned on thetime frame for comparison of earnings and CCE should be identical or else each is subject to di
 to discount all figures to present time for a common comparison.
 The first step in looking at EVA is to get a handle on earnings. Earnings are profits and they areP&L would show:
 (Revenues - Cash expenses - Noncash expenses) * (1 - Tax rate) = Earning
 Immediately we see that noncash expenses save real cash outlays on taxes by subtracting fromwe will assume the noncash expense is depreciation of capital assets and that the revenue is fr
 If we then sum up the EAT for each period and compare the summed EAT to the CCE, we have
 EVA = EAT - k * CCE
 To put EVA in a project context, consider Table 5-8. We assume a $500,000 capital investment
 straight-line depreciation of $100,000 per year. [9] Our capital investment on the balance sheet i
 terminology for "reduced") by a depreciation expense each year; each year the capital employeaccordingly, and the CCE is less each year as well. Each year we multiply the investment balanof capital factor, k, to calculate the cost of capital for that year. Discounting by 1/(1 + k)N each ycost of capital employed (PV CCE).
 Table 5-8: Depreciation in EVA Example
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 Present 1 2 3 4 5
 $0.00 $100,000.00 $100,000.00 $100,000.00 $100,000.00 $100,000.00
 $500,000.00 $400,000.00 $300,000.00 $200,000.00 $100,000.00 $0.00
   0.08 0.08 0.08 0.08 0.08
   $40,000.00 $32,000.00 $24,000.00 $16,000.00 $8,000.00
   $37,037.04 $27,434.84 $19,051.97 $11,760.48 $5,444.67
 Present = Period 0.
 Capital employed = nondepreciated value of asset remaining.
 PV ot CCE = present value of the cost of capital employed.
 Now in Table 5-9 we calculate the EVA. For purposes of this example, let's assume the project
 earnings figure, before noncash additions, of $50,000 per year. That $50,000 is the earnings figfind the EVA, we simply make the risk adjustments by finding the present value of the EAT andprovides the PV EVA.
 Table 5-9: EVA of Project
 Present 1 2 3 4 5 Total  
 $50,000 $50,000 $50,000 $50,000 $50,000 $250,0
   $46,296.30 $42,866.94 $39,691.61 $36,751.49 $34,029.16 $199,6
 $0.00 $37,037.04 $27,434.84 $19,051.97 $11,760.48 $5,444.67 $100,7$9,259.26 $15,432.10 $20,639.64 $24,991.01 $28,584.49 $98,9
 0.08 0.08 0.08 0.08 0.08  
 PV of EAT = present value of earnings after tax.
 PV of CCE = present value of the cost of capital employed.
 PV of EVA = present value of economic value add.
 We see in this example that the EVA is comfortably positive, so this project earns more than it c
 Economic Value Add and Net Present Value Equivalence
 Fortunately for project managers, NPV and EVA are exactly equivalent. NPV is computationallyEVA-NPV equivalence is a very big convenience indeed. Let's see how this equivalence works ishows the calculations.
 Table 5-10: EVA-NPV of Project
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 Present 1 2 3 4 5  
 EVA of Project
   $50,000.00 $50,000.00 $50,000.00 $50,000.00 $50,000.00 $250,0
   $46,296.30 $42,866.94 $39,691.61 $36,751.49 $34,029.16 $199,6
 $0.00 $37,037.04 $27,434.84 $19,051.97 $11,760.48 $5,444.67 $100,7
 $9,259.26 $15,432.10 $20,639.64 $24,991.01 $28,584.49 $98,9
 0.08 0.08 0.08 0.08 0.08  
 PV of EAT = present value of earnings after tax.
 PV of CCE = present value of the cost of capital employed.
 PV of EVA = present value of economic value add.
 NPV of Project
   $50,000.00 $50,000.00 $50,000.00 $50,000.00 $50,000.00 $2
 $0.00 $100,000.00 $100,000.00 $100,000.00 $100,000.00 $100,000.00 $5
   $150,000.00 $150,000.00 $150,000.00 $150,000.00 $150,000.00  
 0.08 0.08 0.08 0.08 0.08  
 $138,888.88 $128,600.82 $119,074.84 $110,254.48 $102,087.48 $5
   -$5
   $
 PV of NCF = present value of net cash flow.
 First, we must reorient ourselves to cash flow rather than earnings. Tom Pike's ditty — "Cash is
  jumps to mind. To show equivalence between NPV and EVA, we must find the cash flow from cdefine cash earnings as net cash flow  (NCF). Also recall the definition previously given of net ca
 the noncash expenses on the expense statement added back in:
 NCF = EAT + Noncash expense
 NCF = EAT + Depreciation
 From this point the calculations are straightforward: add the EAT and the depreciation togetherpresent value, and the result is the present value of the cash inflows from earnings. Then subtraThe result is the NPV. We see that, to the penny, the EVA and the NPV are the same, though thmuch simpler since cash is much easier to measure and track than EAT.
 NPV (NCF from operations) = EVA (EAT)[4]Higgins, Robert C., Analysis for Financial Management , Irwin McGraw-Hill, Boston, MA, 1998,
 [5]P.T. Finegan first wrote about EVA in the publication Corporate Cashflow . [6] Shawn Tully [7] magazine article after Finegan wrote about EVA.
 [5]Finegan, P.T., Financial incentives resolve the shareholder-value puzzle, Corporate Cashflow  
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 [5]Tully, S., The real key to creating wealth, Fortune, pp. 38–50, September 1993.
 [8]If the project does not generate revenue, but generates cost savings instead, the cost savings
 create increased earnings.
 [9]
 Depreciation is not always uniformly the same figure each year. There are "accelerated" deprexpense in the early years and less in the later years. The controller will make the decision abofollow.
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 Summary of Important Points
 Table 5-11 provides the highlights of this chapter.
 Table 5-11: Summary of Important Points
 Point of 
 Discussion
 Summary of Ideas Presented
 Financialstatements The general body of knowledge for accounting standards is
 contained in the Generally Accepted Accounting Principles.
 Four statements for project managers are: the P&Lexpense statement, the cash flow statement, the balancesheet, and the trial balance.
 P&Lstatement The expense statement, sometimes known as the income
 or P&L statement, is an ordered list of the revenue and
 expense items for the project.
 Expenses within the project WBS are coded and identifiedaccording to the expense statement.
 Balance sheetThe balance sheet is where the unrecognized expense ismaintained until the time comes to "expense" it to theexpense statement.
 Cash flowstatement The cash flow statement is commonly thought of as the
 place to put down the sources of cash and uses of cash inthe project.
 There are only two ways a company generates cash: (1)decrease an asset or (2) increase a liability.
 Discountedcash flow DCF is taken to be the present value of net cash flow  or net 
 cash flow from operations.
 The discount rate, sometimes called an interest rate, but
 also called the cost of capital rate or factor, is the discountapplied to future cash flows to account for the risk that
 those flows may not happen as planned.
 IRR = discount rate for which NPV = 0.
 Trial balanceThe trial balance is a report of debits and credits byaccount.
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 Chapter 6: Expense Accounting and Earned
 Value
 Overview
 Every individual endeavors to employ his capital so that its produce may be of greatest 
 value.
  Adam Smith
 The Wealth of Nations, 1776
 Most project managers keep track of two financial measures for their project: the dollar amount budgeted and the dollar amount spent. If the project manager spends less than
 budgeted, then very often the project is considered a success, at least financially:If: $Budget - $Spent = $0, Then: OK; Else: Corrective action required
 However, the two measures of budget and actual expenditures taken together as one pair of financial metrics do not provide a measure of value obtained and delivered for the actualexpenditures. The fact is that all too often the money is spent and there is too little to showfor it. Thus, in this chapter we will "follow the money" a different way and introduce the
 concept of "earned value," which often draws a different conclusion about project financialsuccess:
 If: $Value delivered - $Spent = $0, Then: OK, Else: Corrective action required Before gettingto the earned value concept, however, we will revisit the P&L (profit and loss) statementdiscussed in Chapter 5 to understand the various expense items that might show up on anearned value report in the categories of $Spent and $Value delivered.
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 The Expense Statement
 The P&L expense statement is one of the three most important financial statements that the
 controller will provide to the project manager. The other two financial statements that are
 useful to project managers, as were discussed in Chapter 5, are the cash flow statement andthe balance sheet. The project manager has little to say about the expense categories on theP&L; the controller usually defines the expense categories when the chart of accounts is puttogether. On the other hand, the project manager has nearly full freedom to create the work
 breakdown structure (WBS) and define the expense categories on the WBS. [1]
  Although the WBS is traditionally thought of as the document that defines the scope, and all
 the scope, for the project, in fact it can also serve as an important financial document,connecting as it does to the chart of accounts. To employ the earned value methodology, wemust have a complete WBS; to dollar-denominate the earned value reports and alsoallocate the budget to the WBS, we must understand the chart of accounts, or at least thechart of accounts as it is represented on the P&L statements. Since it is the P&L by which
 managers govern and are measured for success, the various tools must all correlate andreconcile.
 Let us begin this chapter by discussing more thoroughly the nature of the expenses that willbe on the P&L. We will look at how these expenses can be traced to the WBS, and then fromthe WBS back to the P&L.
 Direct and Indirect, Fixed and Variable Expenses in Projects
 We know from Chapter 5 that the P&L records the project expenses each month. The P&Ldoes not necessarily indicate the cash flow, and not all expenses on the P&L are cash.
 Depreciation and various P&L accruals for taxes, compensation, and benefits are not cash.
 Expenses, like payments to a vendor, are "recognized" according to the business rules of your business. The expense recognition might be at a different time from when the credit ismade to the accounts payable liability account (the usual expense "recognition trigger"), or different from the time the vendor check is mailed after the liability is created, and differentyet from when the check clears the banking system and is credited to the checking account.
 Thus, timing may be an issue for the project manager as the project manager reconcilesexpenses between the controller reports and the project reports.
 In larger companies, the expense recognition rules tend toward recognizing expenses assoon as the expense obligation is created. Actually paying the cash is not so important to theproject per se. The company treasurer or chief financial officer usually sets policies for actually paying the cash to the vendor since there can be some financing income from the
 checking account "float."
 The controller may choose to categorize expenses and show those categories on theexpense statement. For instance, expenses that are for the express benefit of the project,
 and would not be incurred if not for the project, are usually called "direct expenses." Projecttravel is a good example of direct expenses.
 However, many expenses of the company, such as executive and general managementexpenses, are present whether or not there is a project. The controller may make anallocation of these expenses to the project. Expenses such as these are called "indirect" or "overhead" expenses. Project managers can think of them as an internal "flat tax" on thedirect expenses since the allocation is often made as a fixed percentage of the direct
 expenses.
 Other expenses may simply be assigned to the project as a means to account for them on
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 the company's overall P&L. For example, if a paint shop is needed by the project, and noother projects are using the paint shop, its expenses may be assigned to the project. If not for the project, perhaps the paint shop would be closed.
 Expenses can also be categorized as fixed or variable. Fixed expenses are not subject to thevolume of work being done. For instance, the project manager's compensation is usually a
 fixed expense each period. Fixed expenses are incurred each expense period regardless of the work being done. Fixed expenses are sometimes called "marching army" expenses
 because they are the cost of running the project even when there is little going on. Obviously,the cost of the "marching army" represents a significant risk to the project manager's plan toexecute the project on budget. One strategy to mitigate "marching army" expense risk is toconvert fixed expenses to variable expenses whenever possible.
 Variable expenses track the workload: more work, more expense. For example, the number of painters in the paint shop may be variable according to workload. The risk associated withvariable costs is the setup and teardown costs, even if the cost item is software systemengineers rather than painters. If the same system engineers do not return to the project
 when needed, then the setup and training costs for new system engineers may be
 prohibitive. Thus, the project manager may elect to convert a variable category to a fixedcategory and bear the risk of the "marching army" of system engineers as a better bet thanthe recruiting of a variable workforce of system engineers.
 Variable Expenses and Lean Thinking
 Lean Thinking  [2] is the name of a book by James Womack and Daniel Jones [3] and aconcept of optimizing variable activity and expense. The essence of the concept is to create"flows" of activities leading to valuable deliverables. Minimizing batch cycles that causeinterruption in the value stream and require high cost to initiate and terminate creates flows.Initiation and termination costs are "nonvalue add" in the sense that they do not contribute tothe value of the deliverable. For example, if a project deliverable required painting, say the
 color red, should all red painting wait until all red painting requirements are ready to besatisfied in a red paint batch, or could a specific deliverable be painted red now and not beheld up for others not ready to be painted?
 What about sequential development? A familiar methodology is the so-called "waterfall" inwhich each successive step is completed before the next step is taken. The objective of thewaterfall is to obviate scrap and rework if new requirements are discovered late. As anexample, in the waterfall methodology all requirements are documented on one step of the
 waterfall before design begins on the next successive step. Each step is a "batch." Flow inthe value stream is interrupted by stopping to evaluate whether or not each step iscompleted, but "marching army" variable costs are minimized: once the requirements staff isfinished, they are no longer needed, so there is no subsequent nonvalue add to bringing
 them back on the project.
 Lean thinking applied to project cost management has many potential benefits. If the cost toinitiate the batch work could be made negligible, whether painting or developing, projectmanagers would plan the project exclusively around the requirements for deliverables and
 not around the deliverables as influenced by the requirements of the process itself. Manyfixed costs could be converted easily to variable expenses, nonvalue-add variable costscould be reduced, and the overall cost to the project would be less.
 Standard Costs and Actual Costs
 There is yet one more way to show costs on the expense statement: manage to standard
 costs rather than actual costs. Simply put, standard costs are average costs. The controller sets the period over which the average is made, determines any weighting that is to be
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 Applying Three-Point Statistical Estimates to Cost
 The P&L statement that we have just discussed is deterministic. The P&L statement is a
 product of the business accounting department. The P&L is not based on statistics. However,
 the project cost estimates are probabilistic and require three-point estimates of mostpessimistic, most optimistic, and most likely, as was discussed in the chapter on statisticalmethods. Once the three-point estimates are applied to a distribution and the expected valuedetermined, the expected value could then be used in the earned value concept, which will
 be discussed in the balance of this chapter.
 Statistical Distributions for Cost
 We actually use the same statistical distributions discussed earlier for all probabilisticproblems in projects, whether cost, schedule, or other. It is up to the project manager andthe project team to select the most appropriate distribution for each cost account on the
 WBS. Often the project manager applies three-point estimates only to selected costaccounts on the WBS simply because of the "80-20" rule (80% of problems arise from 20%of the opportunities).
 The Uniform distribution would be applied when there is no central tendency around a meanvalue. There may indeed be some cases where the cost is estimated equally likely betweenthe pessimistic and optimistic limits. However, if there is a central tendency and the likelihoodof pessimistic or optimistic outcomes is about equal, then the Normal distribution would beappropriate. We know, of course, that the BETA and Triangular distributions are applicable
 when the risk is asymmetrical.
 Three-Point Estimates
 When doing the cost estimates leading to the summarized project cost, three-pointdistributions should be applied to the WBS. We will discuss in Chapter 7 that the ultimatecost summarization at the "top" of the WBS will be approximately Normal regardless of thedistributions applied within the WBS. The fact that the final outcome is an approximately
 Normal distribution is a very significant fact and a simplifying outcome for the projectmanager. Nevertheless, in spite of the foregone result of a Normal distributed costsummation, applying three-point estimates to the WBS will add information to the project thatwill help establish the degree of cost risk in the project. The three-point estimates will providethe information necessary to estimate the standard deviation and the variance of the finaloutcome and quantify the risk between the project side and the business side of the project
 balance sheet.
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 The Earned Value Concept
 The earned value concept is about focusing on accomplishment, called earnings or 
 performance, and the variance between the dollar value and the dollar cost of those
 accomplishments. Perhaps focusing on the dollar value of accomplishment is what youthought you have always been doing, but that probably is not so. More often, the typicalfinancial measure employed by project managers is the variance between period budget andperiod cost. Such a variance works as follows: if we underspend the budget in a period,
 regardless of accomplishment, we report a favorable status, "budget less cost > $0," for theperiod. Such would not be the case in the earned value system: if accomplishment does notexceed its cost, the variance of "accomplishment less cost < $0" is always reported as anunfavorable status.
 The earned value concept is not exclusively about minimizing the variance and interchangingthe word value for the word budget  in the equations. All of that calculation is historical and anexplanation of how the project got to where it is at the time the variance is measured. Earned
 value also provides a means to forecast performance. The forecast is a tool to alert theproject manager that corrective action may be required or to expose upside opportunity thatmight be exploited. For instance, if the forecast is for an overrun in cost or schedule, thenobviously the project manager goes to work to effect corrections. However, if the cost or schedule forecast is for an underrun, then what? Such an underrun may present anopportunity to implement a planned phase earlier or bring forward deferred functionality.
 Whether or not the opportunity is acted on, the earned value forecast identifies the possibilityto the project team.
 Earned Value Standards and Specifications
 The earned value system has been around since the late 1960s in its formal state, but theidea of "getting your money's worth" is a concept as old as barter. A brief but informativehistory of the earned value system is provided by Quentin Fleming and Joel Koppelman in
 their book, Earned Value Project Management, Second Edition. [5] Earned value as it isknown today originated around 1962 in the Department of Defense, originally as anextension of the scheduling methodology of the era, PERT, [6] but became its ownmethodology in 1967 with the introduction of the Cost/Schedule Control Systems Criteria [7]
 (C/SCSC for short, and pronounced "c-speck") into the Defense Department's instructions
 (DoDI) about systems acquisition. [8] The Defense Department C/SCSC has evolved over time to the present ANSI/EIA 748 standard. [9] Along the way, some of the acronymschanged and a few criteria were combined and streamlined, but nothing has changed interms of the fundamentals of earning value for the prescribed cost and schedule.
 In the original C/SCSC, the requirements for measuring and reporting value were divided into35 criteria grouped into five categories. [10] The ANSI/EIA 748 has fewer criteria, only 32, butalso the same five categories, albeit with slight name changes. The five categories areexplained in Table 6-2. Quentin and Koppleman [11] provide detail on all of the criteria from
 both standards for the interested reader.
 Table 6-2: Earned Value Management Categories
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 Category General Content and Description Number of  Criteria in
 Category
 Organization Define the WBS, the program organizational
 structure, and show integration with the hostorganization for cost and schedule control.
 5
 Planning,
 scheduling, andbudgeting
 Identify the work products, schedule the work
 according to work packages, and apply atime-phased budget to the work packagesand project. Identify and control direct costs,overhead, and time and material items.
 10
  Accounting
 considerations
 Record all direct and indirect costs according
 to the WBS and the chart of accounts;provide data necessary to support earnedvalue reporting and management.
 6
  Analysis andmanagementreports
 Provide analysis and reports appropriate tothe project and the timelines specific to theproject.
 6
 Revisions anddata maintenance
 Identify and manage changes, updatingappropriate scope, schedule, and budgetsafter changes are approved.
 5
 Earned Value Measurements
 Earned value measurements are divided roughly between history and forecast. The history
 measures by and large involve variances. Variances are computed by adding andsubtracting one variable from another:
 $Variance = $Expectation of performance - $Actual performance
 Forecasts require performance indexes. Indexes are ratios of one variable divided by another of like dimension. Indexes are historical; numerator and denominator both come from pastperformance. These indexes, which are dimensionless, are used as a factor to amplify or 
 discount remaining future performance. Forecasts are computed by multiplying performanceremaining by a historical performance factor that amplifies or discounts remainingperformance based on performance to date:
 $Forecast = $Performance remaining * Historical performancefactor 
 Historical performancefactor 
 = Value obtained/Value expectation
 It is evident from the components of variance and forecast that three measures are needed
 to construct an earned value system of performance evaluation:
 Planned value (PV): The dollar value planned and assigned to the work or the
 deliverable in the WBS. PV is the expectation project sponsors have for the valueembodied in the project. PV is a quantity on the left side, or sponsor's side, of the projectbalance sheet. PV assignments are made by decomposing the overall project dollar 
 value, in other words the budget, into dollar values of the lowest work package. PVassignments are made before work begins; the aggregate of the PV assignments
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 SchedulePerformanceIndex, SPI
 SchedulePerformanceIndex, SPI
  An index of efficiency relating how muchvalue that is scheduled to be accomplishedreally is accomplished. Optimally, $1 of scheduled value is earned in the period
 scheduled for that $1, SPI = 1.
 Cost Variance Cost Variance A historical measure to indicate whether theactual cost paid for an accomplishmentexceeds, equals, or does not exceed thevalue of the accomplishment. Variance = EV- AC.
 ScheduleVariance
 ScheduleVariance
  A historical measure to indicate whether value is being accomplished on time. Thisvariance can also be thought of as a "valuevariance." Variance = EV - PV.
 The Bicycle Project Example
  As a simple example to illustrate the principles explained so far, let us assume the followingproject situation. The project is to deliver a bicycle to the project sponsor. Let us say that thesponsor has placed a value on the bicycle of $1,000 (PV = $1,000). Within the $1,000 value,we must deliver a complete and functioning bicycle that conforms to the usual understandingof a bicycle: frame, wheels, tires, seat, brakes, handlebars, chains and gears, pedals andcrank, all assembled and finished appropriately.
 Ordinarily, the project manager will spread the $1,000 of PV to all of the bicycle workpackages in the WBS. The sum of all the PV of each individual work package then equals
 the PV for the whole project. We call the distributing of PV into the WBS the PMB. For 
 simplicity, we will skip that step in this example.
 What happens if at the end of the schedule period all is available as prescribed except thepedals? Because of the missing pedals, the project is only expensed $900 (AC = $900). Howwould we report to the project sponsor? By the usual reckoning, we are okay since we havenot overspent the budget; in fact, we are $100 under budget (Variance to budget = $1,000 -$900 = $100). The variance to budget is "favorable." If we have not run out of time, and the
 bicycle is not needed right away, perhaps we could get away with such a report.
 In point of fact, we have spent $900 and have no value to show for it!  If the pedals never 
 show up, we are not $100 under budget; we are $900 out of luck with nothing to show for it. A bicycle without pedals is functionally useless and without value. We should report the EV
 as $0, PV as $1,000, and the AC as $900. Our variances for the first period are then:
 Planned value1 = PV1 = $1,000
 Cost variance1 = EV1 - AC1 = $0 - $900 = -$900 (unfavorable)
 Value variance1 = EV1 - PV1 = $0 - $1,000 = -$1,000 (unfavorable)
 Now here is an interesting idea: the value variance has the same functional effect as a
 schedule variance. That is to say, the value variance is the difference between the valueexpected in the period and the value earned in the period. So, in the case cited above, theproject has not completed $1,000 of planned work and thus is behind schedule incompleting that work. We say in the earned value management system that the project is
 behind schedule by $1,000 of work planned and not accomplished in the time allowed.
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 Department of Defense, Washington, D.C., 1989; and its predecessor instruction: DoDComptroller, DoDI 7000.2 Performance Measurement for Selected Acquisitions, Departmentof Defense, Washington, D.C., 1967.
 [8]In 1967, the earned value standard was under the executive control of the DoD comptroller (the chief accountant) because it was seen chiefly as a financial reporting tool. Not until 1989
 did the executive control pass to the systems acquisition chief in the Pentagon, therebyrecognizing the importance of the tool to the overall management of the project.
 [9] ANSI/EIA is an acronym for two standards organizations: the American National StandardsInstitute and the Electronic Industries Association. The ANSI/EIA 748 standard can beobtained, for a fee, from the sponsoring organizations.
 [10]Kemps, Robert R., Project Management Measurement , Humphrey's and Associates, Inc.,Mission Viejo, CA, 1992, chap. 16, pp. 97–107.
 [11]Fleming, Quentin W. and Koppelman, Joel M., Appendix I, pp. 157–181 and Appendix II,
 pp. 183–188.
  

Page 159
                        

7/24/2019 J Ross Publishing Quantitative Methods In Project Management Ebook-Lib.pdf
 http://slidepdf.com/reader/full/j-ross-publishing-quantitative-methods-in-project-management-ebook-libpdf 159/279
  
 Preparing the Project Team for Earned Value
 From the bicycle example and the equations presented in Table 6-4, it is somewhat evident
 what must be done to prepare the project team for earned value. The most critical steps are:
 Prepare a complete WBS for the project. Without a complete WBS, the PMB cannot beadequately prepared. Earned value is measurement of accomplishment against abaseline. Without the baseline, there can be no meaningful measurement. In thechapter on estimates, we discussed in detail how to decompose the sponsor's valueestimate into the WBS. In the earned value system, the sponsor's value estimatebecomes the planned value of the project.
 Set up the project rules for sizing the cost accounts work packages. Work packages arethe smallest units of work on the WBS and are collectively rolled into cost accounts.
 Cost accounts are typically the lowest level on the WBS where formal cost tracking andallocation are made. Sizing the cost account means deciding how large in dollars a cost
 account should be before it is too large for effective management and needs to besubdivided into multiple cost accounts. There are no fixed rules. On some smaller projects, $50,000 or less may be a cost account; however, on larger projects, so small
 an amount may be impractical. The project manager and the project team make thesedecisions.
 Provide a means to collect and report actual cost. Collecting and reporting actual cost isthe most difficult part of applying earned value. Outside of the contractor community thatserves the Department of Defense, there are few businesses that invest in the means tocollect actual cost beyond direct purchases. Most projects are run with salaried labor for which project-level timekeeping is not available. Without actual cost, there is little thatcan be done with the quantitative metrics of earned value, although the concept of 
 focusing on accomplishment remains valid.
 Set up the project rules for claiming earned value credit. Earned value credit rules must
 be set up in advance and made known to the cost account and work package leaders.
 Dollar Sizing the Cost Account
  Apart from any qualitative management considerations regarding effective control of costaccounts, there are some quantitative implications to "large" and "small" accounts. Thequantitative implications arise from the variance estimates that are a direct consequence of the distance between the most pessimistic dollar value and the most optimistic dollar value of 
 a cost account probability distribution. The larger the account, the greater is the pessimistic-
 optimistic distance and the greater is the amount at stake in dollars.
 The concept of larger dollar risk with larger cost accounts is intuitive but has a statisticalfoundation. The statistical foundation can provide guidance to the project manager regardingpractical approaches to subdividing cost accounts to mitigate risk. It turns out that the samephenomenon occurs in scheduling with "long" tasks. Indeed, when you think about it,planning involves not only sizing the cost accounts for dollars, but also sizing for schedule. In
 fact "right sizing" for dollars may well lead the project manager toward "right sizing" for schedule. Because of the coupling between right sizing for cost and right sizing for schedule,we will defer the quantitative discussion until Chapter 7.
 Rolling Wave Planning
 We have all faced the planning problem where activities in the future, beyond perhaps a
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 Applying Earned Value
 Presuming the project team has been initiated into the earned value system and the rules for 
 claims and reporting have been established, the project manager is ready to apply earned
 value to the project. The following examples provide some of the situations likely to beencountered.
 Two-Task Example
 With the earned value equations in hand, we can now turn to applying them to project
 situations. We must first establish a ground rule for taking credit for accomplishment. For themoment, the rule is the simplest possible: 100% earned value is given for 100% taskcompletion; else, no credit is given for a partial accomplishment. This is the rule we appliedin the bicycle example.
 Look now at Figure 6-1. The planned value for the two tasks, A and B, is $50,000. Only Task A is completed, so under the "all-or-nothing" credit rule, no EV is claimed for Task B. Usingthe equations in Table 6-4, we calculate the report as shown in Figure 6-1. We see that weare $30,000 behind schedule. This means that $30,000 of work planned for the period was
 not accomplished and must be done at a later time. We are $10,000 over cost, havingworked on Task B and claimed no credit and finished Task A for an unspecified cost for atotal actual cost of $30,000.
 Figure 6-1: Two-Task One-Period Example.
 Now in Figure 6-2, we see that we complete Task B, claim $30,000 of earned value, and
 calculate the variances for Period 2. Of course since there was no planned value and a bigearned value, we get a positive schedule variance. Overall from the two periods combined,we get the following performance record for Tasks A and B:
 PV = $50,000, EV = $50,000, AC = $60,000
 Schedule variance at the end of Period 2: EV - PV = $0
 Cost variance at the end of Period 2: EV - AC = -$10,000
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 Figure 6-2: Two-Task Two-Period Example.
 We are on schedule at the end of Period 2 but carry a cost variance along for the rest of theproject. The project manager now begins to analyze where in the project there might be a$10,000 positive variance in another work package that could offset the cost variance from
 the Task A and B experience.
 Three-Task Example
 Now as it might happen, and often does, as the work package manager is working on a pair 
 of tasks such as we just analyzed, along comes Task C. Task C is unplanned for the currentperiod; Task C is planned for Period 2. Nonetheless, the decision is made to work on Task Aand C and let Task B go to the next period. This situation is illustrated in Figure 6-3. OnlyTask A is completed in Period 1. Work is started in Period 1 on Task C, but not completed;Task C will be completed in Period 2. Task B is deferred to Period 2.
 Figure 6-3: Three-Task Two-Period Example.
 Penalty Costs and Opportunity Costs in Earned Value
 You might have observed from the bicycle project that the value variance to the projectsponsor for the one-period delay as measured in earned value is $0. By definition, the
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 schedule variance is also $0. But in calendar terms, the project is one period late. Is it notreasonable to assign a variance to a late delivery? If the late delivery has no dollar consequence, then the late delivery has no influence on the earned value metrics. But one of the principal objectives of the earned value method is to influence project manager decisionmaking and performance. Without consequences, the project manager will focus elsewhere.
 If there are dollar consequences to the late delivery, then those dollar penalties areincorporated into the period earned value or the period cost, depending on whether the dollar penalty is an opportunity cost (value) or an expensed cost (cost).
 Consider this project situation: delivery of the bicycle one period late requires payment of alate delivery penalty of $500 to the ultimate customer. Such a payment is a "hard" costexpense. The $500 is expensed to the project and becomes a part of the project cost. Thevalue of the bicycle to the sponsor remains the same, PV = $1,000. The variances now arefor the whole project:
 PV of bicycle = $1,000
  AC = $1,500 = $1,000 cost + $500 penalty
 EV = $1,000
 Cost variance = EV - AC = $1,000 - $1,500 = -$500
 Schedule or value variance = EV - PV = $1,000 - $1,000 = $0
  A late delivery also may present a depreciation of value requiring a discount to be applied tothe earned value. We have studied the discount issues in prior chapters. Let us say that aone-period delay requires a 5% discount of value. No dollar penalties are involved. The 5%discount is an opportunity cost requiring an adjustment of the earned value. The bicycleproject variances would then be:
 PV = $1,000 (The performance baseline does not change)
 EV = (1 - 0.05) * $1,000 = $950 (Opportunity cost is appliedto the EV)
  AC = $1,000
 Cost variance = EV - AC = $950 - $1,000 = -$50
 Schedule or valuevariance
 = EV - PV = $950 - $1,000 = -$50
 In subsequent tables and paragraphs the "value variance" will be called the "schedulevariance." Make note that the schedule variance is dimensioned in dollars rather than hours,days, or weeks.
 Graphing Earned Value
 Let's turn our attention from numbers to graphs. Sometimes the graphical depiction is veryinstructive and more quickly grasped than the numbers. For the moment, let us consider theproject situation as depicted in Figure 6-4. The equations from Table 6-4 have been used todraw some curves. To make it simple, the curves are actually straight lines. There is no lossof generality for having straight lines for purposes of variances. However, the slope of the
 cumulative line at the point of evaluation affects the forecast, so just connecting some widelyspaced points may create errors in the forecast.
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 ratio of a small increment of the vertical scale divided by a small increment of the horizontalscale. On the figure we are working with, the horizontal scale is time, so the slope is:
   EV/  T, where means "small increment of 
 This slope, EV/  T, tells us we are earning value at a certain rate of so many dollars, $  EV,
 per time unit, AT. If the remaining value to be earned is PV remaining, then the time required toearn that much value is:
 Remaining time = T * PVremaining/  EV
  A numerical example would probably be helpful at this point. Suppose there is $10,000 of 
 remaining value to be earned on a project in the remaining periods. Let us say that in the lastreporting period the earned value was $1,000, but that overall the earnings to date havebeen $24,000 over six periods. On average, the $EV/period is $24,000/6 = $4,000/period.Using this average, we could forecast that 2.5 periods remain to earn the remaining $10,000.Using our formula: 2.5 = 6 * $10,000/$24,000.
 However, in the last period, earnings have slowed to $1,000/period. Thus, applying the
 formula to the performance as of the last period to find out how many remaining periodsthere are, we have: 10 = 1 * $10,000/$1,000. Which forecast is correct, 2.5 periods or 10periods? It depends. It depends on the judgment of the project manager regarding whether or not the performance in the last period is representative of the future expectations. If thelast period is not representative, then the overall average that uses much more informationshould be used. When working with statistics like average, in general the more information
 incorporated, the better is the forecast.
 Estimate at Completion, Estimate to Complete
 There is a simple formula that ties the EAC and ETC together:
 EAC = ETC + AC to date
 The actual cost to date is obtained right off the P&L. However, the ETC is somewhat
 problematic. There are three ways to calculate ETC:
  Apply the earned value formula: ETC = PVremaining * ACto date/EVto date
 Re-estimate the ETC and then rebaseline the remaining planned value as describedelsewhere
 ETC = PVremaining
 Of course, all three methods will provide a different answer. Which to use is a decision to be
 made by the project manager considering the situation of the project.
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 Month 4: 0starts
 Month 4:2 starts
 TSPI4 =2/0 =indefinite
 Cum Starts =20
 Remaining =0
 Cum = 20/20
 = 1.0
  Adjusted remainingstarts = 0/1 = 0
 Forecast scheduleremaining = 0/0 =indefinite
 [*]See related figure for a graphical presentation of this example.
 Table 6-7: Finish Performance Project Example
 Planned
 Finishesby Month[*]
 ActualFinishesby Month
 MonthlyIndex
 CumulativeIndex Forecasted Finish
 Month 4: 3
 finishes
 Month 1: 3
 finishes
 TFPI1 =
 3/3 = 1
 Cum
 Finishes = 3Remaining =17
 Cum = 3/3 =
 1.0
  Adjusted remaining
 finishes = 17/1 = 17Forecast scheduleremaining = 2 months* 17/17 = 2 months
 Month 5: 10finishes
 Month 2: 7finishes
 TFPI2 =7/10 = 0.7
 CumFinishes = 10
 Remaining =10
 Cum = 10/13
 = 0.77
  Adjusted remainingfinishes = 10/0.77 =10.4
 Forecast scheduleremaining = 1 month *10.4/10 = 1.04months
 Month 6: 7
 finishes
 Month 3: 6
 finishes
 TFPI3 =
 6/7 = 0.86
 Cum
 Finishes = 16
 Remaining =4
 Cum = 16/20= 0.8
  Adjusted remaining
 finishes = 4/0.8 = 5
 Forecast scheduleremaining = 0 months
 * 5/4 = 0 months (noremaining scheduleavailable)
 Month 7: 0finishes
 Month 4: 4finishes
 TFPI4 =4/0 =
 indefinite
 CumFinishes = 20
 Remaining =0
 Cum = 20/20= 1.0
  Adjusted remainingfinishes = 0/1 = 0
 Forecast scheduleremaining = 0/0 =indefinite
 [*]See related figure for a graphical presentation of this example.
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 Figure 6-6: Time-Centric Project Finish Example.
 Forecasting with the Time-Centric System
 Just like in the traditional earned value system, forecasts can be made using the sameformula as we developed for the forecast in that system:
 Forecast = Actual performance + Remaining performance/Index
 For example, in the first period the actual starts are 3, the remaining performance for theproject is 17, and the index is 0.6. The forecast is therefore:
 First period index = 3/5 = 0.6
  Actual starts = 3
 Forecast = 3 + 17/0.6 = 3 + 28.3 = 31.3 starts
 where 31.3 = "equivalent" starts.
 How should the project manager interpret the forecast given above? The equivalent starts
 represent the length of the project as though the PMB were 31.3 starts rather than 20. Inother words, based on the performance in the first period, the project is forecasted to be11.3/20 = 56.5% longer in schedule than the PMB. Fortunately, by the second period thetrend line turns more favorable:
 Cumulative index = 12/15 = 0.8
 Cumulative starts = 12
 Forecast = 12 + 8/0.8 = 22 starts
 where 22 = "equivalent" starts.
  As with the traditional earned value system, the most valuable contribution of the calculationsis to stimulate the project team to take action necessary to deliver the value to the project
 sponsor as defined on the project balance sheet and specified in the project charter.Whether or not the time-centric or traditional system is used, the calculations should havethe same effect and provide the requisite catalyst to correct whatever is not working well inthe project.[12]The original work on "time-centric earned value" was done by the author and colleague
 James Sumara while working with the Lanier Worldwide business unit of Harris Corporationin the mid-1990s. Although the traditional earned value system was well known andpracticed at Harris, the Lanier Worldwide business unit did not have the mechanisms for 
 complete collection of the actual cost of the labor employed for internal projects. Time-centric earned value was developed for the Lanier Worldwide project office to fill the need for 
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 an earned value reporting tool.
 [13]Goodpasture, John C. and Sumara, James R., Earned Value — The Next Generation —
  A Practical Application for Commercial Projects, PMI '97 Seminars and Symposium
 Proceedings, Project Management Institute, Newtown Square, PA, 1997.
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 Managing withthree-pointestimates
 The P&L statement is deterministic. The P&L statement is
 a cproduct of the business accounting department. TheP&L is not based on statistics.
 When doing the cost estimates leading up to thesummarized project cost, three-point estimates anddistributions should be applied to the WBS.
 The ultimate cost summarization at the "top" of the WBSwill be Normal regardless of the distributions applied withinthe WBS.
 Earned valueconcept The earned value concept is about focusing on
 accomplishment, called earnings or performance, and thevariance between the dollar value of thoseaccomplishments and the dollar cost of those
 accomplishments.
 The variance of "accomplishment less cost < $0" is alwaysreported as an unfavorable status.
 Earned value also provides a means to forecast
 performance. The history measures by and large involvevariances. Forecasts require performance indexes.
 Three measures are needed to construct an earned valuesystem of performance evaluation: (1) Planned value (PV):PV is the dollar value planned and assigned to the work or 
 the deliverable in the WBS. (2) Actual cost (AC): Theactual cost is the cost of performance to accomplish thework or provide the deliverable on the WBS. (3) Earnedvalue (EV): Earned value is a measure of the project valueactually obtained by the work package effort.
 $Schedule variance = $Value variance = EV - PV.
 Cost variance = EV - AC.
 Dollar-sizingthe cost
 accounts
 The larger the account, the greater is the pessimistic-
 optimistic distance and the greater is the amount at stake indollars.
 Rolling wave planning simply means that the detail down tothe cost account is done in "waves" or stages when the
 project activities, facilities, tools, staffing, risks, andapproach become more known.
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 has not thought of such tasks because the sponsor is thinking in terms of what isrequired by the business and not what is required to execute the project.
 Each person estimating their task may not be using expected value and there may beexcess pessimism accumulated in the schedule.
 The difference between the network schedule and the program milestones represents risk.Such schedule risk in quantitative terms is the subject of this chapter and one of the mainmanagement tasks of the project manager. Addressing the risk in time between therequirements of the business and the needs of the project will occupy the balance of thischapter.
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 Setting the Program Milestones
 The program milestones set the timeliness or time requirements of the project and come
 from the business case. The business case may be an internal requirement for a new
 product, a new or revised process or plant, or a new organizational rollout. The businesscase may come externally from agencies of government or from customers. The programmilestones we speak of are not usually derived from the project side of the balance sheet butare the milestones that identify directly with business value. Some program milestones may
 include:
 Responding on time to Requests for Proposals (RFPs) from customers
 Product presentation at trade events
 Meeting regulatory or statutory external dates
 Hitting a product launch date
 Meeting certain customer deliveries
  Aligning with other and dependent projects of which your project is a component
  Actually deciding on calendar dates for the business-case-related program milestones is
 very situational. Sometimes if they come from external sources, the milestone dates are allbut given. Perhaps a few internal program milestones of unique interest to the business needto be added with the external milestones.
 On the other hand, if the project is all internal, then the estimates may well come from other project experiences that are "similar to," or the project sponsor could let the project team"bottom up" the estimate and accept the inevitability of a longer schedule as a cost of doingbusiness. Often, the project sponsor will simply "top down" the dates based on businessneed. If the latter is the case, the project sponsor must express conviction in the face of all-
 too-probable objections by the project team that the schedule is too aggressive.
 In any event, the final outcome should be program milestones, defined as events of 0
 duration, at which time a business accomplishment is measurable and meaningful to theoverall objective. To be effective, there should not be more than a handful of suchmilestones or else the business accomplishments begin to look like ordinary project taskcompletions.
 Planning Gates for Project Milestones
 The program milestones for certain types of "standard" projects may well be laid out in a
 prescribed set of planning gates, usually a half-dozen to a dozen at most, with well-specifiedcriteria and deliverables at each gate. For our purposes, a gate is equivalent to a milestone,although technically a milestone has no duration and the event at a gate does take sometime, sometimes a week or more. In such a case, there would then be a gate task with anending milestone. Depending on the nature and risk of the project, such gated processes
 can themselves be quite complex, requiring independent "standing" teams of objectiveevaluators at each gate of the process. Taken to its full extent, the gated process mayrequire many and extensive internal documents to support the "claims" that the criteria of thegate have been met, as well as documents for customers or users that will "survive" theproject.
 Program Milestones as Deterministic Events
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 Generally speaking, program milestones do not have a probabilistic character, which meansthat the time for the milestone is fixed and invariant. There is no uncertainty from a business
 value perspective when the milestone occurs. This is particularly so if the milestone is froman external source, like the day and time that an RFP is due in the customer's hands.
 We will soon see that this deterministic characteristic does not carry over to the network
 schedule. Indeed, the idea of the network schedule is to have a series of linked estimates,one three-point estimate for each task, where the three estimated values are the most likely,the most optimistic, and the most pessimistic. Obviously, right from the beginning there ispossible conflict between the business and its fixed milestones and the project with its
 estimated tasks. The differences in the timelines between the business and the project, aswe have noted before, is a risk to be managed by the project manager and set onto theproject side of the project balance sheet.
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 Every task has a specific beginning and a specific ending, thereby allowing for a specificduration (ending date minus beginning date) measured in some unit of time (for instance, hours, days, weeks, or months). Rarely would a schedule task be shown in
 years because the year is too coarse a measure for good project planning.
 Every task has some effort applied to it. Effort is measured in the hours spent by a "full-
 time equivalent" (FTE) working on the task. By example, if the effort on a task is 50hours, and a FTE is 40 hours, then there is 1.25 FTE applied to the task. If the taskduration is 25 hours, then the 50 hours of effort must be accomplished in 25 hours of calendar time, requiring 2.5 FTE. Thus, we have the following equations:
 FTE applied to task = (Effort/Duration) * (Effort/Hours per FTE)
 FTE applied to task = (50/25) * (50/40) = 2,500/1,000 = 2.5
 Every task has not only a specific beginning or ending, but also each task as an
 "earliest" or "latest" beginning or ending. The idea of earliest and latest leads to theideas of float and critical path, which will be discussed in detail subsequently. Suffice it tosay that the difference in "earliest" and "latest" is "float" and that tasks on the critical
 path have a float of precisely 0.
 Estimating Duration and Effort
 We can easily see that the significant metrics in every schedule network are the task
 durations and the task efforts. These two metrics drive almost all of the calculations, exceptwhere paths merge. We address the merge points in subsequent paragraphs. Now as apractical matter, when doing networks for some tasks it is more obvious and easier to applythe estimating ideas discussed in other chapters to the effort and let the duration bedependent on the effort and the number of FTE that can be applied. In other situations just
 the opposite is true: you have an idea of duration and FTE and the effort simply is derived by
 applying the equations we described above.Most network software tools allow for setting defaults for effort-driven or duration-drivenattributes for the whole project, or these attributes can be set task by task. For a verycomplex schedule, setting effort-driven or duration-driven attributes task by task can be verytedious indeed. Perhaps the best practical advice that can be given is to select the driver youare most comfortable with, and make selective adjustments on those tasks that arenecessary. Consider this idea however: duration estimating ties your network directly to your 
 program milestones. When a duration-driven network is developed, the ending dates or overall length of the network will fall on actual calendar dates. You will be able to seeimmediately if there is an inherent risk in the project network and the program milestones.
 Perhaps the most important concept is the danger of using single-point estimates in
 durations and efforts. The PERT network was the first network system to recognize that theexpected value is the best single estimate in the face of uncertainty, and therefore theexpected value of the duration should be the number used in network calculations. The
 BETA distribution was selected for the PERT chart system and the two variables "alpha" and"beta" were picked to form a BETA curve with the asymmetry emphasizing the mostpessimistic value. [1] Although the critical path method (CPM) to be discussed below startedout using single-point estimates, in point of fact more often than not a three-point estimate ismade, sometimes using the BETA curve and sometimes using the Triangular distribution. In
 effect, using three-point estimates in the CPM network makes such a CPM diagram littledifferent from the PERT diagram.[1]More information on the BETA "alpha" and "beta" parameters is provided in Chapter 2.
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  Another notion is that of the "near-critical path." A near-critical path(s) is one or more pathsthat are not critical at the outset of the project, but could become critical. A path couldbecome critical because the probabilistic outcomes of durations on one of these pathsbecome longer than the identified critical path. Another possibility is that the critical pathbecomes shorter due to improved performance of its tasks and one of the "near-critical"
 paths is "promoted" to being the critical path. Such a set of events happens often in projects.Many project software tools have the capability of not only identifying and reporting on thenear-critical path, but also calculating the probability that the path will become critical.Moreover, it is often possible to set a threshold so that the project manager sees only thosepaths on the report that exceed a set probability of becoming critical. In addition, it is possibleto identify new paths that come onto the report or old paths that drop off the report because
 of ongoing performance during the course of the project.
 Lastly, if there is only one connected path through the network, then there is only one critical
 path and that path is it; correspondingly, if the project is planned in such a way that no singlepath connects all the way through, then there is no critical path. As curious as the latter mayseem, a network without a connecting path all the way through is a common occurrence inproject planning. Why? It is a matter of having dependencies that are not defined in the
 network. Undefined dependencies are ghost dependencies. An early set of tasks does notconnect to or drive a later set of tasks. The later set of tasks begins on the basis of a trigger from outside the project, or a trigger is not defined in the early tasks. Thus the latter tasksappear to begin at a milestone for which there is no dependency on the earlier tasks. Inreality, such a network is really two projects and it should be handled as such. If addressedas two projects, then each will have a critical path. The overall length of the program
 (multiple projects) will depend on the two projects individually and the ghost task thatconnects one to the other. Such a situation is shown in Figure 7-4.
 Figure 7-4: One Network as Two.
 Calculating the Critical Path
 Calculating the critical path is the most quantitatively intensive schedule management task tobe done, perhaps more complicated than "resource leveling" and the calculation of merge
 points. Though intensive, critical path calculations are not hard to do, but on a practical basiscritical path calculations are best left to schedule network software tools. The calculationsteps are as follows:
 For each path in the network that connects all the way through, and in our examples wewill employ only networks that do have paths that connect through, calculate the so-called "forward path" by calculating the path length using the earliest start dates.
 Then for each path in the network, work in the opposite direction, using latest finishdates, and calculate the "backward path."
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 One or more paths calculated this way would have equal lengths, forward andbackward. These are the critical paths. All other paths will have unequal forward andbackward lengths. These paths are not critical.
 The amount of forward-backward inequality in any path is the float or slack in the path.Overall, this path, or any one task on this path, can slip by the amount of the forward-
 backward inequality and not be more than critical and therefore not delay the project.
 Calculating the Forward Path
 Figure 7-5 shows a simple network with the forward path calculation.
 Figure 7-5: Forward Path Calculation.
 We must adopt a notation convention. The tasks will be shown in rectangular boxes; theearliest start date will be on the upper left corner, and the earliest finish will be on the upper right corner. The corresponding lower corners will be used for latest start and finish dates,
 respectively. Duration will be shown in the rectangle.
 In the forward path calculation, notice the use of the earliest start dates. The basic rule is
 simple:
 Earliest start date + Duration = Earliest finish date
 Now we have to be cognizant of the various precedence relationships such as finish-to-startand finish-to-finish, etc. All but finish-to-start greatly complicate the mathematics and are
 best left to scheduling software. Therefore, our example networks will all use finish-to-startrelationships. There is no loss in generality since almost every network that has other thanonly finish-to-start relationships can be redrawn, employing more granularity, and become anall finish-to-start network.
 Working in the forward path with finish-to-start relationships, the rule invoked is:
 Earliest start of successor task = Latest of the early finish dates of all predecessors
 The final milestone from the forward path analysis is an "earliest" finish milestone. Again,unless explicitly shown, any final management reserve task of unallocated reserve task is notshown for simplicity. If it were shown, it would move out, or shift right, the final milestone toalign with the program milestones from the business side of the balance sheet.
 Calculating the Backward Path
 Now let's calculate the backward path. The very first question that arises is: "What is the datefor the latest finish?" The backward path is calculated with the latest finish dates and all wehave at this point is the earliest finish date. The answer is that if there is no final reserve task
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 in the network, the latest finish date of the final milestone is taken to be the same as theearliest finish date calculated in the forward path. Having established a starting point for thebackward path calculation, we then invoke the following equation:
 Latest start = Latest finish - Duration
 In calculating backward through the finish-to-start network, we use the earliest of the "lateststart" dates of a successor task as the latest finish for a predecessor task. Figure 7-6 showsthese calculations for our example network.
 Figure 7-6: Backward Path Calculation.
 Finding the Critical Tasks
 Figure 7-7 shows the critical path calculation in one diagram for our example network. Tofind the critical path, it is a simple matter of identifying every task for which either of thefollowing equations is true:
 Earliest start (or finish) = Latest start (or finish)
 Earliest start (or finish) - Latest start (or finish) = 0 = float or slack
 Figure 7-7: Critical Path Calculation.
 Those tasks that obey the equations just given have zero slack or float. Such zero-float tasksare said to be critical and they form the one or more critical paths through the network.
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 The Central Limit Theorem Applied to Networks
 Take notice that the critical path through the network always connects the beginning node or 
 milestone and the ending node or milestone. The ending milestone can be thought of as the
 output milestone, and all the tasks in between are input to the final output milestone.Furthermore, if the project manager has used three-point estimates for the task durations,then the duration of any single task is a random variable best represented by the expectedvalue of the task. [2] The total duration of the critical path from the input or beginning
 milestone to the output milestone, itself a 0-duration event, or the date assigned to the outputmilestone, represents the length of the overall schedule. The length of the overall scheduleis a summation of random variables and is itself a random variable, L , of length:
 L  = S D i = (D 1 + D 2 + D i ...)
 where D i are the durations of the tasks along the critical path.
 We know from our discussion of the Central Limit Theorem that for a "large" number of durations in the sum the distribution of L  will tend to be Normal regardless of the distributionsof the individual tasks. This statement is precisely the case if all the distributions are thesame for each task, but even if some are not, then the statement is so close to approximatelytrue that it matters little to the project manager that L  may not be exactly Normal distributed.Figure 7-8 illustrates this point.
 Figure 7-8: The Output Milestone Distribution.
 Significance of Normal Distributed Output Milestone
 The significance of the fact that the output milestone is approximately Normal distributed isnot trivial. Here is why. Given the symmetry of the Normal curve, a Normal distributed output
 milestone means there is just as likely a possibility that the schedule will underrun (completeearly) as overrun (complete late). Confronted with such a conclusion, most project managerswould say: "No! The schedule is biased toward overrun." Such a reaction simply means thateither the schedule is too short and the Normal output milestone is too aggressive, or theproject manager has not thought objectively about the schedule risk.
 Consider this conclusion about a Normal output milestone from another point of view.
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 Without even considering what the distributions of the individual tasks on the WBS might be,whether BETA or Triangular or Normal or whatever, the project manager remains confidentthat the output milestone is Normal in its distribution! That is to say that there is a conclusionfor every project, and it is the same conclusion for every project — the summation milestoneof the critical path is approximately Normal. [3]
 Calculating the Statistical Parameters of the OutputMilestone
 What the project manager does not know is the standard deviation or the variance of theNormal distribution. It is quite proper to ask of what real utility it is to know that the outputmilestone is Normal with an expected value (mean value) but have no other knowledge of 
 the distribution. The answer is straightforward: either a schedule simulation can be run todetermine the distribution parameters or, if there is no opportunity to individually estimate thetasks on the WBS, then the risk estimation effort can be moved to the output milestone as apractical matter.
  At this point, there really is not an option about selecting the distribution since it is known tobe Normal; if expected values have been used to compute the critical path, or somereasonable semblance of expected values has been used, then the mean of the output
 milestone is calculable. It then remains to make some risk assessment of the probableunderrun. Usually we calculate the underrun distance from the mean as a most optimisticduration. Once done, this underrun estimate is identically the same as the distance from theexpected value to the most pessimistic estimate. Such a conclusion is true because of thesymmetry of the Normal distribution; underrun and overrun must be symmetrically locatedaround the mean.
 The last estimate to make is the estimate for the standard deviation. The standard deviationestimate is roughly one-sixth of the distance from the most optimistic duration estimate to the
 most pessimistic estimate.
 Next, the Normal distribution for the outcome milestone is normalized to the standard
 Normal distribution. The standard Normal curve has mean = 0 and s  = 1. Once normalized,the project manager can apply the Normal distribution confidence curves to developconfidence intervals for communicating to the project sponsor.
 Statistical Parameters of Other Program Milestones
 The Central Limit Theorem is almost unlimited in its handiness to the project manager. Giventhat there is a "large number" of tasks leading up to any program or project milestone, and
 large is usually taken to be ten or more as a working estimate, then the distribution of that
 milestone is approximately Normal. The discussion of the output milestone applies in allrespects, most importantly the statements about using the Normal confidence curves or tables.
 Therefore, some good advice for every project manager is to obtain a handbook of numerical tables or learn to use the Normal function in any spreadsheet program that hasstatistical functions. Of course, every project manager learns the confidence figures for ±1, 2,
 or 3 standard deviations: they are, respectively, 68.26, 95.46, and 98.76.[2] Actually, whether or not the project manager proactively thinks about the random nature of the task durations and assigns a probability distribution to a task does not change the factthat the majority of tasks in projects (projects we define as one-time endeavors never doneexactly the same way before) are risky and tasks have some randomness to their duration
 estimate. Therefore, the fact that the project manager does not or did not think about thisrandomness does not change the reality of the situation. Therefore, the conclusions cited inthe text regarding the application of the Central Limit Theorem and the Law of Large
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 Numbers are not invalidated by the fact that the project manager may not have gone to theeffort to estimate the duration randomness.
 [3]Strictly speaking, the Law of Large Numbers and the Central Limit Theorem are applicable
 to linear sums of durations. The critical path usually qualifies as a linear summation of durations. Merge points, fixed dates, and PDM relationships other than finish-to-start do not
 qualify.
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 -2.75 0.227339 0.338135
 -2.5 0.438207 0.776343
 -2.25 0.793491 1.569834
 -2 1.349774 2.919607-1.75 2.156932 5.07654
 -1.5 3.237939 8.314478
 -1.25 4.566226 12.8807
 -1 6.049266 18.92997
 -0.75 7.528433 26.4584
 -0.5 8.80163 35.26003
 -0.25 9.6667 44.92673
 0 9.973554 54.90029
 0.25 9.6667 64.56699
 0.5 8.80163 73.36862
 0.75 7.528433 80.89705
 1 6.049266 86.94632
 1.25 4.566226 91.51254
 1.5 3.237939 94.75048
 1.75 2.156932 96.90741
 2 1.349774 98.25719
 2.25 0.793491 99.05068
 2.5 0.438207 99.48888
 2.75 0.227339 99.71622
 3 0.110796 99.82702[a]The outcome values lie along the horizontal axis of the probability distribution. For simplicity, the average value of the outcome (i.e., the mean or expected value) has
 been adjusted to 0 by subtracting the actual expected value from every outcome value: Adjusted outcomes = Actual outcomes - Expected value.
  After adjusting for the mean, the adjusted outcomes are then "normalized" to the
 standard deviation by dividing the adjusted outcomes by the standard deviation:Normalized outcomes = Adjusted outcomes/s .
  After adjusting for the mean and normalizing to the standard deviation, we now have
 the "standard" Normal distribution.[b]The histogram value is the product of the horizontal value (outcome) times thevertical value (probability); the cumulative histogram, or cumulative probability, is theconfidence that a outcome value, or a lesser value, will occur: Confidence = Probabilityoutcome = Outcome value.
 For better viewing, the cell area and the cumulative area have been multiplied by
 100 to remove leading zeroes. The actual values are found by dividing the valuesshown by 100.
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 Monte Carlo Simulation Parameters
 The project manager gets to control many aspects of the Monte Carlo simulation. Suchcontrol gives the project manager a fair amount of flexibility to obtain the analysis desired. A
 few of the parameters usually under project manager control follow. The software packageactually used will be the real control of these parameters, but typically:
 The distribution applied to each task, a group of tasks, or "globally" to the whole networkcan be picked from a list of choices.
 The distribution parameters can be specified, such as pessimistic and optimistic values,either in absolute value or as a percentage of the most likely value that is also specified.
 The task or milestone (one or more) that is going to be the "outcome" of the analysiscan be picked.
 The number of runs can be picked. It is usually hard to obtain good results without atleast 100 independent runs of the schedule. By independent we mean that all initialconditions are reset and there is no memory of results from one run to the next. For larger and more complex networks, running the schedule 100 times may take somenumber of minutes, especially if the computer is not optimized for such simulations.
 Better results are obtained with 1,000 or more runs. However, there is a practical trade-off regarding analysis time and computer resources. This trade-off is up to the projectmanager to handle and manage.
 Monte Carlo Simulation Outcomes
  At the outcome task of the simulation, the usual simulation products are graphical, tabular,
 and often presented as reports. Figure 7-9 shows typical data, including a "critical path andnear-critical analysis" on paths that might be in the example network. The usual analysisproducts from a Monte Carlo simulation might include:
  A probability density distribution, with absolute values of outcome value and a verticaldimension scaled to meet the requirement that the sum of all probabilities equals 1
  A cumulative probability distribution, the so-called "S" curve, again scaled from 0 to 1 or 0 to 100% on the vertical axis and the value outcomes on the horizontal axis
 Other statistical parameters, such as mean and standard deviation
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 Figure 7-9: Monte Carlo Outcomes.
 The Near-Critical Path
 Identification of near-critical paths that have a reasonable probability of becoming critical is akey outcome of Monte Carlo simulation. For many project managers, the near-critical pathidentification is perhaps the most important outcome. In fact, during the course of the MonteCarlo simulation, depending on the distributions applied to the critical tasks and thedistributions applied to other paths, there will be many runs, perhaps very many runs, where
 the critical path identified by straightforward CPM calculations will not in fact be critical. Someother path, on a probabilistic basis, is critical for that particular run. Most Monte Carlopackages optimized for schedule applications keep careful record of all the paths that are, or become, critical during a session of runs. Appropriate reports are usually available.
 Project managers can usually specify a threshold for reporting the near-critical paths. For example, perhaps the report contains only information about paths that have a 70%confidence, or higher, of becoming critical. Setting the threshold helps to separate the pathsthat are nearly critical and should be on a "watch list" along with the CPM-calculated critical
 path. If the schedule network is complex, such threshold reporting goes a long way inconserving valuable management time.
 Convergence of Parameters in the Simulation
 During the course of the session of 100 or more runs of the schedule, you may be able toobserve the "convergence" of some of the statistical parameters to their final values. For instance, the expected value or standard deviation of the selected "outcome" task is going to
 change rapidly from the very first run to subsequent runs as more data are accumulatedabout the outcome distribution. After a point, if the parameter is being displayed, the projectmanager may well be able to see when convergence to the final value is "close enough."Such an observation offers the opportunity to stop the simulation manually whenconvergence is obtained. If the computer program does not offer such a real-time
 observation, there is usually some type of report that provides figures of merit about how wellconverged the reported parameters are to a final value.
 There is no magic formula that specifies how close to the final value the statisticalparameters like expected value, standard deviation, or variance should be for use in projects.Project managers get to be their own judge about such matters. Some trial and error may be
 required before a project manager is comfortable with final results.
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 Fixed Dates and Multiple Precedences in Monte CarloSimulations
 Fixed dates interfere with the Monte Carlo simulation by truncating the possible durations of tasks to fixed lengths or inhibiting the natural "shift-right" nature of merge points as discussed
 in the next section. Before running a simulation, the general rule of thumb is to go throughyour schedule and remove all fixed dates, then replace them with finish-to-startdependencies of project outcomes.
 The same is usually said for precedences other than finish-to-start: redefine all precedencesto finish-to-start before running the simulation. Many Monte Carlo results may be strange or even incorrect, depending on the sophistication of the package, if there are other than finish-to-start dependencies in the schedule. Again, the general rule of thumb is to go through your schedule and remove all relationships other than finish-to-start and replace them with an
 alternative network architecture of all finish-to-start dependencies of project outcomes. Although objectionable at first, the author has found that few networks really require other than finish-to-start relationships if the proper granularity of planning is done to identify all the
 points for finish-to-start, which obviates the need to use the other relationships.[4]There are many PC and larger system software packages that will run a Monte Carlosimulation on a data set. In this chapter, our focus is on the network schedule, so the easiest
 approach is to obtain a package that "adds in" or integrates with your scheduling software. Of course, Monte Carlo simulation is not restricted to just schedule analysis. Any set of distributions can be analyzed in this way. For instance, the cost data from the WBS whereoneach cost account has a probability distribution are candidates for Monte Carlo simulation.For cost analysis, an add-in to a spreadsheet or a statistical programs package would be
 ideal for running a Monte Carlo analysis of a cost data set.
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 Architecture Weaknesses in Schedule Logic
 One of the problems facing project managers when constructing the logic of their project is
 avoiding inherently weak architectures in the schedule network. Certainly from the point of 
 view of risk management, avoidance is a key strategy and well applied when developing thelogic of the project. In this section we will address two architectural weaknesses that lendthemselves to quantitative analysis: the merge point of parallel paths and the "long" task.
 Merge Points in Network Logic
 By merge point we simply mean a point in the logic where a milestone has two or morepredecessors, each with the same finish date. Illustrations of network building blocks shownearlier in this chapter illustrate simple parallel paths joining at a milestone. Such aconstruction is exactly what we are talking about. Obviously, for all project managers such alogic situation occurs frequently and is really unavoidable entirely; the idea is to avoid as
 many merging points as possible.
 Here is the problem in a nutshell. Let us assume that each of the merging paths isindependent. By independent we mean that the performance along one path is not
 dependent on the performance along the other path. We must be careful here. If there areshared resources between the two paths that are in conflict, whether project staff, specialtools, facilities, or other, then the paths are truly not independent. But assumingindependence, there is a probability that path A will finish on the milestone date, p(A  on time)= p(A ), and there is a probability that path B will finish on the milestone date, p(B  on time) =
 p(B ). Now, the probability that the milestone into which each of the two paths merge will beachieved on time is the probability that both paths will finish on time. We know from the mathof probabilities and from Bayes' Theorem that if A  and B  are independent, the probability of the milestone finishing on time is the product of the two probabilities:
 p(Milestone on time) = p(A ) * p(B )
 Now it should be intuitively obvious what the problem is. Both p(A ) and p(B ) are numbersless than 1. Their product, p(A ) * p(B ), is even smaller, so the probability of meeting themilestone on time is less than the smallest probability of any of the joining paths. If there aremore than two paths joining, the problem is that much greater. Figure 7-10 shows graphicallythe phenomenon we have been discussing.
 Figure 7-10: Merge Point Math.
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 Suppose that p(A ) = 0.8 and p(B ) = 0.7, both pretty high confidence figures. The jointprobability of their product is quite simply: 0.8 * 0.7 = 0.56. Obviously, moving down from aconfidence of 70% at the least for any single path to only 56% for the milestone is a realmove and must be addressed by the project manager. To mitigate risk, the project manager would develop alternate schedule logic that does not require a merging of paths, or themilestone would be isolated with a buffer task.
 We have mentioned "shift right" in the discussion of merge point. What does "shift right" refer to? Looking at Figure 7-10, we see that to raise the confidence of the milestone up to the
 least of the merging paths, in this case 70%, we are going to have to allow for more time.Such a conclusion is really straightforward: more time always raises the confidence in theschedule and provides for a higher probability of completion. But, of course, allowing moretime is an extension, to the right, of the schedule. Extending the schedule to the right is thesource of the term "shift right." The rule for project managers examining project logic is:
  At every merge point of predecessor tasks, think "shift right." 
 Merging Dependent Paths
 So far the discussion has been about the merging of independent paths. Setting the conditionof independence certainly simplifies matters greatly. We know from our study of multiple
 random variables that if the random variables are not independent, then there is acovariance between them and a degree of correlation. We also know that if one pathoutcome is conditioned on the other path's outcome, then we must invoke Bayes' Theoremto handle the conditions.
 p(A  on time AND B  on time) = p(A  on time given B  is on time) * p(B  is on time)
 We see right away on the right side of the equation that the "probability of A  on time given B 
 on time" is made smaller by the multiplication of the probability of "B  on time." From what wehave already discussed, making "probability of A  on time given B  on time" smaller is a shiftright of the schedule. The exact amount is more difficult to estimate because of having to
 estimate "probability of A  on time given B  on time," but the heuristic is untouched: themilestone join of two paths, whether independent or not, will shift right. Only the degree of shift depends on the conditions between the paths.
 Thinking of the milestone as an "outcome milestone," we can also approach this examinationfrom the point of view of risk as represented by the variance of the outcome distribution. Wemay not know this distribution outright, although by the discussion that follows we mightassume that it is somewhat Normal. In any event, if the two paths are not independent, what
 can we say about the variance of the outcome distribution at this point? Will it be larger or 
 smaller?
 We reason as follows: The outcome performance of the milestone is a combined effect of allthe paths joining. If we look at the expected value of the two paths joining, and the paths areindependent, then we know that:
 E(A  and B ) = E(A ) * E(B ), paths independent
 But if the paths are not independent, then the covariance between them comes into play:
 E(A  and B ) = E(A ) * E(B ) + Cov(A  and B )
 where paths A  and B  are not independent.
 The equation for the paths not independent tells us that the expected value may be larger 
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 (longer) or smaller (shorter) depending on the covariance. The covariance will be positive —that is, the outcome will be larger (the expected value of the outcome at the milestone islonger or shifted right) — if both paths move in the same direction together. This is often thecase in projects because of the causes within the project that tend to create dependencebetween paths. The chief cause is shared resources, whether the shared resource is key
 staff, special tools or environments, or other unique and scarce resources. So the equationwe are discussing is valuable heuristically even if we often do not have the information toevaluate it numerically. The heuristic most interesting to project managers is:
 Parallel paths that become correlated by sharing resources stretch the schedule! 
 The observation that sharing resources will stretch the schedule is not news to most projectmanagers. Either through experience or exposure to the various rules of thumb of projectmanagement, such a phenomenon is generally known. What we have done is given the ruleof thumb a statistical foundation and given the project manager the opportunity, by means of the formula, to figure out the actual numerical impact. However, perhaps the most important
 way to make use of this discussion is by interpreting results from a Monte Carlo simulation.
 When running the Monte Carlo simulation, the effects of merge points and shift right will bevery apparent. This discussion provides the framework to understand and interpret theresults provided.
 Resource Leveling Quantitative Effects
 Resource leveling refers to the planning methodology in which scarce resources, typicallystaff with special skills (but also special equipment, facilities, and environments), areallocated to tasks where there is otherwise conflict for the resource. The situation we areaddressing naturally arises out of multiple planners who each require a resource and planfor its use, only to find in the summation of the schedule network that certain resources areoversubscribed: there is simply too much demand for supply.
 The first and most obvious solution is to increase supply. Sometimes increasing supply canwork in the case of certain staff resources that can be augmented by contractors or 
 temporary workers, and certain facilities or environments might likewise be outsourced tosuppliers. However, the problem for quantitative analysis is the case where supply cannot beincreased, demand cannot be reduced, and it is not possible physically to oversubscribe theresource. Some have said this is like the case of someone wondering if "nine women couldhave a baby in one month." It is also not unlike the situation described by Fredrick Brooks in
 his classic book, The Mythical Man-Month, [5] wherein he states affirmatively that the thoughtthat a simple interchange of resources, like time and staff, is possible on complex projects isa myth! Interestingly enough, Brooks also states what he calls "Brooks Law":
  Adding additional resources (increasing supply) to a late project only makes it later!  [6]
 For purposes of this book, we will limit our discussion of resource leveling to simply assigningresources in the most advantageous manner to affect the project in the least way possible.Several rules of thumb have been developed in this regard. The most prominent is perhaps:"assign resources to the critical path to ensure it is not resource starved, and then assign theremaining resources to the near-critical paths in descending order of risk." Certainly this is a
 sensible approach. Starving the critical path would seem to build in a schedule slip rightaway. Actually, however, others argue that in the face of scarce resources, the identificationof the true critical path is obscured by the resource conflict.
 Recall our discussion earlier about correlating or creating a dependency among otherwise
 independent paths. Resource leveling is exactly that. Most scheduling software has aresource leveling algorithm built in, and you can also buy add-in software to popular 
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 scheduling software that has more elaborate and more efficient algorithms. However, in thefinal analysis, creating a resource dependency among tasks almost certainly sets up apositive covariance between the paths. Recall that by positive covariance we mean that bothpath performances move in the same direction. If a scarce resource is delayed or retainedon one path beyond its planned time, then surely it will have a similar impact on any other 
 task it is assigned to, creating a situation of positive covariance.
 Figure 7-11 and Figure 7-12 show a simple example. In Figure 7-11, we see a simple plan
 consisting of four tasks and two resources. Following the rule of thumb, we staff the criticalpath first and find that the schedule has lengthened as predicted by the positive covariance.In Figure 7-12, we see an alternate resource allocation plan, one in which we apparently donot start with the critical path, and indeed the overall network schedule is optimally shorter than first planned as shown in Figure 7-11. However, there is no combination of the tworesources and the four tasks that is as short as if there were complete independence
 between tasks. Statistically speaking we would say that there is no case where thecovariance can be zero in the given combination of tasks and resources.
 Figure 7-11: Resource Leveling Plan.
 Figure 7-12: Resource Leveling Optimized.
 Long Tasks
  Another problem common to schedule network architecture is the so-called long task. What
 is "long" in this context? There is no exact answer, though there are many rules of thumb,heuristics. Many companies and some customers have built into their project methodologyspecific figures for task length that are not to be exceeded when planning a project unless awaiver is granted by the project manager. Some common heuristics of "short" tasks are 80 to120 hours of FTE time or perhaps 10 to 14 days of calendar time. You can see by these
 figures that a long task is one measured in several weeks or many staff hours.
 What is the problem with the long task from the quantitative methods point of view?
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 Intuitively, the longer the task, the more likely something untoward will go wrong. As a matter of confidence in the long task, allowing for more possibilities to go wrong has to reduce theconfidence in the task. Can we show this intuitive idea simply with statistics? Yes; let us takea look at the project shown in Figure 7-13.
 Figure 7-13: Long Task Baseline.
 In Figure 7-13 we see a project consisting of only one task, and it is a long task. We haveassigned a degree of risk to this long task by saying that the duration estimate is representedby a Triangular distribution with parameters as shown in the figure. We apply the equations
 we learned about expected value and variance and compute not only the variance andexpected value but the standard deviation as well. It is handy to have the standard deviation
 because it is dimensioned the same as the expected value. Thus if the expected value ismeasured in days, then so will the standard deviation be. Unfortunately, the variance will bemeasured in days-squared with no physical meaning. Therefore the variance becomes a
 figure of merit wherein smaller is better.
 The question at hand is whether we can achieve improvement in the schedule confidence by
 breaking up the long task into a waterfall of tandem but shorter tasks. Our intuition guided bythe Law of Large Numbers tells us we are on the right track. If it is possible for the projectmanager and the WBS work package managers to redesign the work so that the WBS workpackage can be subdivided into smaller but tandem tasks, then even though each task has adependency on its immediate predecessor, our feeling is that with the additional planningknowledge that leads to breaking up the long task should come higher confidence that we
 have it estimated more correctly.
 For simplicity, let's apply the Triangular distribution to each of the shorter tasks and also
 apply the same overall assumptions of pessimism and optimism. You can work someexamples to show that there is no loss of generality in the final conclusion. We nowrecompute the expected value of the overall schedule and the variance and standarddeviation of the output milestone. We see a result predicted by the Law of Large Numbers asillustrated in Figure 7-14. The expected value of the population is the expected value of the
 outcome (summation) milestone. Our additional planning knowledge does not change theexpected value. However, note the improvement in the variance and the standard deviation;both have improved. Not coincidently, the (sample) variance has improved, compared to thepopulation variance, by 1/N, where N is the number of tasks into which we subdivided the
 longer task, and the standard deviation has improved by 1/v N. We need only look back toour discussion of the sample variance to see exactly from where these results come.
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 Rolling Wave Planning
 In Chapter 6 (in the discussion about cost accounting), we noted that it is not often possible
 to foresee the future activities in a project with consistent detail over the entire period of the
 project. Therefore, planning is often done in "waves" or stages, with the activities in the near term planned in detail and the activities in the longer distance of time left for future detailplanning. There may in fact be several planning waves, particularly if the precise approach or resource requirement is dependent or conditioned on the near-term activities. Such a
 planning approach is commonly called rolling wave planning.
 Rolling Wave Characteristics
 The fact is that the distinguishing characteristic of the planning done now for a future wave isthat both cost accounts and network tasks are "long" (or "large") compared to their near-term counterparts. We have already discussed the long task in this discussion. Project
 managers can substitute the words "large cost account" for "long task" and all of thestatistical discussions apply, except that the principles and techniques are applied to the costaccounts on the WBS and not to the network schedule.
 Monte Carlo Effects in the Rolling Wave
 Whether you are doing a Monte Carlo analysis on the WBS cost or on the network schedule,the longer tasks and larger work packages have greater variances. The summation of theschedule at its outcome milestone or the summation of the WBS cost at the top of the WBS
 will be a Normal distributed outcome regardless of the rolling waves. However, the MonteCarlo simulation will show you what you intuitively know: the longer task and larger costaccounts, with their comparatively larger variances, will increase the standard deviation of the
 Normal distribution, flatten its curve, and stretch its tails.
  As the subsequent waves come and more details are added, the overall variances willdecrease and the Normal distribution of the outcome variable, whether cost or schedule, willbecome more sharply defined, the tails will be less extreme, and the standard deviation
 (which provides the project manager entree to the confidence tables) will be moremeaningful.
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 The Critical Chain
 There is a body of knowledge in schedule and resource planning that has grown since 1997
 when Eliyahu M. Goldratt wrote Critical Chain, [7] arguably one of the most significant books
 in project management. In this book, written like a novel rather than a textbook, Goldrattapplies to project management some business theories he developed earlier for managing ina production operation or manufacturing environment. Those theories are collectively calledthe Theory of Constraints. As applied to project management, Goldratt asserts that the
 problem in modern project management is ineffective management of the critical path,because the resources necessary to ensure a successful critical path are unwittingly or deliberately scattered and hidden in the project.
 The Theory of Constraints
 In the Theory of Constraints, described in another Goldratt business novel, The Goal , [8] the
 idea put forward is that in any systemic chain of operations, there is always one operationthat constrains or limits the throughput of the entire chain. Throughput is generally thought of as the value-add product produced by the operation that has value to the customer. If thechain of operations is stable and not subject to too many random errors, then the constraintis stable and identifiable; in other words, the constraint is not situational and does not movearound from one job session, batch, or run to the next.
 To optimize the operation, Goldratt recommends that if the capacity of the constraint cannotbe increased, or the constraint cannot be removed by process redesign, then all activities
 ahead of the constraint should be operated in such a manner that the constraint is never starved. Also, activities ahead of the constraint should never work harder, faster, or moreproductively than the minimum necessary to keep the constraint from being starved. Somemay recognize this latter point as a plank from the "just-in-time" supply chain mantra, and infact that is not a bad way to look at it, but Goldratt's main point was to identify and managethe constraint optimally.
 From Theory of Constraints to Critical Chain
 When Goldratt carried his ideas to project management, he identified the project constraintas the critical path. By this association, what Goldratt means is that the project is constrainedto a certain duration, and that constrained duration cannot be made shorter. Theconsequence of the critical path is that constrained throughput (valuable deliverables to theproject sponsor) cannot be increased, and indeed throughput is endangered if the critical
 path cannot be properly managed.
 Goldratt made several recommendations in his book Critical Chain, but the most prominent
 are:
 The tasks on the critical path do indeed require statistical distributions to estimate the
 range of pessimism to optimism. But, unlike PERT [9] or CPM, [10] Goldratt insists thatthe median value, the 50% confidence level, be used. Using the median value, the so-called 50-50 point, means that there is equal likelihood that the task will underrun asoverrun.
  All task activity in the project schedule network that is not on the critical path should bemade subordinate to the demands of the critical path.
 There should be "buffers" built into any path that joins the critical path. A buffer is a taskof nonzero duration but has no performance requirement. In effect, buffer is another 
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 word for reserve. However, Goldratt recommends that these buffers be deliberatelyplanned into the project.
 By using the median figure for each task on the critical path, Goldratt recognizes that themedian figure is generally more optimistic than the CPM most likely estimate and isoften more optimistic than the expected value. Goldratt recommends that the project
 manager "gather up" the excess pessimism and put it all into a "project buffer" at theend of the network schedule to protect the critical path.
 We have already discussed Goldratt's point about a project buffer in our earlier discussionabout how to represent the project schedule risk as calculated on the network with the
 project sponsor's business value dates as set in the program milestones. We did not call it abuffer in that discussion, but for all intents and purposes, that is what it is. Figure 7-15illustrates the placement of buffers in critical chain planning.
 Figure 7-15: Critical Chain Buffers.
 The critical chain ideas are somewhat controversial in the project management community,though there is no lack of derivative texts, papers, projects with lessons learned, andpractitioners that are critical chain promoters. The controversy arises out of the followingpoints:
 Can project teams really be trained to estimate with the median value? If so, then thecritical chain by Goldratt's description can be established.
 Can team leaders set up schedule buffers by taking away schedule "pad" from costaccount managers, or does the concept of buffers simply lead to "pad" on top of "pad"?To the extent that all cost account managers and team leaders will manage to the sameset of principles, the critical chain can be established.
 [7]Goldratt, Eliyahu M., Critical Chain, North River Press, Great Barrington, MA, 1997.
 [8]Goldratt, Eliyahu M. and Cox, Jeff, The Goal , North River Press, Great Barrington, MA,1985.
 [9]PERT uses the BETA distribution and requires that the expected value be used.
 [10]CPM traditionally uses a single-point estimate and, more often than not, the single
 estimate used is the "most likely" outcome and not the expected value.
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 Central LimitTheorem and
 schedules
 From the Central Limit Theorem, the distribution of the
 output mile-stone will be Normal regardless of thedistributions of the individual tasks in the network.
 Given the symmetry of the Normal curve, there is justas likely a possibility that the schedule will underrun(complete early) as overrun (complete late).
 Monte Carlosimulation By computer simulation using a Monte Carlo
 simulation program, the network schedule is "run" or 
 calculated many times, something we cannot usuallydo in real projects.
 Outcome: a probability density distribution, withabsolute values of outcome value and a verticaldimension scaled to meet the requirement that the
 sum of all probabilities equals 1.
 Outcome: a cumulative probability distribution, the so-called "S" curve, again scaled from 0 to 1 to 0 to 100%on the vertical axis and the value outcomes on thehorizontal axis.
  Architectureweaknesses  At every merge point of predecessor tasks, think "shift
 right" about the schedule.
 Parallel paths that become correlated by sharingresources stretch the schedule!
  Another problem common to schedule networkarchitecture is the so-called long task.
 Critical chainThe tasks on the critical path require statisticaldistributions to estimate the range of pessimism tooptimism, but the median value, the 50% confidence
 level, should be used.
  All task activity in the project schedule network that isnot on the critical path should be made subordinate to
 the demands of the critical path.
 There should be "buffers" built into any path that joinsthe critical path. A buffer is a task of nonzero durationbut has no performance requirement.
 The project manager must "gather up" the excesspessimism and put it all into a "project buffer" at the
 end of the network schedule to protect the critical path.
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 Chapter 8: Special Topics in Quantitative
 Management
 Overview
 It is common sense to take a method and try it.
 If it fails, admit frankly and try another. But above all, try something.
 Franklin Roosevelt [1]
 [1]Brooks, Fredrick P., The Mythical Man-Month, Addison Wesley Longman, Inc., Reading,MA, 1995, p. 115.
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 Regression Analysis
 Regression analysis is a term applied by mathematicians to the investigation and analysis of 
 the behaviors of one or more data variables in the presence of another data variable. For 
 example, one data variable in a project could be cost and another data variable could betime or schedule. Project managers naturally ask the question: How does cost behave in thepresence of a longer or shorter schedule? Questions such as these are amenable toregression analysis. The primary outcome of regression analysis is a formula for a curve that
 "best" fits the data observations. Not only does the curve visually reinforce the relationshipbetween the data points, but the curve also provides a means to forecast the next data pointbefore it occurs or is observed, thereby providing lead time to the project manager duringwhich risk management can be brought to bear on the forecasted outcome.
 Beyond just the dependency of cost on schedule, cost might depend on the training hoursper project staff member, the square feet of facilities allocated to each staff member, theindividual productivity of staff, and a host of other possibilities. Of course, there also are many
 multivariate situations in projects that might call for the mathematical relationship of one onthe other, such as employee productivity as an outcome (dependency) of training hours. For each of these project situations, there is also the forecast task of what the next data point isgiven another outcome of the independent variable. In effect, how much risk is there in thenext data set?
 Single-Variable Regression
 Probably the easiest place to start with regression analysis is with the case introduced aboutcost and schedule. In regression analysis, one or more of the variables must be theindependent variable. The remaining data variable is the dependent variable. The simplestrelationship among two variables, one independent and one dependent, is the linear equation of the form
 Y = a * X + b
 where X is the independent variable, and the value of Y is dependent on the value of X.When we plot the linear equation we observe that the "curve" is a straight line. Figure 8-1provides a simple illustration of the linear "curve" that is really a straight line. In Figure 8-1,the independent variable is time and the dependent variable is cost, adhering to the time-
 honored expression "time is money." 
 Figure 8-1: Linear Equation.
 Those familiar with linear equations from the study of algebra recognize that the parameter 
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 "a" is the slope of the line and has dimensions of "Y per X," as in dollars per week if Y weredimensioned in dollars and X were dimensioned in weeks. As such, project managers canalways think of the slope parameter as a "density" parameter. [2] The "b" parameter is usuallycalled the "intercept," referring to the fact that when X = 0, Y = b. Therefore, "b" is theintercept point of the curve with the Y-axis at the origin where X = 0.
 Of course, X and Y could be deterministic variables (only one fixed value) or they could berandom variables (observed value is probabilistic over a range of values). We recognize that
 the value of Y is completely forecasted by the value of X once the deterministic parameters"a" and "b" are known.
 In Figure 8-2, we see a scatter of real observations of real cost and schedule data laid on thegraph containing a linear equation of the form we have been discussing, C = a * T + b.Visually, the straight line (that is, the linear curve) seems to fit the data scatter pretty well. Asproject managers, we might be quite comfortable using the linear curve as the forecast of data values beyond those observed and plotted. If so, the linear equation becomes the"regression" curve for the observed data.
 Figure 8-2: Random "Linear" Data.
 Calculating the Regression Curve
 Up to this point, we have discussed single independent variable regression, albeit with thecart in front of the horse: we discussed the linear equation before we discussed the data
 observations. In point of fact, the opposite is the case in real projects. The project team hasor makes the data observations before there is a curve. The task then becomes to find acurve that "fits" the data. [3]
 There is plenty of computer tool support for regression analysis. Most spreadsheetsincorporate the capability or there is an add-in that can be loaded into the spreadsheet toprovide the functionality. Beyond spreadsheets, there is a myriad of mathematics andstatistics computer packages that can perform regression analysis. Suffice it to say that inmost projects no one would be called on to actually calculate a regression curve.
 Nevertheless, it is instructive to understand what lies behind the results obtained from thecomputer's analysis.
 In this book, we will constrain ourselves to a manual calculation of a linear regression curve.Naturally, there are higher order curves involving polynomial equations that plot as curvesand not straight lines. Again, most spreadsheets offer a number of curve fits, not just the
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 r 2 = 1 - (Y 2distance/Y 2dAv)
 0 = r 2 = 1
 Most mathematical packages that run on computers and provide regression analysis also
 calculate the r 
 2
  and can report the figure in tables or on the graphical output of the package.Being able to calculate r 2 so conveniently relieves the project manager of having to calculate
 all the distances first to the regression line and then to the average value of Y . Moreover, theregression analyst can experiment with various regression lines until the r 2 is maximized. After all, if r 2 = 1, then the regression line is "perfectly" fitted to the data observations; theadvantage to the project team is that with a perfect fit, the next outcome of Y  is predictablewith near certainty. The corollary is also true: the closer r 2 is to 0, the less predictive is the
 regression curve and the less representative of the relationship between X  and Y . Here arethe rules:
 r 2 = 1, then Y 2distance/Y 2dAv = 0, or Y 2distance = 0
 where "Y 2distance = 0" means all the observations lie on the regression line and the fit of the
 regression line to the data is perfect.
 r 2 = 0, then Y 2distance/Y 2dAv = 1
 where "Y 2distance/Y 2dAv = 1" means that data observations are more likely predicted by theaverage value of Y  than by the formula for the regression line. The line is pretty much
 useless as a forecasting tool.
 Figure 8-5 shows the r 2 for a data set.
 Figure 8-5: r 2 of Data Observations.
 Some Statistical Properties of Regression Results
 There are some interesting results that go along with the analysis we have been developing.
 For one thing, it can be shown [4] that the estimate of "a" is a random variable with Normaldistribution. Such a conclusion should not come as a surprise since there is no particular reason why the distribution of values of "a" should favor the more pessimistic or the moreoptimistic value. All of the good attributes of the Normal distribution are working for us now:"a" is unbiased maximum likelihood estimator for the true value of "a" in the population. Inturn, the expected value of "a" is the true value of "a" itself:
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 [2]The word density used in a mathematical context refers to the incremental change in thedependent variable in response to an incremental change in the independent variable. Wehave already used the density concept when we referred to the probability distribution as theprobability density curve.
 [3]Of course, there is a place in project management for the "cart to come before the horse"
 and that is in hypothesis analysis and forecasting before the fact. In hypothesis analysis, thetask is to validate that the data observed fit the forecast or hypothesis and that there is proper cause and effect and not just coincidence or other unidentified dependencies.
 [4]Downing, Douglas and Clark, Jeffery, Statistics the Easy Way , Barron's, Hauppauge, NY,1997, pp. 264–269.
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 of all outcomes lie more than ±2s  from the mean value of a Normal distribution. In other words, we are about 96% confident that an outcome will be within ±2s  of the mean. If themean and variance (and from variance the standard deviation can be calculated) can beestimated from simulation, then the project manager can get a handle on the Type 1 error (rejecting something that is actually true). Figure 8-7 illustrates the points we are making.
 Figure 8-7: Type 1 and 2 Errors.
 Testing for the Validity of the Hypothesis
 Having constructed a null hypothesis and its alternative, H(0) and H(1), and made someassumptions about the outcomes being Normal because of the tendency of a large number of trials to have a Normal distribution, the question remains: Can we test to see if the H(0) isvalid? In fact, there are many things we can do.
 The common approach to hypothesis testing is to test the performance of a test statistic. For example, with the Normal distributions of H(0) and H(1) normalized to the standard Normal
 plot, where the value of s  = 1 and µ = 0, then if an outcome were any normalized number greater than about three, you would suspect that outcome did not belong to the H(0) sincethe confidence of a normalized outcome of three or more is only about a quarter of apercent, 0.26% to be more precise. We get this figure from a table of two-sided Normalprobability density values or from a statistical function in a mathematics and statisticalpackage.
 t-Statistic Test
 The other common test in hypothesis testing is to discover the true mean of the distributionfor H(0) and H(1). For this task, we need a statistic commonly called the "t statistic" or the"Student's t" statistic. [5] The following few steps show what is done to obtain an estimate of the mean of the distribution of the hypothesis:
 From the data observations of the outcomes of "n" trials of the hypothesis, calculate thesample average. Sample average = H av = (1/n) * H i, where H i is the ith outcome of the hypothesis trials.
 Calculate the sample variance, Var H  = [1/(n-1)] * (H i - H av)2.
 Calculate a statistic, t = v n * (H av - µ)/v Var H , where µ is an estimate of the true mean
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 for which we are testing the validity of the assumption that µ is correct.
 Look up the value of t in a table of t statistics where n-1 = "degrees of freedom." If the
 value of t is realistic from the lookup table, then µ is a good estimate of the mean. For example, using a t-statistics lookup table for n-1 = 100, the probability is 0.99 that thevalue of t will be between ±2.617. If the calculated value of t for the observed data is not
 in this range, then the hypothesis regarding the estimate of the mean is to be rejectedwith very little chance, less than 1%, that we are committing a Type 1 error.
 [5]The "t statistic" was first developed by a statistics professor to assist his students. Theprofessor chose not to associate his name with the statistic, but named it the "Student's t"instead.
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 Risk Management with the Probability Times ImpactAnalysis
 It is good practice for the project management team to have a working understanding of statistical and numerical methods to apply to projects. Most of what we have discussed hasbeen aimed at managing risk so that the project delivers business value and satisfies thebusiness users and sponsors. Experienced project managers know that the number of 
 identified risks in projects can quickly grow to a long list, a list so long as to lose meaning andbe awkward and ineffective to manage. The project manager's objective is to filter the listand identify the risks that have a prospect of impacting the outcome of the project. For thisfiltering task, a common tool is the P * I analysis, or the "probability times impact" analysis.
 Probability and Impact
 To this point we have spent a good deal of time on the probability development and analysis
 as applied to a project event, work breakdown structure (WBS) work package, or other project activity. We have not addressed to any great extent the impact of any particular risk tothe project. Further, the product of impact and probability really sets up the data set to befiltered to whittle down the list. For example, a risk with a $1 million impact is really a $10,000risk to manage if the probability of occurrence is only 1%. Thus, the attitude of the project
 manager is that what is being managed is a $10,000 problem, not $1 million.
 The $10,000 figure is the weighted value of the risk. Take note that in other chapters we
 have called the weighted value the expected value (outcome times probability of outcome).When working with weighted values, it is typical to sum all the weighted values to obtain thedollar value of the expected value of the risks under management. On a weighted basis, it isreasonable to expect that some risks will occur in spite of all efforts to the contrary and some
 risks will not come true. But on average, if the list of risks is long enough, the weighted valueis the best estimate of the throughput impact.
 Risk under management = (Risk $value * Risk probability) (dollar value)
  Average risk under management = (1/N) * (Risk $value * Risk probability) (dollar value)
 Risk under management = Throughput $impact to project
 From the Central Limit Theorem, if the list of risks is "long enough," we know that theprobability distribution of the average of the risks under management will be Normal, or approximately so. This means that there is equal pessimism and optimism about the ultimatedollar value of risks paid. We also know that the variance of the average will be improved by
 a factor of 1/N, where N is the number of risks in the weighted list.
 Throughput is a concept from the Theory of Constraints applied to project management. As
 in the critical chain discussion, throughput is the portion of total activity that makes its way allthe way to project outcomes. The constraint in this case is risk management. The risks thatmake it through the risk management process impact the project. The dollar value of thoseimpacts is the throughput of the risk possibilities to the project.
 Obviously, the risk under management must be carried to the project balance sheet on theproject side. If the expected value of the project plus the risk under management does not fitwithin the resources assigned by the business, then the project manager must takeimmediate steps to more rigorously manage the risks or find other offsets to bring the project
 into balance.
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 Once the P * I calculations are made, the project team sets a threshold for risks that will beactively managed and are exposed to the project team for tracking. Other risks not above thethreshold go on another list of unmanaged risks that are dealt with as circumstances andsituations bring them to the forefront.
 Unmanaged Risks
 Project managers cannot ordinarily devote attention to every risk that anyone can think of during the course of the project life cycle. We have discussed several situations where sucha phenomenon occurs: the paths in the network that are not critical or near critical, the risksthat have very low P * I, and the project activities that have very low correlation with other activities and therefore very low r 2 figures of merit. The fact is that in real projects, low-impact
 risks go on the back burner. The back burner is really just another list where the activities judged to be low threats are placed. Nothing is ever thrown away, but if a situation arises thatpromotes one of these unmanaged risks to the front burner, then that situation becomes thetime and the place to confront and addresses these unmanaged risks.[6]
 Schuyler, John, Risk and Decision Analysis in Projects, Second Edition, ProjectManagement Institute, Newtown Square, PA, 2001, pp. 35 and 52.
 [7]Various types of utility factors can be applied to different risks and different cost accounts inthe WBS. For instance, the utility concepts in software might be quite different from the utilityconcepts in a regulatory environment where compliance, or not, could mean shutting down
 company processes and business value. Generally, if the downside is somehow deemedunaffordable or more onerous than the unweighted impact of the risk, then a weight, greater than 1, is applied to the risk. The utility dollars = real dollars * risk-averse factor. For instance,if the downside of a software failure is considered to have 10 times the impact on thebusiness because of customer and investor relationships than the actual dollar impact to the
 project, then the equation for the software risk becomes utility dollars = real dollars * 10.
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 Six Sigma and Project Management
 Six Sigma is just making its appearance in project management. Six Sigma is the name
 coined by Motorola in the 1980s for a process and throughput improvement strategy it
 developed from some of the process control work done originally in the Bell Laboratories inthe 1920s and later taken to Japan in the 1950s by W. Edwards Deming. Six Sigma's goal isto reduce the product errors experienced by customers and to improve the quality of products as seen and used by customers. Employing Six Sigma throughout Motorola led, in
 part, to its winning the prestigious Malcolm Baldrige National Quality Award 1988.
 The name "Six Sigma" has an origin in statistics. The word "sigma" we recognize as the
 Greek letter "s" which we know as a. From our study of statistics, we know that the standarddeviation of a probability distribution is denoted by s . Furthermore, we know that theconfidence measures associated with a Normal distribution are usually cast in terms of somany s  from the mean: for example, as said many times before in this book, ±1s  from themean includes about 68.3% of the possible values of a random variable with a Normal
 distribution. Most project managers are comfortable with "2s " estimating, which covers over 95% of all outcomes, and some project managers refine matters to "3s ", whichencompasses a little over 99.7% of all outcomes. Six Sigma seems to be about going ±"6s "from the mean and looking at the confidence that virtually all outcomes are accounted for inthe analysis. In reality only ±4.5s  is required and practiced in the Six Sigma program, as wewill see.
 Six Sigma and Process Capability
 Six Sigma is a process capability (Cp) technique. What is meant by process capability? Everyman-made process has some inherent errors that are irreducible. Other errors creep in over time as the process is repeated many times, such as the error that might be introduced bytool wear as the tool is used many times in production. The inherent errors and the allowableerror "creep" are captured in what is called the "engineering tolerance" of the process.
 Staying within the engineering tolerances is what is expected of a capable process. If theNormal distribution is laid on a capable process, as shown in Figure 8-8, in such manner thatthe confidence limits of the Normal distribution conform to the expectations of the process,then process engineers say with confidence that the process will perform to the requiredspecification.
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 Figure 8-8: Capable Process and Normal Distribution.
  A refinement of the process capability was to observe and accommodate a bias in position of the process mean. In other words, in addition to small natural random effects that areirreducible, and the additional process errors that are within the engineering tolerance, there
 is also the possibility that the mean of the process will drift over time, creating a bias. Acapable process with such a characteristic is denoted Cpk.
 3.4 Parts Per Million
 In the Motorola process, as practiced, the process mean is allowed to drift up to 1.5s  ineither direction, and the process random effects should stay within an additional ±3s  from
 the mean at all times. Thus, in the limit, the engineering tolerance must allow for a total of ±4.5s  from the mean. At ±4.5s , the confidence is so high that speaking in percentages, aswe have done to this point, is very awkward. Therefore, one interesting contribution made bythe promoters of Six Sigma was to move the conversation of confidence away from the ideaof percentages and toward the idea of "errors per million opportunities for error." At the limitof ±4.5s , the confidence level in traditional form is 99.9993198% or, as often said in
 engineering shorthand, "five nines."
 However, in the Six Sigma parlance, the process engineers recognize that the tails of the
 Normal distribution, beyond 4.5s  in both directions, hold together only 6.8 * 10-6 of the areaunder the Normal curve:
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 Total area under the Normal curve = 1
 1 - 0.999993198 = 0.00000680161 = 6.8 * 10-6
 Each tail, being symmetrical on each side, holds only 3.4 * 10-6 of the area as shown inFigure 8-9. [8] Thus, the mantra of the Six Sigma program was set at having the engineering
 tolerance encompass all outcomes except those beyond 4.5s  of the mean. In effect, theconfidence that no outcome will occur in the forbidden bands is such that only 3.4 out-of-tolerance outcomes (errors) will occur in either direction for every 1 million opportunities. Thestatement is usually shortened to "plus or minus 3.4 parts per million,"  with the word "part"referring to something countable, including an opportunity, and the dimension that goes with
 the word "million" is silently implied but of course the dimension is "parts."
 Figure 8-9: 3.4 Parts Per Million.
 The move from 4.5s  to Six Sigma is more marketing and promotion than anything else. Thestandard remains 3.4 parts per million.
 Six Sigma Processes
 In one sense, Six Sigma fits very well with project management because it is a repeatable
 methodology and the statistics described above are the outcome of a multistep process not
 unlike many in project management. Summarizing Six Sigma at a high level:
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 Define the problem as observed in the business or by customers and suppliers
 Define the process or processes that are touched by the problem
 List possible causes and effects that lead toward or cause the problem within theprocess
 Collect data according to an experiment designed and developed to work against thecauses and effects in the possible cause list
  Analyze what is collected
 Exploit what is discovered in analysis by designing and implementing solutions to theidentified problem
 Project Management and Six Sigma
 Looking at the project management body of knowledge, especially as set forth by the ProjectManagement Institute® virtually every process area of project management has a multistepapproach that is similar in concept to the high-level Six Sigma steps just described.Generally, project management is about defining the scope and requirements, developingpossible approaches to implementing the scope, estimating the causes and effects of 
 performance, performing, measuring the performance, and then exploiting all efforts bydelivering product and services to the project sponsor.
 The differences arise from the fact that a project is a one-time endeavor never to be exactlyrepeated, and Six Sigma is a strategy for repeated processes. Moreover, project managersdo a lot of work and make a lot of progress at reasonable cost with engineering-qualityestimates of few parts per hundred (2s ) or perhaps a few parts per thousand (3s ). However,even though projects are really only done once, project managers routinely use simulation torun projects virtually hundreds and thousands of times. Thus, there is some data collection
 and analysis at the level of few parts per thousand though there may be many millions of data elements in the simulation.
 The WBS and schedule network on very large projects can run to many thousands of workpackages, perhaps even tens of thousands of work packages, and thousands of networktasks, but rare is the project that would generate meaningful data to the level of 4.5 s .
 The main contribution to projects is not in the transference to projects of process controltechniques applicable to highly repetitive processes, but rather the mind-set of high qualitybeing self-paying and having immeasurable good consequences down the road. In thissense, quality is broadly dimensioned, encompassing the ideas of timeliness, functional fit,
 environmental fit, no scrap, no rework, and no nonvalue-added work.
 Six Sigma stresses the idea of high-quality repeatability that plays well with the emerging
 maturity model standards for project management. Maturity models in software engineeringhave been around for more than a generation, first promoted by the Software EngineeringInstitute® in the early 1980s as means to improve the state of software engineering andobtain more predictable results at a more predictable resource consumption than heretoforewas possible. In this same time frame, various estimating models came along that dependedon past projects for historical data of performance so that future performance could be
 forecast. A forecast model coupled with a repeatable process was a powerful stimulus to thesoftware industry to improve its performance.
 In like manner, the maturity model and the concepts of quality grounded in statisticalmethods will prove simulative to the project management community and will likely result in
 more effective projects.[8] A notation common with very small numbers, 3.4 * 10-6 means "3.4 times 1/1,000,000" or 
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 Quality Function Deployment
 Quality Function Deployment (QFD) is about deployment of project requirements into the
 deliverables of the WBS by applying a systematic methodology that leads to build-to and
 buy-to specifications for the material items in the project. QFD is a very sophisticated andelegant process that has a large and robust body of knowledge to support users at all levels.One only need consult the Internet or the project library to see the extent of documentation.
 QFD is a process and a tool. The process is a systematic means to decomposerequirements and relate those lower level requirements to standards, metrics, developmentand production processes, and specifications. The tool is a series of interlocked and related
 matrices that express the relationships between requirements, standards, methods, andspecifications. At a top level, Figure 8-10 presents the basic QFD starting point.
 Figure 8-10: The House of Quality.
 Phases of Quality Function Deployment
  Although there are many implementations and interpretations of QFD that are industry andbusiness specific, the general body of knowledge acknowledges that the deployment of requirements down to detailed specifications requires several steps called phases.
 Requirements are user or customer statements of need and value. As such, customer requirements should be solution free and most often free of any quantitative specifications
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 that could be construed as "buy-to" or "build-to." Certainly the process limits discussed in thesection on Six Sigma would not ordinarily be in the customer specification. Thus, for example, the Six Sigma process limits need to be derived from the requirements bysystematic decomposition and then assignment of specification to the lowest levelrequirements.
 Figure 8-11 presents a four-phase model of QFD. Typically, in a real application, the projectmanager or project architect will customize this model into either more or fewer steps and
 will "tune" matrices to the processes and business practices of the performing organization.We see in Phase A that the customer's functional and technical requirements are the entrypoint to the first matrix. The Phase A output is a set of technical requirements that arecompletely traceable to the customer requirements by means of the matrix mapping. Someproject engineers might call such a matrix a "cross-reference map" between "input" and"output." The technical requirements are quantitative insofar as is possible, and the technical
 requirements are more high level than the specifications found in the next phase. Technicalrequirements, like functional requirements, are solution free. The solution is really in thehardware and software and process deliverables of the cost accounts and work packages of the WBS. As such, technical requirements represent the integrated interaction of the WBS
 deliverables.
 Figure 8-11: QFD Phases.
 Following Phase A, we develop the specifications of the build-to or buy-to deliverables thatare responsive to the technical and functional requirements. We call the next step Phase B.The build-to or buy-to deliverables might be software or hardware, but generally we arelooking at the tangibles in the work packages of the WBS. Specifications typically are
 numerical and quantitative so as to be measurable.
 Subsequent phases link or relate the technical specifications to process and methodology of 
 production or development, and then subsequently to control and feedback mechanisms.
 Project managers familiar with relational databases will see immediately the parallels
 between the matrix model of QFD and the relational model among tables in a database. The"output" of one matrix provides the "input" to the next matrix; in a database, the "outputs" arefields within a table, and the output fields contain the data that are the "keys" to the next
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 table. Thus, it is completely practical to represent QFD in a relational database, and thereare many software tools to assist users with QFD practices. Practitioners will find thatmaintenance of the QFD model is much more efficient when employing an electroniccomputer-based database rather than a paper-based matrix representation.
 Quantitative Attributes on the Quality Function DeploymentMatrix
 Looking in more detail at the house of quality in Figure 8-12, we see that there are a number of quantitative attributes that can be added to and carried along with the matrices. Thespecific project to which QFD is applied should determine what attributes are important.
 Figure 8-12: QFD Details.
 Symbols are sometimes added to the QFD chart; the symbols can be used to denoteimportance, impact, or probability of occurrence. Symbols could also be used to showsensitivity relationships among matrix entries. Sensitivity refers to the effect on attribute,parameter, or deliverable caused by a change in another attribute, parameter, or deliverable.The usual expression of sensitivity is in the form of a density: "X change per unit of change in
 Y."
 Validating the Quality Function Deployment Analysis
  A lot of effort on the part of the project team often goes into building the QFD house of quality matrices; more effort is required to maintain the matrices as more informationbecomes available. Some project teams build only the first matrix linking customer andproject requirements, while others go on to build a second matrix to link project requirements
 with either key methods, processes, or specifications.
 It is imperative that the project efforts toward QFD be relevant and effective. In part,
 achieving a useful result requires validation of the QFD results by business managers (Phase A) and by other subject matter experts (SMEs) on the various phases. Validation begins with
 coordination with the business analysis documented on the balanced scorecard, Kanoanalysis, or other competitive, marketing, or risk analysis. Validation often follows the so-
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 called "V-curve" common in system engineering. An illustration of the "V-curve" applied tothe QFD validation is shown in Figure 8-13.
 Figure 8-13: V-Curve Validation Process.
 Once validated to external drivers, such as the balanced scorecard or Kano analysis, theproject team can validate the QFD matrices by examining the internal content. For instance,
 there should be no blank rows or columns. At least one data element should be associatedwith every row or column. Attributes that are scored strongly in one area should have strongimpacts elsewhere and, of course, document all the assumptions and constraints that bear on attribute ratings and relationships. Examine the assumptions and constraints for consistency and reasonableness as applied across the project. Independent SMEs could beemployed for the process, and the independent SMEs could be employed in a Delphi-like
 strategy to make sure that nothing is left behind or not considered.
 Affinity and Tree Diagrams in Quality Function Deployment
  Affinity diagrams are graphical portrayals of similar deliverables and requirements groupedtogether, thereby showing their similarity to or affinity for each other. Tree diagrams are likethe WBS, showing a hierarchy of deliverables, but unlike the WBS, the QFD tree diagrams
 can include requirements, specifications, methods, and processes. Tree diagrams andaffinity diagrams are another useful tool for identifying all the relationships that need to berepresented on the QFD matrices and for identifying any invalid relationships that might havebeen placed on the QFD matrix.
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 Summary of Important Points
 Table 8-2 provides the highlights of this chapter.
 Table 8-2: Summary of Important Points
 Point of 
 Discussion
 Summary of Ideas Presented
 Regressionanalysis Regression analysis is a term applied by mathematicians
 to the investigation and analysis of the behaviors of oneor more data variables in the presence of another datavariable.
 The primary outcome of regression analysis is a formula
 for a curve that "best" fits the data observations.
 In regression analysis, one or more of the variables mustbe the independent variable.
 Statistical methods aim to minimize the distance or error 
 between the probabilistic values and the real value of thevariable.
 If r 2 = 1, then the regression line is "perfectly" fitted to thedata observations; if r 2 is 0, the regression curve is lessrepresentative of the relationship between X and Y.
 Hypothesistesting The Type 1 error is straightforward: the hypothesis is true
 but we reject or ignore the possibility.
 The Type 2 error is usually less risky: we falsely believethe alternate hypothesis and make investments to protectagainst the outcome that never happens.
 We have to establish an interval around the likelyoutcome, called the interval of acceptance, within which
 we say "good enough."
 Regardless of the actual distribution, over a very largenumber of trials the average outcome distribution will beNormal.
  A common test in hypothesis testing is to discover the
 true mean of the distribution for H(0) and H(1) using astatistic commonly called the "t statistic."

Page 230
                        

7/24/2019 J Ross Publishing Quantitative Methods In Project Management Ebook-Lib.pdf
 http://slidepdf.com/reader/full/j-ross-publishing-quantitative-methods-in-project-management-ebook-libpdf 230/279
 Riskmanagementwith P * I
 The project manager's objective is to filter the list and
 identify the risks that have a prospect of impacting theoutcome of the project. For this filtering task, a commontool is the P * I analysis, or the "probability times impact"
 analysis.
 Risk under management (dollar value) = (Risk $value *
 Risk probability).
 The average of the risks under management will beNormal or approximately so.
 Six SigmaSix Sigma's goal is to reduce the product errorsexperienced by customers; in other words, to improve thequality of products as seen and used by customers.
 In the Motorola process, the process mean is allowed todrift up to 1.5s  in either direction, and the processrandom effects should stay ±3s  from the mean at alltimes.
 The confidence that no outcome will occur out of 
 tolerance is such that only 3.4 out-of-tolerance outcomes(errors) will occur in either direction for every 1 millionopportunities.
 The differences between project management and SixSigma arise from the fact that a project is a one-time
 endeavor never to be exactly repeated and Six Sigma is astrategy for repeated processes.
 Six Sigma stresses high-quality repeatability that playswell with the emerging maturity model standards for project management.
 Quality function
 deployment QFD is about deployment of project requirements into thedeliverables of the WBS by applying a systematicmethodology that leads to build-to and buy-to
 specifications for the material items in the project.
 QFD is a process and a tool.
 The process is a systematic means to decomposerequirements and relate those lower level requirements
 to standards, metrics, development and productionprocesses, and specifications.
 The tool is a series of interlocked and related matricesthat express the relationships between requirements,standards, methods, and specifications.
  Achieving a useful QFD result requires validation of results by business managers and by other subject
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 matter experts.
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 Chapter 9: Quantitative Methods in Project
 Contracts
 Now this is not the end. It is not even the beginning of the end. It is perhaps the end of 
 the beginning.
 Sir Winston ChurchillLondon, 1942
 Project Contracts
 Contracts between suppliers and the project team are commonly employed to accomplishtwo objectives:
 Change the risk profile of the project by transferring risk from the project team to thesupplier. Presumably, a due diligence examination of the supplier's ability to performconfirms that the supplier has a higher probability of accomplishing the scope of work inacceptable time at reasonable cost than does the project team. The decision-makingprocesses discussed in this book provide a method and tool for making contracting
 decisions.
 Implement policy regarding sharing the project opportunity with participants in the
 supply chain. If the contract is related to a public sector project, public policy regardingsmall business and minority business participation may be operative on the projectteam. In the private sector, there may be policy to involve selected suppliers and
 customers in projects, or there may be policy to not involve selected participants in theproject.
 In this chapter, we will address project contracting as an instrument of risk management.
 The Elements of a Contract
  A contract is a mutual agreement, either oral or written, that obligates two or more parties to
 perform to a specific scope for a specified consideration, usually in a specified time frame.The operative idea here is mutual  agreement. A contract cannot be imposed unilaterally onan unwilling supplier. In effect, as project manager you cannot declare the project to be incontract with a supplier, have an expectation of performance, and then return later and claim
 the supplier is in breach for not performing. Therefore, it is generally understood in thecontracting community that the following five elements need to be in place before there is alegal and enforceable contract:
 There must be a true offer to do business with a supplier by the project or contractingauthority.
 There must be a corresponding acceptance of the offer to do business by the supplier'scontracting authority.
 There must be a specified consideration for the work to be performed. Considerationdoes not need to be in dollar terms. Typical contract language begins: "In considerationof _______, the parties agree......"
 The supplier must have the legal capacity to perform. That is, the supplier may not
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 materially misrepresent the supplier's ability to perform.
 The statement of work (SOW) must be for a legal activity. It is not proper to contract for 
 illegal activity.
 Project and Supplier Risks in ContractsContracts are used largely to change the risk profile of the project. Project managerscontract for skills, staff, facilities, special tools and methods, and experience not available or not available at low enough risk in the project team itself. Some contracts begin as "teamagreements" wherein two companies agree to work together in a prime contractor-
 subcontractor role, whereas other contracts are awarded to a sole source, selected source,or competitive source. [1]
 Regardless of how the two parties come together with a contract, the fact is that both partiesassume some of the risk of the endeavor. Contracting cannot eliminate project risk; projectrisk can simply be made manageable by transference to a lower risk supplier. For the projectmanager, the primary residual risk, once the contract is in place, is performance failure on
 the part of the supplier. The supplier may run into unforeseen technical problems,experience business failures elsewhere that affect the project, or be subject to externalthreats such as changes in regulations or uncontrollable acts of God. Of course, dependingon the type of contract selected, the project manager may choose to retain some or most of the cost risk of the SOW and only transfer the risk of performance to the supplier.
 The supplier is on the receiving end of the risk being transferred out of the project. If thesupplier is competent and experienced, and has the staff, tools and methods, facilities, andfinancial backing to accept the SOW, then the supplier's risk is minimized and the contract is
 a viable business opportunity for the supplier. Further, as mentioned above, the projectmanager may elect to retain the cost risk and thereby transfer only performance risk to thesupplier. But, of course, in all contracting arrangements, the project is the supplier's
 customer. Customers in a contracting relationship are a source of risk. The project(customer) could breach the contract — by failing to provide specified facilities, information,technical or functional assistance — or could fail to pay or could delay payments.
 Both parties seek to minimize their risk when entering into a contract. The supplier will beinclined to identify risks early enough so that provisions in the contract can cover the risks:
 more money, more time, and assistance in various forms. The project team will be inclined toseek performance guarantees and the means to reward upside achievement or punishdownside shortfalls. Each party invokes its risk management plan when approaching acontract opportunity.
 Contracting Vehicles
 Contracts used to convey the SOW from the project to the supplier fall into two broad
 categories:
 Fixed price (FP) contracts that transfer both the cost and performance risk to the
 supplier. FP contracts require the contractor to "complete" the SOW. In this sense, FP 
 contracts are "completion" contracts. FP contracts are appropriate when the scope of the SOW is sufficiently defined that a price and schedule can be definitely estimated and"fixed" for the required performance. FP contracts are inappropriate for many R&Dactivities where the scope of work is indefinite.
 Cost plus (CP) or cost-reimbursable contracts that transfer only a portion of the cost
 risk to the contractor (supplier) and require only a contractor's "best effort" towardcompleting the SOW. CP contracts are not completion contracts. CP contracts are theappropriate vehicle for R&D and other endeavors where the scope is not defined to the
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 point that definitive estimates can be made. Although CP contracts have an estimatedscope of work, the contractor is only bound to perform in a reasonable and competentmanner. The contractor is not bound to "complete" the SOW since the true scope isunknown. Projects with large "rolling wave" plans are best accomplished with CPcontracts.
 In addition to the FP and CP categories that broadly define which party has the cost andscope risk in the arrangement, there are categories for handling the amount of profit that a
 supplier can make on a contracted scope of work:
 The profit (fee) could be built into the contract price and not visible to the project
 manager. Firm fixed price (FFP) contracts have only one dollar parameter: price. Onlythe supplier knows the potential profit in the deal; the profit is a combination of a riskpremium to cover the supplier's assumed risk and a profit amount to earn thecontractor's required return on cost.
 The fee could be fixed by mutual negotiation (fixed fee, FF). FF is appropriatelycombined with cost-reimbursable contracts.
 The fee could be variable depending on performance. Variable fees could be combinedwith either FP or CP contracts. Two fee types are typically employed: (1) an incentivefee that is paid according to a formula based on performance of either cost or schedule
 or both and (2) an award fee that is paid according to criteria of performance attributes. Award fee is not necessarily formula driven and the amount paid is always subject to the judgment and opinion of the award fee authority in the project.
 [1]Sole source: there is only one contractor known to have the ability to perform the SOW.Selected source: a contractor selected without competition to perform the SOW. Competitivesource: a contractor selected from among a peer group of competent offerors on the basis
 of competition.
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 The Mathematics of Project Contracts
 Mathematical formulas enter the picture when the project manager seeks to dollar-quantify
 the risk transferred or retained by a contracting activity. Each contract type, whether FP or 
 CP, has a set of mathematical parameters. Table 9-1 provides a summary of the major contract types and the principal financial parameters for each. In the following paragraphs,we will present examples of how these parameters are applied to various contracts. Let'sbegin with FFP.
 Table 9-1: Financial Parameters in Contracts
 Contract Type Contract Parameters
 Firm fixed price (FFP) Total price
 Fixed price incentive fee (FPIF) Target cost, target fee, target price, price ceiling,share ratio
 Fixed price award fee (FPAF) Total price, award fee, fee criteria
 Cost plus fixed fee (CPFF) Estimated target cost, fixed fee
 Cost plus incentive fee (CPIF) Target cost, target fee, target price, share ratio
 Cost plus award fee (CPAF) Target cost, target fee, target price, award fee,fee criteria
 Cost plus percentage of costs(CPPC)
  Actual cost, % uplift on cost
 Time and materials (T&M) Labor rates by labor categories, uplift fee on
 materials if any
 Fixed Price Contract Math
 Firm Fixed Price Example
 Scenario: A supplier is awarded an FFP contract for a special facility with certain specified
 features and functions. The contracted price is $100,000 and the schedule is 120 days. Thefacility is ready in time with all required features and functions. The supplier announces thatthe actual cost was only $80,000.
 Q: How much does the project owe the supplier on obtaining a certificate of occupancy?
 Answers
 A:  $100,000. The price is firm and fixed regardless of whether the supplier overran or underran the estimates.
 Let us move to another form of FP contract, one with an incentive fee, called FPI (fixed priceincentive). In an incentive fee arrangement, some of the cost risk is retained by the project,but the supplier is given the opportunity to earn more or less fee commensurate with
 performance. There are several financial parameters in the FPI calculation.
 Fixed Price Incentive Example
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 Scenario: A supplier is awarded an FPI contract to build a special facility with certainspecified features and functions. The contract cost (risk) sharing parameters are negotiated
 between the project and the contractor. In this example the parameters are as follows: thecontracted target price (TP) is $100,000, the target cost  (TC) is $85,000, the target fee (TF)is $15,000, the target return on cost  (ROC) is equal to 15/85 = 17.6%, the ceiling price (CPr)
 is $110,000, and the sharing ratio (SR) is 80%/20% applied to cost. The schedule is 120days.
 In this example, the facility is ready in time with all required features and functions. Actualcost is denoted AC, the contractor's share is denoted SRc, and in this example SRc is equal
 to 20%.
 The FPI formula is:
 Contractor payable = (TC - AC) * SRc + AC + TF = CPr 
 Case 1. The supplier announces that the actual cost was only $80,000, $5,000 below  targetcost; the supplier is paid according to the formula
 Contractor payable ($000) = ($85 - $80) * 0.2 + $80 + $15 = $96 = $110
 ROC = (96 - 80)/80 = 20%
 Case 2. The supplier announces that the AC = $95,000, $10,000 above TC:
 Contractor payable ($000) = ($85 - $95) * 0.2 + $95 + $15 = $108 = $110
 ROC = (108 - 95)/80 = 16.25%
 Case 3. The supplier announces that the AC = $105,000, $20,000 above TC:
 Contractor payable ($000) = ($85 - $105) * 0.2 + $105 + $15 = $116 = $110
 In this case, the ceiling price is exceeded. The project's cost risk is capped at $110,000, sothe contractor is paid only $110,000.
 ROC = (110 - 105)/105 = 4.8%
 It is instructive to understand what supplier cost, adjusted for incentive sharing, exactly equalsthe risk cap of the project. For this case, the contract situation has reached the point of totalassumption (PTA). Costs above the cost at PTA are borne exclusively by the supplier, asshown in Figure 9-1. Below the PTA, costs are shared by the project according to the sharingratio. The cost at PTA is defined by the formula
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 Figure 9-1: FPIF Risk.
 Cost at PTA: (TC - AC) * SRc + AC + TF = CPr 
 Solving for AC: AC at PTA = (CPr - TF - TC * SRc)/(1 - SRc)
 In the example that we have been discussing, the AC at PTA is ($000):
  AC at PTA = ($110 - $15 - $85 * 0.2)/(1 - 0.2) = $97.5
 Cost Plus Contract Math
 Let us look at the CP contract vehicle and see how the project manager's cost risk ishandled. Recall that the CP contract is primarily applied in situations where scope isindefinite and a cost estimate cannot be made to the precision necessary for an FP contract.In all CP contracts, the cost risk (as different from the fee) is largely retained by the project.On the other hand, the fee can either be fixed (no risk to the project) or made an incentive
 fee, usually on cost. With an incentive fee, the project assumes some of the risk of the totalfee paid.
 The simplest example of CP contracts is the CPFF (cost plus fixed fee), wherein thecontractor is reimbursed cost [2] and receives a fixed fee that is negotiated and set beforework begins. [3]
 Cost Plus Fixed Fee Example
 Scenario: A software program is to be developed for which the estimated cost is $100,000. Afixed fee of $8,000 is negotiated before the work starts. The estimated ROC is 8%. What is
 the contractor paid under the following cases?
 Case 1: AC = $90,000.
  Answer :
 Contractor payment = $90,000 + $8,000 = $98,000
 ROC = 8/90 = 8.9%
 Case 2: AC = $110,000.
  Answer :
 Contractor payment = $110,000 + $8,000 = $118,000
 ROC = 8/110 = 7.3%
 To reduce the risk to the project, the project manager decides to create an incentive on costsuch that on a 70%/30% share ratio, the contractor participates in any cost savings. Let's seehow this might work in the example just discussed.
 Cost Plus Incentive Fee Example
 Scenario: A software program is to be developed for which the estimated target cost  is$100,000. An incentive fee (IF) of $8,000 is negotiated before the work starts; the target 
  price is $108,000; there is no ceiling price. The project's cost liability is unlimited, as in all CPcontracts, regardless of incentives. The sharing ratio is 70%/30%. SRc = 30%. The estimated
 target ROC  is 8% = 8,000/100,000. What is the contractor paid under the following cases($000)?
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 Case 1: AC = $90, $10 under  the estimated cost.
 Contractor paid = AC + (TC - AC) * SRc + IF
 Contractor paid ($000) = $90 + ($100 - $90) * 0.3 + $8 = $101.3
 ROC = 11.3/90 = 12.6%
 Case 2: AC = $110, $10 over  the estimated cost.
 Contractor paid ($000) = $110 + ($100 - $110) * 0.3 + $8 = $113.7
 ROC = 3.7/110 = 3.4%
 Now compare the two CP examples to see how the risk to the project manager changed with
 the introduction of the incentive fee on cost ($000). The cases are illustrated in Figure 9-2:
 Case 1: AC = $90. With the CPFF, the project paid $98, whereas on the CPIF the
 project paid $101.3.
 Case 2 : AC = $110. With the CPFF, the project paid $118, whereas on the CPIF theproject paid $113.7.
 The risk range for the CPFF is from $98 to $118, a range of $20; on the CPIF, the risk
 range is from $101.3 to $113.7, a range of a lesser figure of $12.4. The risk range hasbeen reduced by employing incentives:
 Risk range improvement = (20 - 12.4)/20 = 38%
 Figure 9-2: CPIF Risk.
 Time and Materials Contract Math
  A commonly employed contract vehicle for obtaining the services of temporary staff or toengage in highly speculative R&D is the time and materials (T&M) contract. The usual form
 of this contract is that the time charges are at a standard and fixed rate for a labor category,but there may be many different labor categories, each with a different labor rate, that arechargeable to the contract. Nonlabor items for all manner of material, travel, subsistence,and other things are charged at actual cost, or actual cost plus a small percentage uplift for administrative handling.
 The T&M contract is somewhat of a hybrid, having FP rates but CP materials. In addition, the
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 total charges for labor are wholly dependent on how much of what kind of labor is actuallyused in the contract. The T&M contract shares the CP problem of no limit to the dollar liabilityof the project. The contractor need only provide a "best effort" toward the SOW. There is nofixed or incentive fee. The fee is fixed on a labor rate, but the total fee paid is dependent onwhat labor rates are employed and how much of each is used in the performance of the
 tasks on the work breakdown structure.
 Time and Materials Example 1
 Scenario: Two labor categories are chargeable to the contract, developer at $75/hour andtester at $50/hour; 50 hours of the former and 100 hours of the latter are employed on thework breakdown structure. In addition, $500 in tool rental and $300 in training expense arechargeable to the contract. A 2% fee is assessed for material handling.
 Q: What is the contractor paid at the end of servicesrendered?
 Answers
 A:  Contractor paid = $75 * 50 + $50 * 100 + ($500 + $300) * 1.02 =
 $9,566
 The supplier is at some risk on T&M contracts, but compared to FFP, the supplier's risk ispretty minimal. The supplier's risk is in the difference between the actual salaries and
 benefits paid to the employees and the standard rates charged in the contract. If salaries arehigher than the standard rates for the specific individuals provided, the supplier will losemoney. Consider the following example.
 Time and Materials Example 2
 Scenario: For the T&M scenario given above, assume that two developers, Tom and Mary,are provided for 25 hours each. Including benefits, Mary makes $76/ hour, more than the
 standard rate, and Tom makes $65/hour, less than the standard rate. Each billable hour byMary is a loss for the supplier, but each billable hour by Tom is profitable. Susan is providedas the tester and her salary is $48/hour, again profitable at the standard rate.
 Q: What is the contractor's ROC on this deal, considering only the labor (time)
 component?
 Answers
 A:  Cost = 25 * 76 + 25 * 65 + 100 * 48 = $8,325
 Revenue on labor = $75 * 50 + $50 * 100 =$8,750
 ROC = ($8,750 - $8,325)/$8,325 = 5.1%[2]In cost-reimbursable contracts, the contractor's costs consist of three components: directcosts of performance for labor and material (nonlabor) applied exclusively to the contract;overhead costs attendant to the direct costs, usually for managers, buildings, generalsupplies like pencil and paper, utilities, and so forth; and general and administrative costs
 (G&A) that cover marketing and sales, general management, finance and accounting,independent R&D, and human resources. Overhead and G&A are applied through
 multiplying the direct costs by a rate that recovers the overhead and G&A proportionately.For instance, if the overhead rate is 110% and the G&A rate is 35%, then for every direct
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 dollar of cost, the project is charged $1.10 additional for overhead and $0.35 for G&A,making the burdened cost  to the project of a direct dollar of cost equal to: $1 direct + $1.10overhead + $0.35 G&A = $2.45.
 [3]For organizations that routinely engage in CP contracting, guidelines are developed for calculating fee. Normally these guidelines are published for both parties, the contractor and
 the project. The guidelines help identify the fee rate given the fact that the contractor's costrisk is all but zero. Without risk, the fee represents more of an opportunity cost wherein theproject is seeking to attract the contractor's assets rather have some other opportunity
 capture the contractor's capability.
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 Summary of Important Points
 Table 9-2 provides the highlights of this chapter.
 Table 9-2: Summary of Important Points
 Point of 
 Discussion Summary of Ideas Presented
 Projectcontracts Contracts between suppliers and the project team are
 commonly employed to accomplish two objectives:change the risk profile of the project and implement policy 
 regarding sharing the project opportunity.
 Five elements are required to have a contract: offer to do
 business, acceptance of offer, consideration, legalcapacity, legal purpose.
 Project andsupplier risks Contracts do not eliminate risk.
 Contracts transfer risk among parties.
  All parties have a risk even after the contract is signed.
 Contractvehicles Fixed price contracts transfer the cost risk to the supplier 
 and require the contractor to "complete" the SOW.
 Cost plus or cost-reimbursable contracts transfer only aportion of the cost risk to the contractor (supplier) andrequire only a "best effort" toward completing the SOW.
 T&M contracts are minimum risk for the supplier andmaximum risk for the project; however, if not managedproperly, the supplier can lose money.
 Fees incontracts The fee could be fixed by mutual negotiation (fixed fee).
 The fee could be variable depending on performance.
 CPIF formula: Contractor paid = AC + (TC - AC) * SRc +IF.
 FPIF formula: Contractor payable = (TC - AC) * SRc + AC+ TF = CPr .
 PTA formula: AC (PTA) = (CPr  - TF - TC * SRc)/(1 - SRc).
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 Index
 A AC, see Actual cost
  Acceptance of the offer, 246
  Accomplishment, 174
  Accounting balance sheet, 14–18, 25
  Accrual method, 127–129
  Accruals, 151
  Actual cost (AC), 39, 153, 158–163, 167–171, 173, 174, 250–253
  Actual Cost of Work Performed (ACWP), 159
  Actuals to date (ATD), 82, 83
  ACWP, see Actual Cost of Work Performed
  Affinity diagram, 242
  Allocation, 85, 87, 88, 90, 163
  AND, 31, 32, 33
  ANSI/EIA 748, 156, 158
  Arithmetic average, 45, 47, 52, 56
  Asset, 14, 15, 16, 17, 18, 126, 128, 131, 133, 134, 142, 146
  ATD, see Actuals to date
  Average, 45, 47, 52, 222
  Award fee, 248, 249
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 Index
 BBackward path, 190, 191–192
 Balance, 126, 127, 130
 Balanced scorecard, 6, 22, 25, 125, 241
 Balance sheet, 126, 130–131, 134, 135, 143, 146, 150, 182, see also Project balance sheet
 Baseline, 82, 163, see also Performance measurement baseline
 Batch, 152
 Bayes' Theorem, 115–117, 120, 123, 204
 BCR, see Benefit/cost ratio
 BCWP, see Budgeted Cost of Work Performed
 BCWS, see Budgeted Cost of Work Scheduled
 Bell curve, 44, 59
 Benefit/cost ratio (BCR), 141
 Benefit returns, 135
 Best effort, 248
 BETA distribution, 42, 44, 53, 54, 58, 59, 64, 65, 90, 91, 154, 187, 194, 200, 212
 Bias, 86, 87
 Binomial distribution, 46
 Bottom-up estimating, 83, 84, 89–91, 98, 107, 182, 183
 Break-even point, 141
 Brooks Law, 205–206
 Budget, 82, 149, 174
 bottom-up, 89–91similar-to, 88–89, 90top-down, 85, 86–88variance to, 80
 Budgeted Cost of Work Performed (BCWP), 159
 Budgeted Cost of Work Scheduled (BCWS), 159
 Budgeting
 capital, see Capital budgetingwork breakdown structure and, 76–79
 Buffer, 188, 212, 213
 Business case, 183
 Business value, models of, 5, 21, 25balanced scorecard, 6, 22, 25, 125, 241
 integrating project balance sheet with, 21–23Kano, 8–11, 12, 13, 22, 25, 241Treacy-Wiersema, 7–8, 15, 22
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 Index
 CCapability, 21, 22, 24
 Capable process, 233, 234
 Capacity, 22, 24
 Capital, 14–16, 126, 128, 133, 142, 143cost of, 135, 137, 142
 Capital accounts, 80
 Capital budgeting, 134–136, 146
 Capitalized expense, 130
 Capital lease, 134
 Capital purchases, 80
 Capital structure, 134–135
 Cash, 146
 capital budgeting and, 134–136sources of, 131, 132, 133uses of, 131, 132, 133
 Cash earnings, 143
 Cash flow, 139, 140, 141, 143
 Cash flow statement, 126, 131–133, 134, 146, 150
 CCE, see Cost of capital employed
 CCF, see Cost of capital factor 
 Ceiling price, 250, 251
 Central Limit Theorem, 44, 55, 58–59, 65, 87, 98, 193–196, 214, 227, 230
 Central tendency, 154
 Charter, see Project charter 
 Chart of accounts, 76, 126, 133, 150
 Chebyshev's Inequality, 56
 Chief financial officer, 151
 Chi-square, 46
 COCOMO 81, 93, 94
 COCOMO II, 93–94
 Code of accounts, 76
 Coefficient of determination, 223–225
 Competitive bidding, 86
 Completion contract, 247
 Completion estimates, 95, 98
 Compounding, 137, 138
 Computer-aided simulation, 197
 Conditional branching, 35
 Conditional probabilities, 33–35
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 Conditions, decisions with, see Decisions with conditions
 Confidence, 36, 59, 60, 65, 85, 88, 90, 91, 96, 118, 136, 198, 212, 235
 Confidence estimate, 85
 Confidence intervals, 46, 59–60, 98, 196
 Confidence limits, 60, 65Confidence tables, 60, 61
 Consideration, 246
 Constraint, 211, 230
 Construction industry, 92
 Continuous distribution, decision tree with, 110
 Continuous probability function, 110
 Continuous random variable, 39, 41, 42, 48, 110
 Contract, 245–256
 elements of, 246mathematics of, 248–255
 cost plus, 251–253fixed price, 249–251time and materials, 253–255
 project and supplier risk in, 246–247types of, 247–248
 Contractor work breakdown structure, 76, 150
 Controller, 126, 133, 134, 137, 150, 151, 153
 Core competencies, 3–5
 Corrective action, 155
 Correlation, 60, 62, 63–64, 65, 204
 Correlation coefficient, 63
 Correlation function, 63
 Cost, 20, 22, 23, 58, 76–79, 80, see also Expenses; Resourcesactual, see Actual costapplying three-point estimates to, 154–155, 179categories, 154fixed, 60, 61–63
 regression analysis and, 217, 218standard, 153
 Cost account, 78, 79–81, 95, 97
 dollar sizing, 163–164rolling wave planning and, 164, 179
 Cost at completion, 82
 Cost history, 83, 89, 91, 94, 98
 Cost of capital, 135, 137, 143, 146
 Cost of capital employed (CCE), 142, 143, 144, 145
 Cost of capital factor (CCF), 142
 Cost of use, 134
 Cost performance index (CPI), 159, 162, 171
 Cost plus (CP) contract, 248, 249, 251–253Cost plus fixed fee (CPFF) contract, 249, 252
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 Cost plus incentive fee (CPIF) contract, 249, 253
 Cost-reimbursable contract, 5, 248, 252
 Cost/Schedule Control Systems Criteria (C/SCSC), 156, 159
 Cost variance, 159, 160, 161, 162, 167, 168, 169, 170, 171
 Covariance, 60, 61–63, 65, 204, 206CP, see Cost plus contract
 CPFF, see Cost plus fixed fee contract
 CPI, see Cost performance index
 CPIF, see Cost plus incentive fee contract
 Credits, 14–18, 20, 21, 133
 Critical chain, 188, 210–213, 214, 230
 Critical path, 187, 193, 195, 199, 200, 206, 207, 211, 212
 calculating, 189–190characteristics of, 188–189
 Critical path method (CPM), 187–192, 193, 200, 212, 213–214backward path, 191–192critical path, 188–190critical tasks, finding, 192, 193forward path, 190–191
 Critical tasks, 191, 193
 Cumulative probability, 98, 198, 200
 Cumulative probability density functions, 52
 Cumulative probability functions, 38, 39–41, 59, 64
 Customer, voice of the, 8
 Customer intimacy, 7
 Customer perspective, 6, 8
 Customer requirements, 238, 239
 Customer retention, 7
 Customer satisfaction, 2, 7, 8–11, 12, 19
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 Index
 DDCF, see Discounted cash flow
 Debits, 14–18, 20, 21, 133
 Decision node, 104, 105, 108
 Decision policy, 99, 100–101, 108, 123
 Decisions with conditions, 111–122Bayes' Theorem, 115–117, 123, see also Bayes' Theoremdependent conditions, 112, 117–122, 123independent conditions, 112–115, 116, 123
 Decision tables, 111
 Decision tree, 103–111, 115, 123probability functions in, 110–111project example, 108–109with dependent conditions, 117–122
 Degrees of freedom, 229
 Deliverables, 74, 86, 87–95decisions with conditions and, 112estimating, 83
 in financial statements, 127organization of, 68
 Deliverables view, 70, 71, 72
 Delphi method, 89, 107Density, 63, 219
 Department of Defense, 67, 74, 156, 159, 163
 Dependent conditions, decision trees with, 117–122, 123
 Dependent paths, merging, 203–205
 Dependent variable, 218
 Depreciation, 135, 142, 143, 144, 145, 151, 158
 Depreciation expense, 130, 131
 Deterministic estimate, 28
 Deterministic variable, 37, 104, 105, 219Direct costs, 253
 Direct expenses, 151, 154, 158
 Discounted cash flow, 132, 134, 137–146, see also specific topics
 benefit/cost ratio, 141break-even point, 141discount rate, 137economic value add, 142–146internal rate of return, 140–141
 net future value, 137–140net present value, 137–140, 143, 145–146
 Discounting, 137, 138, 143
 Discount rate, 137, 139, 140, 141, 142, 144, 145, 146
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 Discrete probability distribution, 110
 Discrete random variables, 38–39, 40, 41, 110
 Discretionary funds, 8
 Distance, 49–50, 57, 88, 90
 Distribution function, 41, 111Distribution probabilities, 98
 Distributionsfor cost, 154probability, see Probability distributions; specific distributions
 Double entry system, 131
 Duration, 186–187, 192, 193, 197
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 top-down, 83, 84–88, 98, 183
 ETC, see Estimate to complete
 EV, see Earned value
 EVA, see Economic value add
 Expected value, 45–54, 56, 57, 65, 85, 154, 193, 195–198, 204, 208, 209, 212, 224, 230in decisions with conditions, 112–115in decision tree, 105, 106
 Expenditures, 149
 Expense accounting, earned value and, see Earned value
 Expenses, 150–154, 178, see also Costs
 Expense statement, 126, 127–129, 130, 143, 146, 150–154, 178
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 Index
 GGAAP, see Generally Accepted Accounting Principles
 Gate, 183–184
 Gaussian distribution, 44
 General and administrative costs, 252
 Generally Accepted Accounting Principles (GAAP), 126, 130, 146
 Goals, 3, 4, 6, 21, 100, 101
 Goodness to fit, 221–223
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 Index
 HHard benefits, 100, 101
 Hardware, 92–93
 Histogram, 197, 198
 House of quality, 240, 241
 Hurdle rate, 141
 Hypothesis testing, 46, 226–229, 243
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 Index
 IImpact, 229–233
 Incentive fee, 248, 249–251, 253
 Income statement, see Expense statement
 Independent conditions, decisions with, 112–115, 116, 123
 Independent variable, 218, 225–226
 Indexes, 157, 159, 174earned value equations for, 161–162
 Indirect expense, 151, 158
 Inflation, 137
 Inflows, 139, 140, 141, 146
 Innovation, 6, 7
 Intercept, 219
 Interest rate, 137, 146
 Internal business perspective, 6
 Internal rate of return (IRR), 102, 140–141, 146
 Interval of acceptance, 227
 Investment, 22, 85
 Iron triangle, 22, 23
 IRR, see Internal rate of return
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 Index
 JJust-in-time manufacturing, 152
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 Index
 KKano model, 8–11, 12, 13, 22, 25, 241
 Key performance indicator (KPI), 6, 19, 22, 24
 KPI, see Key performance indicator 
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 Index
 LLatest finish dates, 191–192
 Latest start, 192
 Law of Large Numbers, 55–58, 65, 193, 195, 208, 209
 Lean thinking, 152, 178
 Learning, 6
 Legal capacity, 246
 Level of effort estimates, 95, 97, 98
 Liability, 14, 15, 16, 17, 18, 126, 128, 131, 133, 134, 142, 146, 151
 Linear equation, 218
 Logic, 182
 Long tasks, 206–209
 Long-term debt, 134
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 Index
 MMake or buy decision
 decisions with conditions, 111–122decision table and, 111
 decision tree and, 108–109
 Market share, 2, 7
 Markov's Inequality, 56
 Maturity models, 237
 Maximum likelihood, 56–57
 Mean, 48, 52, 53, 56, 57, 154, 198, 224
 Median, 50, 52, 212Merge points, 189, 195, 202–203
 Method of moments, 48
 Methodology view, 70, 71, 72
 Milestone, 183–184, 185, 188, 193, see also Program milestone
 MIL-HDBK-881, 74–75
 Mode, 50, 52, 53, 54
 Model estimating, 91
 Moment, 48
 Monte Carlo simulation, 111, 196–201, 214effects in rolling wave planning, 210
 Most likely value, 51–54, 89, 90, 91, 154, 197, 209
 Motorola, 55, 233, 234
 Multiple precedences, 201
 Mutual agreement, 246
 Mutually exclusive, 32, 33
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 Index
 NNAFCOM, 93
 NCF, see Net cash flow
 Near-critical path, 189, 199, 200–201, 206
 Negotiations, 85
 Net cash flow (NCF), 132, 143, 145, 146from operations, 132
 Net future value, 137–140
 Net present value (NPV), 5, 126, 135, 137–141, 143, 145–146
 Network building blocks, 184–186
 Network logic, merge points in, 202–203
 NetworksCentral Limit Theorem and, 193–196Monte Carlo simulation and, 196–201
 Network schedule, 182
 Normal distribution, 43–46, 53, 54, 55, 58–61, 64, 65, 87, 88, 90, 91, 96, 98, 194–196, 198,
 210, 224, 227, 228, 233, 234, 235cost and, 154, 155, 179
 Normalized random variable, 42, 60
 NPV, see Net present value
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 Index
 OOBS, see Organizational breakdown structure
 Offer to do business, 246
 Offset, 86–89
 (1-p) space, 35–36, 105, 113
 Operating lease, 134
 Operational effectiveness, 8
 Operational efficiency, 19, 100
 Operational excellence, 7, 8
 Operational performance, 6
 Opportunity, 3, 4, 67, 115
 Opportunity cost, 135–136, 138, 146, 168–170
 Opportunity space, 30
 Optimism, 44
 Optimistic value, 51–54, 59, 89, 90, 91, 106, 119, 154, 163, 195, 197, 200, 208
 OR, 30–31, 32, 33
 Organizational breakdown structure (OBS), 76, 77, 80, 97
 Organizational view, 70, 71, 72
 Outflows, 139, 140, 141, 146
 Output milestone, 193–196, 200
 Overhead expenses, 151, 153, 252
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 Index
 PPACES 2001, 92
 P&L statement, 142
 Parametric estimating, 83, 84, 91–95, 96, 98
 Parametric models, 97
 Parts per million, 234–235
 PDF, see Probability density function
 PDM, see Precedence diagramming method
 Penalty costs, 168–170
 Performance, 155, 179
 Performance indexes, 80, 157, 159
 Performance measurement baseline (PMB), 158, 160, 163, 166, 170, 171, 174, 177, 179
 PERT, see Program Evaluation Review Technique
 Pessimism, 44
 Pessimistic value, 51–54, 59, 65, 89, 90, 91, 106, 107, 119, 154, 163, 195, 197, 200, 208
 Pharmaceutical industry, 92
 Phases view, 70, 71, 72
 Planned finishes, 174, 176, 179
 Planned starts, 174, 176, 179
 Planned value (PV), 157–162, 167–174
 Planning gates, 183–184
 PMB, see Performance measurement baseline
 Point of total assumption (PTA), 250, 251
 Poisson distribution, 46
 Population, 30
 Precedence diagramming method (PDM), 34, 181, 182, 184, 195
 Present value, 137, 138, 139, 143, 144, 145, 146
 Present value factor, 138, 139, 141
 Price H®, 92
 Price S, 94
 Probabilistic interference, 33
 Probability, 28–45, 61, 64, 65, 198, 200, 229–233, see also specific topics AND and OR, 30–32
 with overlap or collisions, 32–33calculating, 29, 30conditional, 33–35in decision tree, 105, 110
 in decision with conditions, 113, 114, 118, 119, 120, 121distributions, 41–46
 BETA, 43, 44Normal, 43, 44–45
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 other, 45, 46Triangular, 42–44Uniform, 41–42, 43
 (1-p) space, 35–36random variables, 36–41
 continuous, 39cumulative probability functions, 39–41discrete, 38–39probability functions, 37–38
 relative frequency, 29–30subjective, 36
 Probability density curve, 219
 Probability density function (PDF), 38, 40, 41, 44, 45, 52, 59
 Probability distribution function, 41
 Probability distributions, 41–46, 58, 59, 64–65, 197, 200, 209, see also specific distributionsBETA, 43, 44
 Normal, 43, 44–45other, 45, 46statistics for, 53–55Triangular, 42–44Uniform, 41–42, 43
 Probability distribution statistics, 51–55
 Probability functions, 37–38, 39, 64in decision trees, 110–111
 Probability times impact analysis, risk management with, 229–233, 243
 Process capability, 233–234
 Product excellence, 7, 8
 Product functionality, 8–11, 12
 Product-oriented family tree, 74
 Profit, 7
 Profit and loss (P&L) statement, see Expense statement
 Program Evaluation Review Technique (PERT), 53, 92, 156, 182, 187, 212
 Program logic, 182
 Program milestone, 181–182, 196, see also Milestoneas deterministic events, 184planning gates for, 183–184setting, 183
 Project balance sheet, 12–23, 25, 48, 67, 83, 85, 98, see also Balance sheetdebits and credits, 14–18financial accounting, 14, 15, 16integrating with business value models, 21–23
 Project buffer, 212
 Project charter, 13, 20, 21, 22
 Project constraint, 211
 Project equation, 19, 20
 Project four-angle, 22, 182
 Project life cycle, 2, 3Project manager 
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 mission of, 2, 20, 127responsibility of, 136
 Project returns, 18
 Project scope, 82, 85, 89, 97, 102, 117, 150, see also Scopedefining, 68–69
 organizing, 67–72, see also Work breakdown structureProject sponsor, 20, 21–22, 83, 112, 117
 responsibility of, 136
 Project value, 1–25business value as motivator for projects, 5
 balanced scorecard, 6, 22, 25Kano model, 8–11, 12, 13, 25, 241
 Treacy-Wiersema model, 7–8, 15, 22cycle of, 2project balance sheet, 12–23, 25, 48, 67, 83, 95, 98, see also Balance sheet; specifictopics
 debits and credits, 14–18financial accounting, 14, 15, 16integrating with business value models, 21–23
 successful projects, 1–5, 24
 Project, successful, 1–5, 24
 PTA, see Point of total assumption
 PV, see Planned value
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 Index
 QQFD, see Quality function deployment
 Quality, 22, 23, 67, 182
 Quality function deployment (QFD), 237–242, 244
 Quantitative decisions, 99–123, see also specific topicscontext for, 102–103decisions with conditions, 111–122
 Bayes' Theorem, 115–117, 123
 dependent decision trees with, 117–122independent conditions 112–115, 116, 123
 decision tables, 111
 decision trees, 103–111, 115, 123probability functions in, 110–111
 project example, 108–109with dependent conditions, 117–122
 project policy for decisions, 99–104elements of, 100–101
 utility concept, 103, 104
 Quantitative time management, 181–214, see also specific topicsarchitecture weaknesses in schedule logic, 202–209, 214Central Limit Theorem, 193–196, 214critical chain, 210–213, 214
 critical path method, 187–192, 193, 213–214
 Monte Carlo Simulation, 196–201, 214rolling wave planning, 210schedule network, 184–187setting the program milestones, 183–184
 techniques, 182–182
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 Index
 RRACER, 92
 RAM, see Resource assignment matrix
 Random events, 28
 Random variable, 36–42, 44, 46, 47, 56, 60, 61, 63, 64, 193, 219arithmetic of operations on, 51, 52in decisions with conditions, 112in decision tree, 104, 105, 110
 Rationality, 123
 Rayleigh distribution, 46
 Rebaselining, 166, 172, 174Reconciliation, 126, 127, 130
 Regression analysis, 217–226, 243
 Regression curve, 219–221
 Regression formula, 94
 Regression models, 94
 Regulatory requirements, 10
 Relationship management, 7
 Relative frequency, 29–30
 Requirements, 238–239
 Reserve task, 188, 191, 194
 Resource assignment matrix (RAM), 76, 77, 80, 82, 97
 Resource leveling, 189, 205–206, 207
 Resources, 2, 14, 18–19, 22, 23, 24, 63, 67, 80, 182, see also Cost
 baselining, 82estimate of, 13shared, 205
 Return on investment, 6, 100, 135, 138
 Revenue, 7
 Rework, 152Risk, 13, 19, 20, 21, 22, 23, 24, 85, 86, 87
 cash flow and, 141contract, 246–247decisions with conditions and, 115estimate of, 100, 101, 103schedule, 182unmanaged, 232–233
 Risk-adjusted financial management, 125–147, see also specific topicscapital budgeting, 134–136, 146discounted cash flow, 137–146
 benefit/cost ratio, 141break-even point, 141discount rate, 137
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 economic value add, 142–146internal rate of return, 140–141net future value, 137–140net present value, 137–140, 143–145, 146
 financial statements, 126–133, 146, see also specific statements
 balance sheet, 126, 130–131, 146cash flow, 126, 131–133, 146expense, 126, 127–129, 130, 146trial balance, 126, 133, 146
 Risk adjustments, 108, 109
 Risk assessment, 195
 Risk attitudes, 103
 Risk characteristics, 106
 Risk management, 28, 57, 64, 136, 217probability times impact analysis and, 229–233, 243
 Risk taking, 7
 Risk tolerance, 100, 106–107
 RMS, see Root-mean-square deviation
 Rolling wave planning, 55, 57, 74, 164, 179, 210
 Root-mean-square (RMS) deviation, 57–58
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 Index
 SSample average, 55–56, 57, 58, 65
 Sample variance, 46, 57–58, 59, 209, 229
 Schedule, 20, 22, 23, 24, 58, 60, 61–63, 67conditions in task, 34
 modeling, 43–44quantitative management, see Quantitative time managementregression analysis and, 218
 Schedule network, 181, 184–187architectural weaknesses in logic of, 202–209Central Limit Theorem and, 193–196
 Monte Carlo simulation and, 196–201Schedule performance index (SPI), 159, 162, 171
 Schedule variance, 159–162, 167–171
 Scope, 5, 19, 20, 22, 23, 24, 82, 182, see also Project scope
 Scope statement, 13
 Scrap, 152
 "S" curve, 59, 60
 SEER H®, 93
 SEER-SEM, 94
 Sensitivity, 62, 63Set, 29–30
 Shared resources, 205
 Sharing ratio, 250, 251, 253
 Shift right, 203
 Short-term debt, 135
 Similar-to estimates, 83, 84, 88–89, 90, 97, 98, 108, 183
 Single-point estimates, 28, 187
 Single-variable regression, 218–219
 Six Sigma, 23, 45, 55, 233–237, 243–244
 Skill set, 4
 Slack, 188, 192
 Slope, 218
 Soft benefits, 100, 101
 Software Engineering Institute®, 237
 Software industry, 91, 93–94
 Sources of cash, 131, 132, 133
 SOW, see Statement of work
 Space, 30
 SPI, see Schedule performance index
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 Standard costs, 153
 Standard deviation, 48–54, 56–60, 62, 63, 87–91, 96, 195, 196, 198, 208, 209
 Standard Normal distribution, 60, 61
 Standard units of work, 174
 Statement of work (SOW), 246, 247Statistics, 45–64, 65, see also specific topics
 arithmetic of operations, 51, 52average, 45–48Central Limit Theorem, 55, 58–59confidence intervals, 59–60, 61
 correlation, 60, 62, 63–64covariance, 60, 61–63defined, 45expected value, 45–48Law of Large Numbers, 55–56
 maximum likelihood, 56–57
 mean, 48median, 50mode, 50probability distribution, 51–55
 three-point estimates, 51–55
 root-mean-square deviation, 57–58sample average, 55–56sample variance, 57–58standard deviation, 48–50unbiased estimators, 56–57
 variance, 48–50
 Strategic plans, 3
 Strategy, 3, 4, 21, 23, 100, 101
 Student's t, 46, 228–229
 Subjective probability, 36
 Subset, 30
 Successful project, 1–5, 24
 Summing node, 104, 105, 106, 110, 111
 Sunk cost, 82
 Supplier value, 2
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 Index
 TTarget cost, 250, 251, 253
 Target fee, 250, 251
 Target price, 250, 253
 Target return on cost, 250, 252, 253, 255
 Task finish performance index (TFPI), 174, 176
 Task start performance index (TSPI), 174, 176
 Taxable revenue, 142
 "T" chart, 16–17, 130
 t distribution, 46
 Team agreement, 246
 Technical requirements, 239–240
 TFPI, see Task finish performance index
 Theory of Constraints, 211, 230
 Three-point estimates, 51–55, 57, 89–90, 95, 187, 193applying to cost, 154–155, 179
 Throughput, 211, 230
 Time, 22, 23, see also Schedule
 Time and materials (T&M) contract, 249, 253–255
 Time-centric earned value, 165, 173–178, 179forecasting with, 175, 177–178principles, 174–176, 177
 Timeliness, 182, 183
 Time management, quantitative, see Quantitative time management
 Top-down estimates, 83, 84–88, 98, 183
 Toyota, 152
 Treacy-Wiersema model, 7–8, 15, 22
 Treasurer, 151
 Tree diagram, 242
 Trial balance, 17, 126, 133, 146
 Triangular distribution, 42–44, 53, 54, 58, 59, 64, 65, 90, 187, 208cost and, 154
 TSPI, see Task start performance index
 t statistic, 228–229
 Two-tailed standard Normal distribution, 60
 Type 1 errors, 226–228
 Type 2 errors, 226–228
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 Index
 UUnbiased estimators, 56–57
 Unbiased maximum likelihood estimator, 46
 Uniform distribution, 41–42, 43, 44, 53, 64cost and, 154
 Uses of cash, 131, 132, 133
 Utility, 103, 104
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 Index
 VValidation, 69
 Validity of a hypothesis, 227–228
 Value, project, see Project value
 Value variance, 160, 161, 170
 Variable expenses, 151–152, 154, 158
 Variance, 48–53, 62–65, 82, 88, 90, 91, 96, 195, 196, 208, 209, 224earned value and, 156, 174
 earned value equations for, 161–162
 V-curve, 241, 242
 Verification, 69Voice of the customer, 8
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 Index
 WWaterfall methodology, 152
 Waves, 210
 Weighted value, 230
 Work breakdown structure (WBS), 20–21, 23, 39, 58, 61, 65, 69, 70, 97, 126, 150, 158, 163,195, 200
 applying three-point estimates to, 154–155balance sheet and, 131
 baseline, 82–83, 97budgeting and, 76–79cash flow statement and, 132–133
 completion versus level of effort, 95, 97cost accounts and, 79–81
 decisions with conditions and, 112, 117dictionary, 82, 97estimating of deliverables, 83–97, see also specific topics
 bottom-up, 83, 84, 89–91parametric, 91–95, 96similar-to, 83, 84, 88, 89, 90
 top-down, 83, 84–88expense statement and, 127–129, 130numbering scheme, 73, 76–79organization of, 69–74
 organizational breakdown structure and, 76, 77resource assignment matrix and, 76, 77standards, 74–75time management and, 181, 184, see also Quantitative time managementtrial balance and, 133
 Work definition, 68–69, 97
 Work package, 43, 61, 62, 65, 76–81, 95, 97, 133, 239
 earned value and, 158, 164, 174sizing, 163
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