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Cutlip and Shacham: Problem Solving in Chemical and Biochemical
EngineeringChapter 6

Advanced Techniques in Problem Solving

Cheng-Liang Chen

P SELABORATORYDepartment of Chemical EngineeringNational TAIWAN
University
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Solution of Stiff Ordinary Differential Equations

Concepts Utilized:

Simulation of chemical or biological reactions in a batch
reactor process that canlead to very high reaction rates with very
low reactant concentrations.

Numerical Methods:Solution of systems of ordinary differential
equations that become stiff during thecourse of the
integration.

Problem Statement:A biological process involves the growth of
biomass from substrate as studied byGarritsen. The material
balances on this batch process yield

dBdt = kBS (K + S ) (6 1)dS dt

= 0.75 kBS

(K + S ) (6 2)

where B and S are the respective biomass and substrate
concentrations. Thereaction kinetics are such that k = 0 .3 and K =
10 6 in consistent units.
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(a) Solve this set of differential equations starting at t0 = 0
, where S = 5 .0 andB = 0 .05 to a nal time given by tf = 20.
Assume consistent units.

(b) Plot S and B with time for the conditions of part (a).

Solution:If the equations are entered correctly and a non-stiff
integration algorithm (such asthe default RKF45 algorithm) is used
to solve the system, the integration willproceed in the usual way
up to t = 16.34. However, from this point on there willbe no
further progress and the integration will have to be stopped (by
pressingCtrl-C). Non-progress of the integration may indicate that
the system of equationsis stiff and thus requires special stiff
solution methods.

In order to determine mathematically that a particular system is
stiff, the matrix

of partial derivatives of the differential equations with
respect to each of thedependent variables must be calculated. If
among the eigenvalues of this matrixthere is at least one that is
negative and has a large absolute value, then thesystem is referred
to as stiff.

For this problem, the matrix of partial derivatives may be
evaluated by rstrewriting Equations (6-1) and (6-2) using simplied
notation and introducing the
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known kinetic constants.

dBdt

= 0.3BS

(10 6 + S ) (6 3)

dS dt =

0.225BS (10 6 + S ) (6 4)

Differentiation of these equations with respect to B and S
yields

J 11 = f 1

B =

0.3S

(10

6 + S ) J 12 =

f 1

S =

0.3 10 6B

(10

6 + S )2J 21 =

f 2B

= 0.225S

(10 6 + S ) J 22 =

f 2S

= 0.225 10 6B

(10 6 + S )2

The eigenvalues designated by of the matrix of partial
derivatives (the J matrix)must satisfy the equation det (J I ) = 0
where I is an identity matrix. In thecase of a 2 2 matrix, this is
a quadratic equation the roots of which are given by

1,2 = J 11 + J 22 (J 11 + J 22 ) 4(J 11 J 22 J 12J 21 )
2Integrating this system of equations up to tf = 16.330 yields the
followingeigenvalues: at t = 0 , 1 = 0 .3; 2 = 0 .0 while at tf =
16 .335, 1 = 0 .0;
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2 = 1.511 106. Thus, indeed at tf = 16 .335, one of the
eigenvalues becomesnegative with very large absolute value which
indicates that the system has becomestiff. The default integration
algorithm ( ode45 , fth-order Runge-Kutta-Fehlberg)in most general
software packages cannot solve the problem to tf = 20.

function P6_01_1_CCL_ALL % P6_01_2_CCL_ALL for ode23sclear, clc,
format short g, format compacttspan = [0 20]; % Range for the
independent variable%tspan = [0 16.335]; % Range for the
independent variabley0 = [5.; 0.05]; % Initial values for the
dependent variablesdisp( Variable values at the initial point
);disp([ t = num2str(tspan(1))]);disp( y dy/dt );disp([y0
ODEfun(tspan(1),y0)]);[t,y] = ode45(@ODEfun,tspan,y0) % default RKG
for ODEs

%[t,y] = ode23s(@ODEfun,tspan,y0) % for stiff ODEs problemsfor
i=1:size(y,2)disp([ Solution for dependent variable y
int2str(i)]);disp([ t y int2str(i)]);disp([t y(:,i)]);

endplot(t,y(:,1),bo,Linewidth,2);
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hold onplot(t,y(:,2),rx,Linewidth,2);

set(gca,FontSize,14,Linewidth,2)legend(y_1,y_2);

title([\bf Plot of dependent variable y
],FontSize,12);xlabel(\bf Independent variable (t)
,FontSize,14);ylabel([\bf Dependent variable y ],FontSize,14);

hold off%- - - - - - - - - - - - - - - - - - - - -
-%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%function dYfuncvecdt =
ODEfun(t,Yfuncvec);S = Yfuncvec(1);B = Yfuncvec(2);k = .3;Km =
.000001;%dF1/dBJ11 = k * S / (Km + S) ;%dF1/dSJ12 = k * Km * B / (
(Km + S) ^ 2) ;%dF2/dBJ21 = - .75 * k * S / (Km + S);

%dF2/dS
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J22 = - .75 * k * Km * B / ( (Km + S) ^ 2) ;lamda1 = (J11 + J22
+ sqrt((J11 + J22) ^ 2 ...

- (4 * (J11 * J22 - (J12 * J21))))) / 2;y = .75;

lamda2 = (J11 + J22 - sqrt((J11 + J22) ^ 2 ...- (4 * (J11 * J22
- (J12 * J21))))) / 2;dSdt = 0 - (k * y * B * S / (Km + S) ) ;dBdt
= k * B * S / (Km + S) ;dYfuncvecdt = [dSdt; dBdt];

h
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Selection of the STIFF algorithm ( ode23s ) and integrating up
to tf = 20 resultsin the biomass and substrate concentration proles
shown below.

This indicates that at tf = 16 .3, the amount of substrate
becomes essentiallyzero, and there is no growth in the amount of
the biomass. So for this exampleproblem, the stiff integration
algorithm is required in order to achieve the desired results to tf
= 20 .

Ch CL 8
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In general, it is usually advisable to use the stiff algorithm
whenever a defaultintegration algorithm either fails to solve a
problem giving error messages withstrange results or progresses
very slowly toward a solution. If both the default andstiff
integration algorithms fail to solve an ODE problem, then there are
probably

errors in the model equations, the values of the constants, or
the initial values of some of the variables.

Ch CL 9
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Iterative Solution of An ODE Boundary ValueProblem

Concepts Utilized:Heat transfer in a one-dimensional slab, which
involves both conduction withvariable thermal conductivity and
radiation to the surroundings at one surface.

Numerical Methods:Numerical solution of an ordinary differential
equation where a variable describingthe system must be optimized
using the secant method and the method of falseposition.

Problem Statement:Heat conduction is occurring within
aone-dimensional slab of variable thermal

conductivity as shown below. Onesurface of the slab is
maintained attemperature T 0, and the other surfaceat temperature T
S has radiative heattransfer with the surroundings that act as a
black body at temperature T B . Theslab thickness is given by L.
There is negligible convection because a vacuum ismaintained
between the slab and the surroundings. Details on various modes
of

Ch CL 10
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heat transfer can be found in Geankoplis and Thomas. A
steady-state energybalance on a differential element within the
slab indicates that the heat ux isconstant since there is no
generation of heat within the slab. Application of Fouriers law in
the x direction therefore gives

dT dx

= q xA

k = Qx k (6 12)

where T is in K , q x is the heat transfer in the x direction in
W or J/s, A is thecross-sectional area that is normal to the
direction of heat conduction in m 2, Qx isthe heat ux in W/m 2, k
is the thermal conductivity of the medium in W/m K,and x is the
distance in m. For this problem, the thermal conductivity of
themedium is temperature dependent and given by

k = 30(1 + 0 .002T ) (6 13)

The radiation from the slab surface is given by the
Stefan-Boltzmann law for ablack body with an emissivity of unity
and a view factor of unity. The resultingheat ux at the slab
surface (or at any position within the slab) is

q xA x = L = Qx x = L = T

4S

T

4B x = L (6

14)

Chen CL 11
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where is the Stefan-Boltzmann constant with a value of 5.676 10
8W/m 2 K 4.

The surface of the slab is maintained at T 0 = 290K and the
black body

temperature of the surroundings is T B = 1273K. L = 0.2 m.

(a) Calculate and plot the temperature prole within the slab
using the secantmethod to determine the constant heat ux within the
slab. What is thecorresponding value of T S ?

secant method zk +1 = zk f (zk )f (zk ) f (zk 1)

zk zk 1

(b) Repeat part (a) using the method of false position.

F Q xN = (QxN ) F Q xP = (QxP )

Qx, new = QxN F Q xN QxN QxP

F Q xN F Q xP

Chen CL 12
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Iterative Solution of An ODE Boundary ValueProblem

Solution:This problem requires the solution of the ODE given by
Equation (6-12) duringwhich the thermal conductivity must be
calculated by Equation (6-13). The initialcondition for T is T 0,
which is known. The nal condition is given by Equation(6-14).

This problem will be solved by optimizing the value of the heat
ux, q x /A , so thatthe nal condition is satised. In this case, an
objective function representing theerror at the nal condition can
be expressed by

(q x /A ) = (Qx ) = Qx (T 4 T 4B ) x = L (6 15)

where the heat ux q x /A is designated by Qx and T is the nal
value from thenumerical integration at x = L. Equation (6-15)
should approach zero when thecorrect value of heat ux has been
determined.

Chen CL 13
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function P6_04A_CCLclear, clc, format short g, format
compacttspan = [0 0.2]; % Range for the independent variabley0 =
[290.]; % Initial values for the dependent variables

TB = 1273;disp( Variable values at the initial point );disp([ T
= num2str(tspan(1))]);k=1;

Qx(k) = -100000;disp( y dy/dx );

disp([y0 ODEfun(tspan(1),y0,Qx(k))]);[x,y] =
ode45(@ODEfun,tspan,y0,[],Qx(k));f(k) = Qx(k) - 5.676e-8 *
(y(end,1) ^ 4 - TB ^ 4);disp( Point. No. Qx f(Qx) TS);disp([k Qx(k)
f(k) y(end,1)]);

k=2;Qx(k) = -150000;[x,y] =
ode45(@ODEfun,tspan,y0,[],Qx(k));f(k) = Qx(k) - 5.676e-8 *
(y(end,1) ^ 4 - TB ^ 4);disp([k Qx(k) f(k)
y(end,1)]);err=abs(f(k));

while (err>1e-5) & (k
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Qx(k+1)=Qx(k)-f(k)*(Qx(k)-Qx(k-1))/(f(k)-f(k-1));[x,y]=ode45(@ODEfun,tspan,y0,[],Qx(k+1));f(k+1)
= Qx(k+1) - 5.676e-8 * (y(end,1) ^ 4 - TB ^ 4);disp([k+1 Qx(k+1)
f(k+1) y(end,1)]);

err=abs(f(k+1));k=k+1;endfor i=1:size(y,2)

disp([ Solution for dependent variable y int2str(i)]);disp([ x y
int2str(i)]);disp([x y(:,i)]);plot(x,y(:,i),Linewidth,2);

set(gca,FontSize,14,Linewidth,2)title([\bf Plot of dep. var y
int2str(i)],FontSize,12);xlabel(\bf Independent variable (x)
,FontSize,14);ylabel([\bf Dependent variable y
int2str(i)],FontSize,14);

if (i < size(y,2))disp( * Pause* ; *** Please press any key
to continue ... )pause

endend

%- - - - - - - - - - - - - - - - - - - - - -

Chen CL 15
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%function dYfuncvecdx
= ODEfun(x,Yfuncvec,Qx);T = Yfuncvec(1);k = 30 * (1 + 0.002 *
T);

dTdx = -Qx / k;dYfuncvecdx = [dTdx];

Variable values at the initial pointx = 0y dy/dx

290 2109.7Point. No. Qx f(Qx) TS

1 -1e+005 39764 636.12

2 -1.5e+005 -21355 774.43 -1.3253e+005 597.58 727.864
-1.3301e+005 8.7568 729.155 -1.3301e+005 -0.003645 729.176
-1.3301e+005 2.2235e-008 729.17

Solution for dependent variable y 1

Chen CL 16
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x y 10 290

0.005 303.910.01 317.58

0.015 331.030.02 344.26

0.025 357.290.03 370.12

0.035 382.770.04 395.24

0.045 407.530.05 419.67

0.055 431.640.06 443.46

0.065 455.14

0.07 466.680.075 478.08

0.08 489.340.085 500.48

0.09 511.50.095 522.4

0.1 533.19

Chen CL 17
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0.105 543.860.11 554.43

0.115 564.890.12 575.24

0.125 585.50.13 595.67

0.135 605.740.14 615.72

0.145 625.610.15 635.41

0.155 645.130.16 654.77

0.165 664.330.17 673.81

0.175 683.22

0.18 692.550.185 701.81

0.19 7110.195 720.12

0.2 729.17

Chen CL 18
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function P6_04B_CCLclear, clc, format short g, format
compacttspan = [0 0.2]; % Range for the independent variabley0 =
[290.]; % Initial values for the dependent variables

TB = 1273;disp( Variable values at the initial point );disp([ x
= num2str(tspan(1))]);k=1;

QxP = -100000;disp( y dy/dx );

disp([y0 ODEfun(tspan(1),y0,QxP)]);[x,y] =
ode45(@ODEfun,tspan,y0,[],QxP);FQxP= QxP - 5.676e-8 * (y(end,1) ^ 4
- TB ^ 4);disp( Point. No. Qx Fqx TS);disp([k QxP FQxP
y(end,1)]);QxN=-150000;[x,y] = ode45(@ODEfun,tspan,y0,[],QxN);FQxN=
QxN - 5.676e-8 * (y(end,1) ^ 4 - TB ^ 4);

k=k+1;disp([k QxN FQxN y(end,1)]);err=10;

while (abs(err)>1e-3) & (k
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k=k+1;QxNEW=QxN-(QxN-QxP)*FQxN/(FQxN-FQxP);[x,y]=ode45(@ODEfun,tspan,y0,[],QxNEW);FQxNEW
= QxNEW - 5.676e-8 * (y(end,1) ^ 4 - TB ^ 4);

disp([k QxNEW FQxNEW y(end,1)]);err= FQxNEW;if
(sign(FQxNEW)==sign(FQxN)), QxN=QxNEW; FQxN=FQxNEW;else QxP=QxNEW;
FQxP=FQxNEW;end

end

disp( y dy/dx );for i=1:size(y,2)

disp([ Solution for dependent variable y int2str(i)]);disp([ x y
int2str(i)]);disp([x y(:,i)]);plot(x,y(:,i),Linewidth,2);

set(gca,FontSize,14,Linewidth,2)title([\bf Plot of dep. var y
int2str(i)],FontSize,12);xlabel(\bf Independent variable (x)
,FontSize,14);ylabel([\bf Dependent variable y
int2str(i)],FontSize,14);

if (i < size(y,2))

disp( * Pause* ; *** Please press any key to continue ... )

Chen CL 21


	
8/11/2019 14 Advanced Techniques in Problem Solving.pdf

22/58

Chen CL 21

pauseend

end%- - - - - - - - - - - - - - - - - - - - -
-%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%function dYfuncvecdx =
ODEfun(x,Yfuncvec,Qx);T = Yfuncvec(1);%Qx = -100000;k = 30 * (1 +
0.002 * T);%TB = 1273;

%FQx = Qx - 5.676e-8 * (T ^ 4 - TB ^ 4);dTdx = -Qx /
k;dYfuncvecdx = [dTdx];

Chen CL 22
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Variable values at the initial pointx = 0

y dy/dx290 2109.7

Point. No. Qx Fqx TS1 -1e+005 39764 636.122 -1.5e+005 -21355
774.43 -1.3253e+005 597.58 727.864 -1.3301e+005 8.7568 729.155
-1.3301e+005 0.12827 729.17

6 -1.3301e+005 0.0018788 729.177 -1.3301e+005 2.752e-005
729.17

y dy/dxSolution for dependent variable y 1

x y 1

Chen CL 23
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0 2900.005 303.91

0.01 317.580.015 331.03

0.02 344.260.025 357.29

0.03 370.120.035 382.77

0.04 395.240.045 407.53

0.05 419.670.055 431.64

0.06 443.460.065 455.14

0.07 466.68

0.075 478.080.08 489.34

0.085 500.480.09 511.5

0.095 522.4

Chen CL 24
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0.1 533.190.105 543.86

0.11 554.430.115 564.89

0.12 575.240.125 585.5

0.13 595.670.135 605.74

0.14 615.720.145 625.61

0.15 635.410.155 645.13

0.16 654.770.165 664.33

0.17 673.81

0.175 683.220.18 692.55

0.185 701.810.19 711

0.195 720.120.2 729.17

Chen CL 25
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Shooting Method for Solving Two-point BoundaryValue Problems

Concepts Utilized:Methods for solving second-order ordinary
differential equations with two-pointboundary values typically used
in transport phenomena and reaction kinetics.

Numerical Methods:Conversion of a second-order ordinary
differential equation into a system of two

rst-order differential equations, a shooting method for solving
ODEs, and use of the secant method to solve two-point boundary
value problems.

Problem Statement:The diffusion and simultaneous rst-order
irreversible chemical reaction in a singlephase containing only
reactant A and product B results in a second-order ordinary

differential equation given byd2C Adz2

= kDAB

C A (6 20)

where C A is the concentration of reactant A (kg-mol/m 3), z is
the distance

variable (m), k is the homogeneous reaction rate constant (s

1), and DAB is the
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Solution:Most mathematical software packages can solve only
systems of rst-order ODEs.Fortunately, the solution of an nth-order
ODE can be accomplished by expressingthe equation as a series of
simultaneous rst-order differential equations each with

a boundary condition. This is the approach that is typically
used for theintegration of higher-order ODEs.

Equation (6-20) is a second-order ODE, but it can be converted
into a system of rst-order equations by substituting new variables
for the higher order derivatives.In this particular case, a new
variable y can be dened that represents the rstderivative of C A
(z) with respect to z. Thus Equation (6-20) can be written as

dC Adz

= ydy

dz

= k

D ABC A

This set of rst-order ODEs can be entered into Simultaneous
DifferentialEquation Solver for solution, but initial conditions
for both C A and y are needed.Since the initial condition of y is
not known, an iterative method (also referred to as a shooting
method) can be used to nd the correct initial value for y that
will

yield the boundary condition given by Equation (6-22).

Chen CL 29
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The shooting method is used to solve a boundary value problem by
iterating onthe solution of an initial value problem. Known initial
values are utilized while unknown initial values are optimized to
achieve the corresponding boundary conditions. Either
trial-and-error or variable optimization techniques are used to

achieve convergence on the boundary conditions.For this problem,
a rst trial-and-error value for the initial condition of y
(forexample, y0 = 150) is used to carry out the integration and
calculate the errorfor the boundary condition designated by . Thus
the difference between thecalculated and desired nal value of y at
z = L is given by

(y0) = yf, calc yf, desired

Note that for this example, yf, desired = 0 and thus (y0) = yf,
calc only because thisdesired boundary condition is zero.

function P6_05A_CCL_ALLclear, clc, format short g, format
compacttspan = [0 0.001]; % Range for the indep. variable (z, not
time)x(1)=-150;y0 = [0.2; x(1)]; % Initial values for the dependent
variables

disp( Variable values at the initial point );
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k=k+1;end

for i=1:size(y,2)

disp([ Solution for dependent variable y int2str(i)]);disp([ t y
int2str(i)]);disp([t y(:,i)]);

endsubplot(1,2,1)

plot(t,y(:,1),bo,Linewidth,2);

set(gca,FontSize,14,Linewidth,2)xlabel(\bf z
,FontSize,14);ylabel(\bf C_A(z) ,FontSize,14);

subplot(1,2,2)plot(t,y(:,2),rx,Linewidth,2);

set(gca,FontSize,14,Linewidth,2)xlabel(\bf z
,FontSize,14);ylabel([\bf dC_A/dz ],FontSize,14);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%function dYfuncvecdz =
ODEfun(z,Yfuncvec);CA = Yfuncvec(1);

y = Yfuncvec(2);

Chen CL 32
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k = 0.001;DAB = 1.2E-9;dCAdz = y;dydz = k * CA / DAB;dYfuncvecdz
= [dCAdz; dydz];

Chen CL 33
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Expediting The Solution of Systems of NonlinearAlgebraic
Equations

Concepts Utilized:Complex chemical equilibrium calculations.

Numerical Methods:Solution of systems of nonlinear algebraic
equations, and techniques useful for

effective solutions and for examining possible multiple
solutions of such systems.

Problem Statement:The following reactions are taking place in a
constant volume, gas-phase batchreactor:

A + B

C + DB + C X + Y A + X Z

A system of algebraic equations describes the equilibrium of the
precedingreactions. The nonlinear equilibrium relationships utilize
the thermodynamic

equilibrium expressions, and the linear relationships have been
obtained from the

Chen CL 34
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stoichiometry of the reactions.

K C 1 = C C C DC A C B

K C 2 = C X C Y C B C C

K C 3 = C Z C A C X

C A = C A 0

C D

C Z C B = C B 0

C D

C Y C C = C D C Y C Y = C X + C Z

In this equation set C A , C B , C C , C D , C X , C Y , and C Z
are concentrations of thevarious species at equilibrium resulting
from initial concentrations of only C A 0 and

C B 0. The equilibrium constants K C 1, K C 2 and K C 3 have
known values.Solve this system of equations when C A 0 = C B 0 = 1
.5, K C 1 = 1 .06, K C 2 = 2 .63,and K C 3 = 5 starting from three
sets of initial estimates.

(a) C D = C X = C Z = 0

(b) C D = C X = C Z = 1

(c) C D = C X = C Z = 10
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Solution:The equation set can be entered into the Simultaneous
Algebraic Equation Solver,but the nonlinear equilibrium expressions
must be written as functions that areequal to zero at the solution.
A simple transformation of the equilibrium

expressions to the required functional form yields

f (C D ) = C C C D

C A C B K C 1

f (C X ) = C X C Y

C B C C K C 2

f (C Z ) = C Z C A C X K C 3

When the preceding equations are used in general solver, the
available algorithmswill fail to solve the problem for all sets of
initial estimates specied in (a), (b),

and (c). An error message such as Error: Zero denominator not
allowed (forpart (a)) or an error message such as Solution did not
converge (parts (b) and(c)) will be displayed. The failure of most
programs for solving nonlinear equationsis that division by
unknowns makes the equations very nonlinear or sometimesundened.
The solution methods that are based on linearization (such as
theNewton-Raphson method) may diverge for highly nonlinear systems
or cannot

continue for undened functions.

Chen CL 36


	
8/11/2019 14 Advanced Techniques in Problem Solving.pdf

37/58

A simple transformation of the nonlinear function can make many
functions muchless nonlinear and easier to solve by simply
eliminating division by the unknowns.In this case, the above
equation set can be modied to

f (C D ) = C C C D K C 1C A C Bf (C X ) = C X C Y K C 2C B C C f
(C Z ) = C Z K C 3C A C X

Note that the initial conditions for problem part (a) converged
to all positiveconcentrations. However, the initial conditions for
parts (b) and (c) converged tosome negative values for some of the
concentrations. Thus a reality check onsolutions for physical
feasibility reveals that the negative concentrations in parts(b)
and (c) are the basis for rejecting these solutions as not
representing aphysically valid situation.

This problem shows that a correct numerical solution to a
properly posed problemmay be an infeasible solution, and thus it
should be rejected as an unrealisticsolution (for example, negative
concentrations). In all cases where the solutions of simultaneous
nonlinear equations are required, it is very important to specify
initialestimates inside the feasible region and as close to the
ultimate solution as

possible.
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function P6_06ABC_CCLclear, clc, format short g, format
compactxguess = [0 0 0]; % initial guess vector (a)%xguess = [1 1
1]; % initial guess vector (b)%xguess = [10 10 10]; % initial guess
vector (c)disp(Variable values at the initial estimate);fguess =
MNLEfun(xguess);disp( Variable Value Function Value)for
i=1:size(xguess,2);disp([x int2str(i) num2str(xguess(i))
num2str(fguess(i))]);

endoptions = optimset(Diagnostics,[off],...

TolFun,[1e-9],TolX,[1e-9]);xsolv =
fsolve(@MNLEfun,xguess,options);disp(Variable values at the
solution);fsolv=MNLEfun(xsolv);disp( Variable Value Function
Value)for i=1:size(xguess,2);disp([x int2str(i) num2str(xsolv(i))
num2str(fsolv(i))])end%- - - - - - - - - - - - - - - - - - - - -
-

%%%%%%%%%%%%%%%%%%%%%%%%
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function fx = MNLEfun(x);CD = x(1);CX = x(2);CZ = x(3);

KC1=1.06;KC2=2.63;KC3=5;CY = CX + CZ;CA0 = 1.5;CB0 = 1.5;

CC = CD - CY;CA = CA0 - CD - CZ;CB = CB0 - CD - CY;fx(1,1) = CC
* CD - (KC1 * CA * CB);fx(2,1) = CX * CY - (KC2 * CB * CC);fx(3,1)
= CZ - (KC3 * CA * CX);
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Variable values at the initial estimateVariable Value Function
Valuex1 0 -2.385x2 0 0x3 0 0

Optimization terminated: first-order optimality is less than
options.Variable values at the solution

Variable Value Function Valuex1 0.70533 3.7076e-013x2 0.17779
4.6593e-013

x3 0.37398 -2.2793e-013

Variable values at the initial estimateVariable Value Function
Valuex1 1 -1.795

x2 1 -1.945x3 1 3.5Optimization terminated: first-order
optimality is less than options.Variable values at the solution

Variable Value Function Valuex1 0.70533 -2.5726e-012

x2 0.17779 -1.3857e-011
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x3 0.37398 5.4283e-012

Variable values at the initial estimateVariable Value Function
Valuex1 10 -658.885x2 10 -549.55x3 10 935

Optimization terminated: first-order optimality is less than
options.Variable values at the solution

Variable Value Function Valuex1 1.0701 2.7756e-016x2 -0.32272
2.2204e-016x3 1.1305 0
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Solving Differential Algebraic Equations (DAEs)

Concepts Utilized:

Batch distillation of an ideal binary mixture.Numerical
Methods:

Solution of a system of equations comprising of ordinary
differential and implicitalgebraic equations using the controlled
integration technique.

Problem Statement:For a binary batch distillation process
involving two components designated 1 and2, the moles of liquid
remaining, L, as a function of the mole fraction of thecomponent 2,
x2 can be expressed by the following equation:

dLdx2 =

Lx2(k2 1) (6 31)

where k2 is the vapor liquid equilibrium ratio for component 2.
If the system maybe considered ideal, the vapor liquid equilibrium
ratio can be calculated fromki = P i /P , where P i is the vapor
pressure of component i and P is the total

pressure.
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A common vapor pressure correlation is the Antoine equation,
which utilizes threeparameters A, B, and C for component i as given
next, where T is thetemperature in oC.

P i = 10(A + B

T + C ) (6 32)

The temperature in the batch still follows the bubble point
curve. The bubblepoint temperature is dened by the implicit
algebraic equation, which can bewritten using the vapor liquid
equilibrium ratios as

k1x1 + k2x2 = 1 (6 33)

Consider a binary mixture of benzene (component 1) and toluene
(component 2)that is to be considered as ideal. The Antoine
equation constants for benzene areA1 = 6 .90565, B1 = 1211.033, and
C 1 = 220 .79. For toluene, A2 = 6 .95464,B2 = 1344.8, and C 2 =
219 .482. P is the pressure in mm Hg and T thetemperature in
oC.

The batch distillation of benzene (component 1) and toluene
(component 2)mixture is being carried out at a pressure of 1.2 atm.
Initially, there are 100 moleof liquid in the still, comprised of
60% benzene and 40% toluene (mole fractionbasis). Calculate the
amount of liquid remaining in the still when concentration of
toluene reaches 80% using the two approaches discussed in the
following section

and compare the results:
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Solution:This problem requires the simultaneous solution of
Equation (6-31) while thetemperature is calculated from the bubble
point considerations implicit inEquation (6-33). A system of
equations comprising differential and implicit

algebraic equations is called differential algebraic and
referred to as DAEs. Thereare several numerical methods for solving
DAEs. Most problem-solving softwarepackages do not have the specic
capability for DAEs.

Approach 1 The rst approach will be to use the controlled
integration techniqueproposed by Shacham et al. Using this method,
the nonlinear Equation (6-33) is

rewritten with an error term given by

= 1 k1x1 k2x2 (6 34)

where the calculated from this equation provides the basis for
keeping the

temperature of the distillation at the bubble point. This is
accomplished bychanging the temperature in proportion to the error
in a manner analogous to aproportion controller action. Thus this
can be represented by another differentialequation:

dT dx2

= K c

where a proper choice of the proportionality constant K c will
keep the error below
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a desired error tolerance.

A simple trial-and-error procedure is sufficient for the
calculation of K c . At thebeginning K c is set to a small value
(say K c = 1), and the system is integrated. If is too large, then
K c must be increased and the integration repeated. This

trial-and-error procedure is continued until becomes smaller
than a desired errortolerance throughout the entire integration
interval.

The temperature at the initial point is not specied in the
problem, but it isnecessary to start the problem solution at the
bubble point of the initial mixture.

This separate calculation can be carried out on Equation (6-33)
for x1 = 0 .6 andx2 = 0 .4 and the Antoine equations using the
Simultaneous Algebraic EquationSolver. The resulting initial
temperature is found to be T 0 = 95.5851.

The system of equations for the batch distillation as they are
introduced into theSimultaneous Differential Equation Solver using
K c = 0 .5 106 is as follows and

the partial results from the solution are summarized below.The
nal values indicate that 14.05 mole of liquid remain in the column
when theconcentration of toluene reaches 80%. During the
distillation the temperatureincreases from 95.6oC to 108.6oC. The
error calculated from Equation (6-34)increases from about 3.6 10 7
to 7.75 10 5 during the numerical solution,

but it is still small enough for the solution to be considered
accurate.
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Approach 2 A different approach for solving this problem can be
used becauseEquation (6-33) can be differentiated with respect to
x2 to yield

dT dx

2

= k2 k1

ln(10) x1k1 B 1

(T + C 1)2 + x2k2 B 2

(T + C 2)2

This equation can be integrated simultaneously with Equation
(6-31) to providethe bubble point temperature during the problem
solution.

function P6_07_CCL_ALL_1clear, clc, format short g, format
compacttspan = [0.4 0.8]; % Range for tolueney0 = [100.; 95.5851];
% Initial values for L and Tdisp( Variable values at the initial
point );disp([ t = num2str(tspan(1))]);disp( y dy/dt );disp([y0
ODEfun(tspan(1),y0)]);[t,y]=ode45(@ODEfun,tspan,y0);for
i=1:size(y,2)

disp([ Solution for dependent variable y int2str(i)]);disp([ t y
int2str(i)]);

disp([t y(:,i)]);
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endsubplot(1,2,1)


plot(t,y(:,1),bo,Linewidth,2);set(gca,FontSize,14,Linewidth,2)

xlabel(\bf x_2 (toluene) ,FontSize,14);ylabel(\bf Liquid
remained,FontSize,14);

subplot(1,2,2)plot(t,y(:,2),rx,Linewidth,2);

set(gca,FontSize,14,Linewidth,2)xlabel(\bf x_2 (toluene)
,FontSize,14);

ylabel([\bf Temperature ],FontSize,14);%- - - - - - - - - - - -
- - - - - - - - - -function dYfuncvecdx2 = ODEfun(x2,Yfuncvec);L =
Yfuncvec(1);T = Yfuncvec(2);Kc = 500000; x1 = 1 - x2;k2 = 10 ^
(6.95464 - (1344.8 / (T + 219.482))) / (760 * 1.2);k1 = 10 ^
(6.90565 - (1211.033 / (T + 220.79))) / (760 * 1.2);err = 1 - (k1 *
x1) - (k2 * x2);dLdx2 = L / (k2 * x2 - x2);dTdx2 = Kc * err;

dYfuncvecdx2 = [dLdx2; dTdx2];
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Estimating Model Parameters Involving ODEs UsingFermentation
Data

Concepts Utilized:Determination of rate expression parameters
using experimental concentrationdata for a fermentation process
which produces penicillin.

Numerical Methods:Integration of the differential equations for
obtaining calculated concentrationdata in an inner loop and using a
multivariable minimization program to obtainthe optimal parameter
values in an outer loop.

Problem Statement:When the microorganism Penicillium Chrysogenum
is grown in a batch fermenterunder carefully controlled conditions,
the cells reproduce at a rate which can bemodeled by the logistic
law

dy1dt

= b1y2 1 y1b2

where y1 is the concentration of the cells expressed as percent
dry weight.
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In addition, the rate of productionof penicillin has been
mathematicallyquantied by the equation where y2 isthe units of
penicillin per mL.

dy2dt

= b3y1 b4y2

(a) Use the experimental data below tond the values of the
parameters b1,

b2, b3 and b4, which minimize the sumof squares of the
difference betweenthe calculated and experimentalconcentrations (
y1 and y2) for all thedata points. The following initialestimates
can be used: b1 = 0 .1;b2 = 4 .0; b3 = 0 .02 and b4 = 0 .02.

(b) Plot the calculated and experimentalvalues of y1 and y2
using the optimalparameter values.

Penicillin Growth Data inBatch Fermenter (P6 9.txt)

Time Cell Conc. Penicillin Conc.h % Dry Weight Units/mL

y1 y2

0 0.18 0 .10 0.12 0 .22 0.48 0 .008934 1.46 0 .064246 1.56 0
.226658 1.73 0 .4373

70 1.99 0 .694382 2.62 1 .245994 2.88 1 .4315

106 3.43 2 .0402118 3.37 1 .9278130 3.92 2 .1848

142 3.96 2 .4204154 3.58 2 .4615166 3.58 2 .283178 3.34 2
.7078190 3.47 2 .6542
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Solution:The solution of the parameter estimation problem when
the model is in the formof systems of ODEs can be divided into
three stages.

1. Integration of the differential equations for a specied set
of the parametervalues in order to obtain the calculated dependent
variable values at the sametime (independent variable) intervals
where experimental data is available.

2. Calculation of the sum of squares of the differences between
the calculated andexperimental values of the dependent
variables.

3. Application of an optimization program which modies the
parameter values soas to obtain the minimum of the sum of
squares.

These three stages can be most conveniently be carried out using
MATLAB.
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function P6_09_CCLclear, clc, format short g, format
compactglobal Feval SumSaveload P6_9.txt % Load experimental data
as a text file.

% First column - independent variable% and higher columns
dependent variab% All columns must be full. Missing v% are not
permitted

Beta=[0.1 4 0.02 0.02]; % Initial estimate for parameter
valuesFeval=0;

SumSave=realmax;[BetaOpt,Fval,exitflag,Output] =
...fminsearch(@SumSqr,Beta,[],P6_9);

disp( );disp(Optimal Results );disp( Parm. No. Value)for
i=1:size(Beta,2)

disp([i BetaOpt(i)]);enddisp([ Final Sum of Squares
num2str(Fval) ...

Function evaluations num2str(Feval)]);

tspan = [P6_9(1,1) P6_9(end,1)];
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y0=[P6_9(1,2) P6_9(2,2)];[t,y] =
ode45(@ODEfun,tspan,y0,[],BetaOpt);for i=1:size(y,2)

hold offplot(t,y(:,i),Linewidth,2);

set(gca,FontSize,14,Linewidth,2)title([\bf Plot of dep. var y
int2str(i)],FontSize,12);xlabel(\bf Independent variable
(t),FontSize,14);ylabel([\bf Dependent variable y
int2str(i)],FontSize,14);hold on

plot(P6_9(:,1),P6_9(:,i+1),o,Linewidth,2)if (i <
size(y,2))

disp( * Pause* ; *** Please press any key to continue ...
)pause

endend

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%function
sum=SumSqr(Beta,data)global Feval
SumSaveFeval=Feval+1;time=data(:,1);

ym=data(:,2:end);
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yc(1,:)=ym(1,:);[nr,nc]=size(ym); % nr - number of data
points;

% nc - number of dependent variablestspan = [time(1) time(2)]; %
Range for the indep. variabley0 = ym(1,:); % Initial values for the
dependent variablesfor i=2:nr

[t,y] = ode45(@ODEfun,tspan,y0,[],Beta);yc(i,:)=y(end,:);if
i
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% %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%function dYfuncvecdt =
ODEfun(t,Yfuncvec,Beta);y1 = Yfuncvec(1);y2 =
Yfuncvec(2);b1=Beta(1);b2=Beta(2);b3=Beta(3);b4=Beta(4);dy1dt = b1
* y1 * (1 - y1 / b2);

dy2dt = b3 * y1 - b4 * y2;dYfuncvecdt = [dy1dt; dy2dt];
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Data: (P6 9.txt)

0 0.18 010 0.12 022 0.48 0.008934 1.46 0.064246 1.56 0.226658
1.73 0.437370 1.99 0.694382 2.62 1.2459

94 2.88 1.4315106 3.43 2.0402118 3.37 1.9278130 3.92 2.1848142
3.96 2.4204154 3.58 2.4615166 3.58 2.283178 3.34 2.7078190 3.47
2.6542
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Results:

Optimal ResultsParm. No. Value

1 0.0498752 3.6343 0.0204594 0.02652

Final Sum of Squares 1.4358 Function evaluations 268
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